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Abstract: Earthquakes are one of the most overwhelming types of natural hazards. As a result,
successfully handling the situation they create is crucial. Due to earthquakes, many lives can be
lost, alongside devastating impacts to the economy. The ability to forecast earthquakes is one of
the biggest issues in geoscience. Machine learning technology can play a vital role in the field of
geoscience for forecasting earthquakes. We aim to develop a method for forecasting the magnitude
range of earthquakes using machine learning classifier algorithms. Three different ranges have been
categorized: fatal earthquake; moderate earthquake; and mild earthquake. In order to distinguish
between these classifications, seven different machine learning classifier algorithms have been used
for building the model. To train the model, six different datasets of India and regions nearby to
India have been used. The Bayes Net, Random Tree, Simple Logistic, Random Forest, Logistic Model
Tree (LMT), ZeroR and Logistic Regression algorithms have been applied to each dataset. All of the
models have been developed using the Weka tool and the results have been noted. It was observed
that Simple Logistic and LMT classifiers performed well in each case.

Keywords: earthquake forecasting; supervised machine learning; classifiers

1. Introduction

In the early ages, earthquakes were believed to have occurred due to certain super-
natural forces [1,2]. It was none other than Aristotle (384-322 B.C.) who first described
earthquakes as natural phenomena and outlined some of the possible causes behind them
in a truly scientific way. Earthquakes represent one of the most devastating natural hazards.
Strong earthquakes are often disastrous. Countries including Japan, the USA, countries and
China as well as countries in the middle and far east experience destructive earthquakes
from time to time [3]. India has also experienced a number of large and medium sized
earthquakes that have caused an enormous loss of lives and damage to properties [4,5].
The earthquake that struck Maharastra in the early morning of 30th September 1993 was
one of the most devastating earthquakes ever recorded. Effective forecasting methods for
the occurrence of the next strong earthquake event may enable us to mitigate loss of life
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and damage to property; this is one of the prime objectives for researchers in earthquake
seismology [6,7].

Approximately 90% of all earthquakes are natural, resulting from the occurrence of
tectonic events [8,9]. The remaining 10% are related to volcanism, man-made effects or other
factors. Natural earthquakes are usually much stronger than other types of earthquakes and
are caused by internal changes within the Earth. Two theories are related to earthquakes:
the first one is the continental drift theory and the second one is the plate-tectonic theory.

Any shaking of the ground may be termed as an earthquake. There are two types of
earthquake: natural earthquakes and man-made earthquakes, otherwise known as artificial
earthquakes or induced seismicity (seismic events that are a result of human activity). In the
case of man-made earthquakes, there are many different ways in which human activity can
cause induced seismicity, including geothermal operations, reservoir impoundment (water
behind dams), wastewater injections as well as o0il and gas operations such as hydraulic
fracturing. Some man-made explosions including chemical or nuclear explosions can cause
vibrations on the free surface. Typically, minor earthquakes (of very low magnitude) and
tremors alter the stresses and strains on the Earth’s crust.

The continental drift theory describes how continents change position on the Earth’s
surface. Abraham Ortelius, a Dutch geographer first introduced the idea of continental drift
in 1596. Then, in 1620 Francis Becon provided a similar opinion on the basis of geometrical
similarity between the coast lines of Brazil and Africa. This theory was modified by
many researchers. The hypothesis that continents “drift” was fully developed by Alfred
Wegner in 1912. He suggests that the continents were once squeezed into a single proto
continent which he called Pangaea. He suggested that over time these continents have
floated apart into their current distribution. Although Wegner presented a great deal of
documentation for continental drift, he was unable to produce a conclusive clarification
for the physical procedure which might have caused this drift. After the conception of the
theory of palaeomagnetism, Wegner’s theory began to be dismissed and a considerable
basis for the theory of plate tectonics was discussed by [10,11].

The plate-tectonic theory, a significant scientific advancement of the 1940s, is based on
two major scientific concepts involving sea-floor spreading [12,13]. The interior structure
of the Earth is radially layered. These layers include the crust, upper mantle, lower mantle,
outer core and inner core, as discussed by [14].

Investigations of the mechanisms behind earthquakes were initiated by the works of
Reid [15,16], who formulated the theory of elastic rebound based on the study of the 1906
California earthquake. In the 1970s scientists tried to determine an accurate method to
predict earthquakes, but no significant achievements were made.

A popular branch of seismology involves earthquake forecasting, which assesses
the frequency and magnitude of earthquakes in a particular area over years, or decades,
determining the general level of earthquake seismic hazard probabilistically (see refs. [17]
and [18]). The goal of earthquake forecasting is the correct assessment of three elementary
factors, namely, the time, place and size of the predicted earthquake—often differentiated
from earthquake prediction. The problem of earthquake prediction is extremely difficult
and involves a number of socio-economic problems. A prediction is useful only when
it is accurate in both time and place. Although the prediction program has not yet been
perfected in nature. There is significant progress in this direction during the last 50 years.
Certain precursory items have been identified. Those items may have a strong relationship
with the occurrence of an impending earthquake. Such precursory data has been reviewed
by [19]. Some of the most recent data may be summarized as:

e Anomalous animal behavior: the anomalous behavior of animals such as cattle, dogs,
cats, rats, mice, birds, fish, snakes and so on before a large earthquake has been con-
sidered in [20,21]. Abnormal behavior and more intensive responses of animals are
observed during the high magnitude of the earthquake (5 or more). These responses
are mostly observed in the epicentral region—close to the active faults. It has been
reported that they are actually re-responding to the P-wave, which was first outlined
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by [18,22]. It was also discussed that the precursor time may vary from a few min-
utes to various hours or even for several days, with increased restlessness before an
earthquake.

e  Hydrochemical Precursors: During the seismically inactive period, it has been ob-
served that absorption levels of deliquescing minerals and gassy integrands of under-
ground water in a seismically active region remain almost constant [23,24].

e  Temperature Change: It has been reported that in Lunglin in China (1976) and Przhe-
valsk in Russia (1970), a tolerable rise of temperature by 10 °C and 15 °C occurs before
earthquakes [25,26].

e  The changes in water level in the wells and radon control were quoted by many
seismologists from the U.S., Japan and China as precursory data [27,28].

e The frequency of minor shocks increases, at first gradually. Then it is drastically
followed by a pause in the earthquake activity. This has been termed as the seismic
time gap. The seismic time gap has been interpreted as an indication of an impending
earthquake. Notably, a large earthquake near the city of Haicheng in Liaonping
province in China in February 1975 was successfully predicted using a seismic time gap
indication. This issue was extensively discussed in [29], and also by many researchers.

e  On the basis of the study of foreshocks, a few earthquakes have been effectively
predicted. In general, extensive earthquakes are preceded by slight shocks, which are
known as foreshocks. In November 1978 foreshock observations were successfully
used to predict an earthquake in Mexico. In India, the Bhuj earthquake in January
2001 was also preceded by foreshocks in December 2000. In 2006, the results presented
in [30] indicated that earlier predictions were inaccurate. In particular, there was
no formal short-term prediction, even though the alike prediction was prepared by
individual scientists.

e  Changes in the P-wave velocity (Vp), S-wave velocity (Vs) as well as their ratio Vp/Vs
may be considered as important precursory items to an impending earthquake. The
prediction of occurrence time could almost be deterministic in a favorable case, as
claimed by [31]. A Vp/Vs anomaly failed to occur, which was based on 1976 prediction
of aM 5.5 to M 6.5 earthquake close to Los Angeles [32].

This paper mainly aims to predict earthquakes in India in general and the upper part
of India specifically before they occur. To realize this, an analysis of seven classifiers was
conducted. The investigation was realized using the Weka tool. The investigation was
realized for six different earthquake datasets. Then, a comparison was conducted. The
novelty of this research is that almost a 98% chance of predicting the right magnitude range
of earthquakes has been achieved. This has significant social impacts.

The article is organized as follows: Section 2 presents the database and method
description; Section 3 presents the results of the application of different algorithms for
the selected database. Section 4 presents the discussion in point of different algorithms
comparison. Section 5 concludes.

2. Methods

In this research, 6 different datasets of the earthquake were used. The source of data is
database indicated in [33]. According to the new study of Earthquake Disaster Risk Index
factor of India [34], 50 Indian cities face the risk of earthquakes. This study considered
13 out of the 50 cities that have a high risk of earthquakes. It also included 15 cities that
have a medium risk. A total of 28 of these cities are in North India, Gujarat, the North
East of India, Uttar Pradesh, Bihar and the Andaman & Nikobar islands. As a result,
all past earthquake information for a particular state that contains these high-risk cities
was collected in a single dataset. Hence, five different datasets viz., Andaman & Nikobar,
Gujarat, North India, North East India, UP Bihar and Nepal were considered. Since most
of the cities in these dataset are in Northern India, one dataset was prepared including
Northern India and the nearby country Nepal. For classification, the Weka tool was used
in this research. Weka is a powerful tool for Data Mining, pre-processing, classification,
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clustering, visualization and regression [35]. This tool uses java programming. The Weka
tool was used to train the machine learning model and test its performance. The results of
the machine learning model can be obtained in the forms of Precision, Recall, Accuracy,
F-Measure, MCC, confusion matrix, etc. The earthquake dataset from 1900 to 2020 for
different states of India and the nearby country of Nepal was used. The description of the
datasets has been discussed in Table 1. The total number of instances mentioned in Table 1
is the total number of earthquakes.

Table 1. Database set and the descriptions for the algorithms.

No Area Total Number of Instances Total Number of Attributes
1 Andaman & Nikobar 5585 22
2 Gujarat 185 22
3 Nepal, Uttfalr Pradesh & 1741 »
Bihar
4 North India 2961 22
5 North East India 2421 22
6 North of India 14,085 22

The distribution of the class variable is shown in Figure 1.

The geographical map in Figure 2 presents the area that was used to build the machine
learning model. Also, Figure shows the dataset information on a map.

Each dataset has 20 attributes and 1 target variable. The target variable has 3 class viz.,
Mild Earthquake, Moderate Earthquake and Fatal Earthquake. The target variable contains
three class. It was divided using magnitude values:

e  For Fatal Earthquakes, magnitude values greater than 5.5 were used.
e  For Moderate Earthquakes, magnitude values of between 4.5 and 5.5 were used.
e  For Mild Earthquakes, magnitude value less than 4.5 values were used.

The descriptions of dataset attributes have been provided in Table 2. The dataset has
been divided into 2 parts: training and testing. Both parts have been divided into equal
sections for all of the datasets [36]. The model was trained using the training dataset and
the accuracy of the testing dataset was noted. Each model is capable of predicting the
categories of earthquakes i.e., Fatal Earthquake, Moderate Earthquake and Mild earthquake.
As a result, the magnitude range could be identified.

To train the model, the following classification machine learning algorithm was used
in the Weka tool.

2.1. Bayes Net

The Bayesian network comes under the category of a probabilistic graphical model and
therefore contains nodes and directed edges. Both relationship conditionally dependent
and conditionally independent variables have been utilized in this model. The model
was trained based on the probability of events. To design the Bayes Network, three
elements were required: Random Variables; a Conditional Relationship; and Probability
Distributions. It is a type of eager algorithm but this means it requires more computational
time. The Bayesian network algorithm can be used in many fields like artificial intelligence,
the medical field, the environmental field, etc. [37].

2.2. Random Forest

Random forest is a type of supervised machine algorithm. It creates a random decision
tree and merges it into a single forest. To improve accuracy, it includes a decision model.
It is also a type of ensemble learning method used for classification. The main difference
between the decision tree and the random forest is that the random forest generates a
root node feature by randomly splitting. The Random forest selects a random feature for
improving the performance of its accuracy. As compared to the bagging and boosting
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method, the random forest method is faster [38]. In some cases, the random forest provides
better results when using the Support Vector Machine, which is a neural network.

2.3. Simple Logistic Regression

Simple logistic regression is very similar to linear regression, except for the fact that in
simple logistic regression the dependent attribute should be nominal, rather than being
a measurement. In Simple logistic regression, one goal is for the probability of a specific
value of the nominal attribute to be associated with the measurement attribute. Another
goal is to predict the probability of particular attributes based on the measurement attribute.
Simple logistic regression is similar to linear regression, but it works based on the nominal
target variable [39]. It finds the equation that provides the best fit to predict the value of
the target variable for every value of the input variable.

Andaman & Mikobar Gujarat

4.37% 324%

= Eatal Earthguake = Moderste Eathouake " Fatal Earthguake = Moderste Earthquake
= Mild Earthguake = Mild Earthguake
Morth East India Morth of India
7.7T% 2.04%

= Fatal Earthgwake = Moderate Earthquake ® Fatal Earthguake = Moderate Esrthouakes
= kiild Earthguake = Kfild Earthguake
UP,Bihar,Nepal India's Nearby Country
4 82% 4.56%

= Fatal Earthguake = Moderate Eathquake " Fatal Earthguake = Moderate Earthoquake
= Mild Earthguake = Mild Earthoguake

Figure 1. The class variable distribution in each dataset.
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Gujarat

UP, Bihar & Nepal
North of India
Nort Est India
Nearby Country of India

7 Andaman
& Nikobar

Figure 2. Dataset Region.

Table 2. Database attributes description.

No Attribute Name Description
1 time Time when the earthquake occurred in the yyyy-mm-dd HH:MM: SS format
2 latitude Latitude of the place
3 longitude Longitude of the place
4 depth Depth of the earthquake in kilometres
5 nst The number of Seismic stations, which is used to determine the earthquake location
6 gap Seismic Gap in degree (0 to 180 degrees)
7 dmin Horizontal distance between epicentre and nearest station in degrees
8 rms The root mean square of the travel time residual.
9 net Data contributor ID
10 id Database id of record
11 updated Most recently updated time of earthquake
12 place Description of Geographical position
13 type Type of Seismic Event (“Earthquake”, “Quarry”)
14 locationSource Name of the network that reported the location of the earthquake
15 magSource Name of the network that reported the magnitude of the earthquake
16 horizontalError Horizontal error of the location in kilometres
17 depthError Depth error of the location in kilometres
18 magError Standard error of the magnitude
19 magNst The earthquake magnitude, which is determined using the number of Seismic stations
20 status Indicates that the earthquake was reviewed by humans
Target Variable (Fatal Earthquake, Moderate Earthquake and Mild Earthquake)Fatal Earthquake
21 Class Magnitude Value > 5.5, Moderate Earthquake Magnitude Value between 4.5 and 5.5,Mild

Earthquake Magnitude Value between 2.5 and 4.5
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2.4. Random Tree

A Random tree is a type of classification algorithm that is designed by using a stochas-
tic process. It is a type of ensemble learning algorithm that produces a lot of discrete
learners [40]. It also works like a decision tree. In the decision tree on every split, the subset
is not random; however, in a random tree, only a random subset of attributes is available
on each split of the node. Each node of the tree represents an input attribute. The number
of edges of the tree is equal to the possible number of input attributes. The random tree
works on both classification and regression type problems.

2.5. Logistic Model Tree (LMT)

A Logistic Model Tree (LMT) is a type of supervised machine learning algorithm. It
is a combination of logistic regression and a decision tree. This algorithm works based
on former knowledge of a model tree. It is a type of decision tree where the leaves use
linear regression models to provide a piecewise form of linear regression. Every node of
a tree is produced using the Linear Regression (LR) model by the LogitBoost algorithm.
LMT uses cross-validation for finding the number of Logiboost iterations [41]. The additive
least-square logistic regression is used by the Logiboost algorithm for each class. In the
LMT model, the linear logistic regression model is used for computing the subsequent
probability of leaf nodes.

2.6. ZeroR

ZeroR is the simplest classification algorithm. ZeroR depends on the relevant target
and disregards all other relevant predictors. It also predicts the majority class, though there
is no predictability power in the ZeroR algorithm. It creates a frequency table of the target
variable and selects the most frequent value. The algorithm is beneficial for determining a
baseline performance as a standard for other classification algorithms. The ZeroR classifiers
work using frequency as the main classification method. The ZeroR classifiers take a class
variable and construct the frequency table of the class variable. The ZeroR algorithm does
not use any rule, as a result, it is known as the ZeroR classifier [42].

2.7. Logistic Regression

Logistic regression is a type of classification algorithm that is used when the target
variable belongs to a certain type of category. It is a predictive algorithm and works based
on the concept of a probability model. It is a type of linear regression but it uses the complex
cost function i.e., the sigmoid function. The logistic regression hypothesis tends to occur in
between 0 and 1. It represents an equation that is very similar to linear regression. That
is why this algorithm involves regression. The logistic regression works using a logistic
function. It estimates the parameters of a logistic model [43].

To evaluate these machine learning classifier algorithms, the results of the following
factors have been noted:

e  Accuracy: Machine learning classifier accuracy is the technique used to measure the
performance of the classifier. The accuracy result is noted in the corrected prediction
percentage of the data.

e  Precision: Precision is the fraction of the corrected positive predicted value to the total
positive predicted value. It is also known as Specificity.

e  Recall: Recall is the fraction of the corrected positive predicted value to the positive
predicted value. It is also known as Sensitivity.

e F- Measure: F-Measure is calculated from the precision and the recall. It is the
harmonic mean of precision and recall. It is used the measure the accuracy of the test.

e  Matthews Correlation Coefficient (MCC): MCC is the measure used to check the
quality of classification. It is also known as the phi coefficient.

e Kappa Statistics: The Kappa Statistic is the most commonly used statistic for test
interrater consistency. A kappa of 1 indicates perfect agreement, while a kappa of 0
indicates a chance level.
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3. Result and Performance

This section includes the results of different datasets. Each dataset result has been
described in the table format of the various classification algorithms. For each classification
algorithm along with accuracy, the Precision, Recall, F-Measure, MCC, and Kappa Statistics
were also calculated.

3.1. Results for Andaman & Nikobar

For the Andaman & Nikobar dataset, the Simple Logistic and LMT methods achieved
the highest accuracy rate of 99.94%. The Precision and Recall rates of the Simple Logistic
and LMT methods were 99.9%. The Bayes Net method was the next best performing
method after the Simple logistic and LMT methods. The Bayes Net method achieved a
99.82% accuracy rate, and 99.8% Precision and Recall rates. The Random Forest method
achieved a 97.37% accuracy rate, a 97.50% Precision rate and a 97.40% Recall rate. The
Random Tree method achieved a 99.04% accuracy rate, a 99.90% Precision rate and a 99.90%
Recall rate. The Logistic Regression achieved a 98.68% accuracy rate, a 98.70% Precision
rate and a 98.70% Recall rate. For the Andaman & Nikobar dataset, ZeroR provided the
worst accuracy rate. The ZeroR method achieved a 61.01% accuracy rate, a 61.8% Precision
rate and a 61.00% Recall rate. Table 3 shows the Andaman & Nikobar dataset results for
various classification algorithms.

Table 3. Comparison of different classification algorithms for Andaman & Nikobar.

Classification Precision = Recall Accuracy F-Measure MCC Kappa Statistic

Bayes Net 99.80%  99.80%  99.82% 0.998 0.997 0.9966
Random Forest 9750%  97.40%  97.37% 0.969 0.955 0.9495
Simple Logistic 99.90%  99.90%  99.94% 0.999 0.999 0.9989
Random Tree 99.90%  99.90%  99.04% 0.999 0.985 0.9552
LMT 99.90%  99.90%  99.94% 0.999 0.999 0.9989
ZeroR 61.80%  61.00%  61.01% 0.601 0.253 0.2494
Logistic 98.70%  98.70%  98.68% 0.987 0.975 0.9753
Regression

3.2. Results for Gujarat

For the Gujarat dataset, the Bayes Net, Simple Logistic and Random Tree methods
achieved the highest accuracy rate of 98.18%. The Precision and Recall rates for the Bayes
Net, Simple Logistic and Random Tree methods were 98.3% and 98.20%, respectively.
After the Bayes Net method, the next best performing methods were the Simple Logistic,
Random Tree, Random Forest and LMT methods. The Random Forest method achieved a
96.36% accuracy rate, a 96.40% Precision rate, and a 95.40% Recall rate. The LMT achieved
a 96.36% accuracy rate, a 96.30% Precision rate, and a 96.40% Recall rate. The Logistic
Regression method achieved a 93.47% accuracy rate, a 92.90% Precision rate, and a 97.20%
Recall rate. For the Gujarat dataset, ZeroR provided the worst accuracy rate. The ZeroR
method achieved a 56.52% accuracy rate, a 56.5% Precision rate and a 100.00% Recall rate.
Table 4 shows the results of the Gujarat dataset for various classification algorithms.

3.3. Results for North East India

For the North East India dataset, the Simple Logistic and LMT methods achieved the
highest accuracy with a 99.86% rate. The Precision and Recall rates for the Simple Logistic
and LMT methods were 99.9%. After the Simple Logistic and LMT methods, Bayes Net
was the next best performing. The Bayes Net method achieved a 99.72% accuracy rate
and 99.7% Precision and Recall rates. The Random Forest achieved a 98.48% accuracy
rate, a 98.50% Precision rate, and a 98.50% Recall rate. The Random Tree method achieved
a 95.73% accuracy rate, a 95.80% Precision rate, and a 95.70% Recall rate. The Logistic
Regression method achieved a 93.25% accuracy rate, a 93.40% Precision rate, and a 93.30%
Recall rate. For the North East India dataset, ZeroR provided the worst accuracy rate. The
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ZeroR achieved a 50.68% accuracy rate, a 50.7% Precision rate, and a 50.7% Recall rate.
Table 5 shows the North East India dataset results for various classification algorithms.

Table 4. Comparison of different classification algorithms for Gujarat.

Classification Precision = Recall Accuracy F-Measure MCC Kappa Statistic

Bayes Net 98.30%  9820%  98.18% 0.979 0.975 0.9637
Random Forest ~ 9540%  9640%  96.36% 0.958 0.963 0.9265
Simple Logistic =~ 98.30%  9820%  98.18% 0.979 0.975 0.9637
Random Tree 98.30%  9820%  98.18% 0.979 0.975 0.9637
LMT 96.30%  96.40%  96.36% 0.981 0.965 0.9298
ZeroR 56.50%  100.00%  56.52% 0.722 0.565 0.3544
Logistic 92.90%  97.20%  93.47% 09505  0.9105 0.8713

Regression

Table 5. Comparison of different classification algorithms for North East India.

Classification Precision  Recall Accuracy F-Measure MCC Kappa Statistic

Bayes Net 99.70%  99.70%  99.72% 0.997 0.995 0.9951
Random Forest 9850%  98.50%  98.48% 0.984 0.978 0.973
Simple Logistic 99.90%  99.90%  99.86% 0.999 0.998 0.9976

Random Tree 9580%  95.70%  95.73% 0.957 0.929 0.9245
LMT 99.90%  99.90%  99.86% 0.999 0.998 0.9976
ZeroR 50.70%  50.70%  50.68% 0.507 0.447 0.27
Logistic 93.40%  93.30%  93.25% 0.933 0.879 0.8818
Regression

3.4. Results for North India

For the North India dataset, LMT achieved the highest accuracy with a 99.79% rate.
The Precision and Recall rates for LMT were 99.7%. After the LMT method, the Simple
Logistic method was the next best performing method. The Simple Logistic method
achieved a 99.66% accuracy rate as well as 99.7% Precision and Recall rates. The Bayes Net
method achieved a 99.32% accuracy rate, a 99.30% Precision rate, and a 99.30% Recall rate.
The Random Forest method achieved a 96.39% accuracy rate, a 96.50% Precision rate, and a
96.40% Recall rate. The Random Tree method achieved a 96.84% accuracy rate, a 97.10%
Precision rate, and a 96.80% Recall rate. The Logistic Regression method achieved a 96.73%
accuracy rate, a 96.80% Precision rate, and a 96.70% Recall rate. The ZeroR method did not
perform well. The ZeroR method achieved a 58.78% accuracy rate, a 58.8% Precision rate,
and a 100% Recall rates. Table 6 shows the results involving the North India dataset for
various classification algorithms.

Table 6. Comparison of different classification algorithms for North India.

Classification Precision  Recall Accuracy F-Measure MCC Kappa Statistic

Bayes Net 99.30%  99.30%  99.32% 0.993 0.991 0.9867
Random Forest  9650%  96.40%  96.39% 0.952 0.938 0.9274
Simple Logistic =~ 99.70%  99.70%  99.66% 0997  0.9% 0.9933

Random Tree 97.10%  96.80%  96.84% 0.968 0.943 0.9384
LMT 99.70%  99.70%  99.79% 0997 0997 0.995
ZeroR 58.80%  100.00%  58.78% 0.74 0.776 0.33
Logistic 96.80%  96.70%  96.73% 0.968 0.941 0.9361
Regression

3.5. Results for Nepal, UP and Bihar

For the Nepal, UP Bihar dataset, the Bayes Net, Simple Logistic and LMT method
achieved the highest accuracy with a 99.80% rate. The Precision and Recall rates for the
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Bayes Net, Simple Logistic and Random Tree methods were 99.8% and 99.80%, respectively.
After the Bayes Net method, the next best performing methods were the Simple Logistic,
LMT and Random Forest methods. The Random Forest achieved a 95.4% accuracy rate,
a 95.60% Precision rate, and a 95.40% Recall rate. The Random Tree method achieved
a 66.28% accuracy rate, a 66.30% Precision rate, and a 66.30% Recall rate. The Logistic
Regression method achieved a 80.65% accuracy rate, a 81.70% Precision rate, and a 80.70%
Recall rate. For the Nepal, UP Bihar dataset, the ZeroR method provided the worst accuracy
rate. The ZeroR method achieved a 58.23% accuracy rate, a 58.20% Precision rate, and a
100.00% Recall rate. Table 7 shows the Nepal, UP and Bihar dataset results for various
classification algorithms.

Table 7. Comparison of different classification algorithms for Nepal, UP and Bihar.

Classification Precision  Recall Accuracy F-Measure MCC Kappa Statistic

Bayes Net 99.80%  99.80%  99.80% 0998  0.9% 0.9964
Random Forest ~ 95.60%  9540%  95.40% 0948 0926 0.9104
Simple Logistic =~ 99.80%  99.80%  99.80% 0998 0998 0.996

Random Tree 66.30%  66.30%  66.28% 0602 031 0.2755
LMT 99.80%  99.80%  99.80% 0998 0998 0.9963
ZeroR 5820%  100.00%  58.23% 0736 058 0.23
Logistic 81.70%  80.70%  80.65% 0.81 0.653 0.6374
Regression

3.6. Results for the North of India

For the aforementioned dataset, the LMT and Logistic Regression methods achieved
the highest accuracy rate of 99.92%. The Precision and Recall rates for the LMT and Logistic
Regression methods were 99.9%. After the LMT and Logistic methods, the next best
performing method was the Simple Logistic method. The Simple Logistic method achieved
a 99.9% accuracy rate, as well as 99.8% Precision and Recall rates. The Bayes Net method
achieved a 99.88% accuracy rate, a 99.90% Precision rate, and a 99.90% Recall rate. The
Random Forest method achieved 97.94% accuracy, 98.00% Precision and 97.90% Recall
rates. The Random Tree method achieved 85.27% accuracy, 85.40% Precision and 85.30%
Recall rates. The Logistic Regression method achieved 96.73% accuracy, 96.80% Precision
and 96.70% Recall rates. The ZeroR method did not perform well. The ZeroR method
achieved 57.94% accuracy, 57.9% Precision and 100% Recall rates. Table 8 shows the results
of the Nepal, UP and Bihar dataset for various classification algorithms.

Table 8. Comparison of different classification algorithms for the North of India.

Classification Precision = Recall Accuracy F-Measure MCC Kappa Statistic

Bayes Net 99.90%  99.90%  99.88% 99.90%  0.998 09977
Random Forest ~ 98.00%  97.90%  97.94% 97.80%  0.969 0.9599
Simple Logistic =~ 99.80%  99.80%  99.90% 99.80%  0.997 0.9979

Random Tree 85.40% 85.30% 85.27% 84.90% 0.717 0.7062
LMT 99.90%  99.90%  99.92% 99.90%  0.999 0.998
ZeroR 57.90%  100.00%  57.94% 7340% 043 0.24
Logistic 90.00%  90.00%  99.92% 90.00%  0.997 0.9963
Regression

4. Discussion

In this section, the performance of classifiers has been discussed. Machine learning
can forecast events from past data. In this article, seven machine learning classifiers were
applied to an earthquakes dataset. It is very crucial to select the best classifiers for datasets;
thus, seven different classifiers were applied in this research. The comparisons between
them have been noted. The research aim was to find earthquake magnitude ranges. From
the results, it was observed that any future earthquake’s magnitude range can be predicted.
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Also, the results show that it is possible to predict the category of future earthquakes i.e.,
whether they are Fatal, Moderate or Mild earthquakes. As a result, the magnitude range
can be identified.

As shown in Table 9, different forecasting results provided different datasets for
different classifiers. This means a single classifier algorithm is reliably not able to find a
future earthquake’s magnitude range alone. Thus, it is important to conduct more research
using earthquake datasets. It would be useful to use the single classifier algorithm to
forecast future earthquakes in any location. Out of all of the models, Bayes Net, LMT
and Simple Logistics performed very well and provided accuracy rates of approximately
99% after deep observation was conducted. It was concluded that Bayes Net is the most
useful classifiers algorithm for forecasting earthquake magnitudes. The Bayes Net method
provided a 98.18% minimum accuracy rate for the Gujarat region and it provided higher
than 99% accuracy rates for all of the other regions. As a result, the Bayes Net classification
model would be very helpful for finding earthquakes in any region. The results indicated
that using Bayes Net provides at least a 98% chance of predicting the right magnitude range.
The comparison of all of the algorithms with all of the datasets is provided in Table 9.

Table 9. Comparison of different classification algorithms for India.

o Andaman . . Nepal, UP  Upper Half
Classifiers and Nicobar Gujarat North India North East and Bihar of India
B;’éis 99.82% 98.18%  99.32% 99.72% 99.80% 99.88%
Random 97.37% 96.36%  96.39% 98.48% 95.40% 97.94%
Forest
Simple 99.94% 98.18%  99.66% 99.86% 99.80% 99.90%
Logistic
RaT“rOelgm 99.04% 98.18%  96.84% 95.73% 66.28% 85.27%
LMT 99.94% 96.36%  99.79% 99.86% 99.80% 99.92%
ZeroR 61.01% 56.52%  58.78% 50.68% 58.23% 57.94%
Logistic
Regres- 98.68% 93.47%  96.73% 93.25% 80.65% 99.92%
sion

The average running time of machine classifier algorithms has been noted. The Bayes
Net classifiers provided an output of 70 s, Random Forest provided one in 80 s, Simple
Logistic Model provided one in 36 s, Random Tree provided one in 38 s, Logistic Model Tree
provided one in 1 min 47 s, ZeroR provided one in 47 s and Logistic Regression provided
one in 1 min 39 s. Based on the running performance, the Simple Logistic algorithm was
indicated as being the quickest model.

5. Conclusions

This paper aimed to forecast earthquake types so that any disaster can be handled. To
make a system for forecasting earthquake types, the Weka tool has been used. We analyzed
which classification algorithm would be better for forecasting the earthquake types in
India’s region to. The seven different supervised machine learning algorithms have been
used for comparison purposes. The forecasting result has been noted in the form of the
accuracy rate. This showed that a comparison of the classification algorithm could be done.
It was observed that:

e for the Andaman & Nikobar region, the Simple Logistic method achieved the highest
accuracy with a 99.94% rate

e for the Gujarat region, the Simple logistic, Bayes Net and Random Tree methods
achieved the highest accuracy with 98.18% rates

e for the North India region, the LMT method achieved the highest accuracy with a
99.79% rate
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e for the North East region, the LMT method achieved the highest accuracy with a
99.86% rate

e for the UP, Bihar and Nepal region, the Bayes Net, Simple logistic and LMT methods
achieved the highest accuracy with 99.86% rates

e for the North of India region, the LMT method achieved the highest accuracy with a
99.92% rate.

After the forecasting of earthquake types and model performance verification, it could
be concluded that the Logistic Model Tree and Simple Logistic classifier algorithms are the
best algorithms for finding earthquake impacts in India.
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