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Abstract: In the information era, information security monitoring tools would be helpful for en-
terprises/organizations to monitor employees’ computer usage behaviors and improve their infor-
mation security protection. The Windows-based operating systems have the largest market share
in the world. Therefore, the study target is the development of a Windows-based information
security monitoring tool in this study. We proposed an assessment model for developing an infor-
mation security tool in this study to explore the significances of functionalities in a Windows-based
information security monitoring tool and the decision-makers’ decision opinions. We adopted four
steps with four study methods: the literature study method, the Delphi method, the analytic hi-
erarchy process (AHP) method, and the analysis methods related to data-driven decision-making
in the proposed model. In Step 1, we studied some literature about information security monitoring,
and we discovered 26 functionalities as the decision criteria in this study. In Step 2, using the Delphi
method, we confirmed the decision criterion set with potential decision-makers and organized the de-
cision criteria hierarchy. In Step 3, we designed an AHP questionnaire to get the criterion weight
vectors from the 12 decision-makers. With the AHP method, this study received the weights of
the decision criteria and found that the 16 functionalities among the 26 functionalities should receive
their corresponding developing priority in a Windows-based information security monitoring tool.
Finally, we used the Pearson correlation coefficient and cosine distance to explore the correlations
and similarities among the decision-makers’ decision opinions. This study found the relevance
among the decision-makers’ decision opinions in a Windows-based information security monitoring
tool developed with the Pearson correlation coefficients/the cosine distances among all pairs of
decision-makers’ decision opinions.

Keywords: Windows-based information security monitoring tool; assessment model for an information
security monitoring tool literature study; Delphi; analytic hierarchy process (AHP); Pearson correlation
coefficients; cosine distances

1. Introduction

With the advancement of information technology, enterprises/organizations widely
use information software and hardware, and the resulting information security issues
are also getting worse. Enterprises/organizations control their information security risks
and ensure continued operations with information security policy formulations and rel-
evant management measure implementations. In general, an enterprise/organization
expects to reduce the occurrence of an information security incident, and it will depend
on the effective operations of its information security management mechanism to ap-
propriately reduce the incidence of related information security violations. Therefore,
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enterprises/organizations require the implementation of an information security monitor-
ing tool.

The Global Data Exposure Report surveyed 1028 information security leaders and
found that 69% of organizations said they were compromised because of an internal
threat and confirmed that they had preventive measures in place at the time of the breach,
38% of companies admitted to data breaches in the past 18 months, half of which were
due to employee behavior, and 78% of information security leaders believe prevention
strategies and solutions are not enough to stop internal threats [1]. The 2020 Insider
Threat Report showed that today’s most destructive security threats originate from trusted
insiders, both malicious insiders and negligent insiders who can access sensitive data
and information systems. This report also found that 68% of organizations consider that
internal attacks are moderate or extremely vulnerable, and 68% of organizations confirmed
that internal attacks are becoming more frequent. From the aforementioned related reports,
it is obvious that internal employees are often a primary hidden concern of information
security in an enterprise/organization [2]. Therefore, how to reduce information security
incidents from the internal threats is an issue for an enterprise/organization.

For an enterprise/organization, its major internal threats of information security
come from its employees. Employees in an enterprise/organization usually use their
personal computers over an intranet or the Internet to process business affairs. For an en-
terprise/organization, employees’ personal computers might be the primary source of
internal information security issues. Therefore, for enterprises/organizations, how to
monitor employees’ personal computers is an important issue. In practice, many en-
terprises/organizations use information security monitoring tools to collect information
related to information security and monitor computer systems’ operations. Therefore, it is
a good solution for enterprises/organizations to monitor their computer systems, especially
their employees’ personal computers, with an information security monitoring tool.

In general, computers with different operating systems need to install their corre-
sponding information security monitoring tools. The Desktop Operating System Market
Share Worldwide (2020) report mentioned that Microsoft Windows operating system has
the highest global market share: the average global market share of the Microsoft Windows
operating system was 77.68% in the past year (2019/07~2020/06) [3]. Microsoft Windows
is the most widely used operating system for desktop computers in the world now. There-
fore, a Windows-based information security monitoring tool would be the most needed for
enterprises/organizations. This study will explore developing priority for the functionali-
ties in a Windows-based information security monitoring tool. For exploring this study
topic, this study will adopt an assessment model for development of an information system
tool to assess developing priorities for the functionalities in a windows-based information
security monitoring tool. The assessment model for an information security tool devel-
opment adopts several methods, such as the literature study method, the Delphi method,
the analytic hierarchy process (AHP) method, and some data-driven decision-making ana-
lytical methods. Finally, we will rely on the study analysis results to propose developing
priority for functionalities in a Windows-based information security monitoring tool and
explore the decision opinions of decision-makers.

In this paper, Section 2 reviews the literature about information security monitoring
to find functionalities in an information security monitoring tool and identify the decision
criterion set related to a Windows-based information security monitoring tool. Section 3
introduces the assessment model for an information security tool development in this
study, and the proposed model will use the literature study method, the Delphi method,
the AHP method, and two data-driven decision-making analytical methods. Section 4
presents the main study results of the proposed assessment model, including the decision-
making hierarchy determined by the Delphi method and the weight analytical results for
functionality developing priorities in a Windows-based information security monitoring
tool with the AHP method. Also, Section 4 presents the correlations and similarities among
decision-making opinions in the development of a Windows-based information security
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monitoring tool with two data-driven decision-making analytical methods. Section 5
provides more developing priority explorations for functionalities in a Windows-based
information security monitoring tool and further discussion related to the correlation and
similarity in decision-makers’ decision opinions. Section 6 presents a conclusion for this
study and recommendations for future research.

2. Related Work

In general, hardware, software, and network assets are information assets to generate
valuable information [4]. According to Dey, enterprise/organization information secu-
rity primarily refers to the protection of all related assets, including hardware, networks,
Internet connections, software, applications, databases, data (static and transmission),
archives, directories, hardcopy reports, telephone calls, faxes, and archives [5]. Besides,
end-user computer operation behaviors may influence information security effectiveness
in enterprises/organizations [6]. Shropshire et al. also emphasized that, for an enter-
prise/organization, the understandings of user computer operation behaviors become very
important [7]. Understanding end users’ security-related behaviors is a critical job for en-
terprises/organizations. Thus, enterprises/organizations should implement a monitoring
program to monitor their employee computer systems [8]. Otero et al. mentioned that
an enterprise/organization must keep implementing information security controls and
measures to detect security events promptly and respond to incidents on time [9]. Stoll et al.
thought that the information security technical control measures should include access
control, network management, identification and authentication management, configu-
ration management, malicious software management, and availability management [10].
Information security controls can be software or hardware functions to achieve specific
information security goals—it is easy for a software tool to implement information security
controls in an enterprise/organization [11]. Usually, an information security monitoring
tool needs to collect the computer’s basic information in an information system.

Ahmad et al. mentioned that organizations should use a general network-monitoring
tool to detect network behaviors [12]. Kurundkar et al. also proposed that an organization
might use information security technology-based network behavior analysis tools to ex-
amine network traffic and identify network security problems in network traffic flow [13].
Thus, for organizations/enterprises, it is essential to develop an information security mon-
itoring tool to monitor and analyze network behaviors in their computers. Moreover,
the leakage of confidential information may not only be through computers/networks but
also through printing documents. Yamada et al. thought that we could control confidential
printings with a watermark [14]. Therefore, a watermark is a possible countermeasure to
protect confidential printings.

Enterprises/organizations must implement information security monitoring tools to
monitor the use of personal computers by employees and prevent information security
incidents, which can improve the information security of enterprises/organizations. In-
formation security monitoring, especially personal computer monitoring, involves many
aspects, such as basic computer information, usage behavior, information security control,
network behavior, printing control, etc. According to the above description, the follow-
ing sections review the literature related to personal computer (PC) information security
monitoring.

2.1. Computer Basic Information

Computer basic information represents an overview of the computer system, and it in-
cludes computer hardware, operating system, computer network, applications, multimedia
technology, database technology, information security technology, etc. [15]. Hazra men-
tioned that an asset management tool should monitor and manage the hardware, software,
network, and other information assets independently in an enterprise/organization [4].
About the basic information of a computer system, Al-Zarouni and Sanders mentioned
that the computer name is one of the important computer system variables collected by
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a malicious script or some utilities, especially for information security tools [16]. Soubra-
manien et al. also mentioned that event information should include the username and
computer name; usually, a malicious script can execute some malicious attacks on the com-
puter with a specific computer name [17]. Moreover, users prefer to assign usernames on
each computer system and they log on to a computer system with the usernames at any
time [18]. Therefore, an information security monitoring tool should collect information
about a computer name and usernames in a computer.

Generally, the hardware is the physical element of the supporting processes in a com-
puter system: it may be several devices, including central processing unit (CPU), memory,
disk drive, optical disk, and network interface card, etc. [19,20]. The software on a com-
puter consists of the programs, such as operating system (OS), service, maintenance or
administration software, package software, or standard software [4]. For software op-
erating continually on a computer system, it is necessary to identify patches, fixes, new
versions of existing software to update the computer, and make that software available to
the computer [21]. Thus, an information security monitoring tool should collect hardware
and software information in a computer. Network connectivity is a necessary feature
for today’s use of computer systems. Generally, the network connectivity of computer is
based on its network interface card configuration [22] and its network routing settings [23];
thus, the network interface card configuration and the network routing settings of a com-
puter are the critical essential information for a computer. Moreover, due to rapid growth
in the use of electronic data processing in computer systems, information security monitor-
ing tools require special attention to provide and deal with potential threats, vulnerabilities,
and control functions [24]. Thus, an information security monitoring tool should collect
the information related to network interface card configuration, network routing settings,
and electronic data in a computer.

Examining the above literature, we can find that an information security monitoring
tool should collect the “computer name”, “username”, “hardware information”, “software
information”, “network information”, and “electronic data” as essential information of
a computer.

2.2. Usage Behaviors

In general, computer usage behaviors refer to users’ operations involved in the pe-
riod from power on/logon to power off/logoff, and an information security monitoring
tool should collect the events related to those operations. We explore related literature
in the following paragraphs.

Reference [25] mentioned that users can watch the execution behavior of appli-
cation software with “process ID”. For improving the information security in an en-
terprise/organization, an information security monitoring tool should monitor, adjust,
and document the process names and process IDs of implemented application software [26].
The file name, file path, and file type are primary information for a computer to store
data, and users can access specific files from computer storage devices with that informa-
tion. Also, applications use file names and file paths as the primary attributes to identify
files [27]. Therefore, as well as the file name, file path, operation type, and file type are
information related to user access file behavior, too [28]. Besides, software licensing uses
a digital certificate [29], and some information security operations are also based on the re-
quired certificate [30]. With collected installed certificate information, information security
monitoring tools can know the installed software and the handled information security
operations, and indirectly understand user behavior on a computer.

CPU utilization is one indicator for us to understand users’ operation behaviors
on a computer; when a malicious program invades a computer system, its operation
will be different from a legitimate application related to CPU utilization [31]. Moreover,
an information security management system should monitor system performance, such as
hard disk utilization and input/output (I/O) load [32]. Therefore, an information security
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monitoring tool can detect possible information security attacks with information about
CPU utilization and disk utilization.

Lim et al. identified that booting and uptime of a computer would be helpful to
respond effectively to an information security incident [33]. Sbeyti used several kinds of
information to observe user behavior on mobile devices, where power on/off is one such
observation information [34]. Moreover, for establishing an audit trail, information security
should record user operations, and the operations include user login/off a computer
system [35]. Further examining user behaviors on computers, users might use mobile
media devices, such as compact disc (CD), universal serial bus (USB) disk, and Digital
Versatile Disc (>DVD), to improve their operations on computers, and these peripheral
devices should be controlled and protected [19].

The authors of Reference [36] emphasized that users should use the system log and
related logs to identify threats and detect malicious activities. Therefore, an informa-
tion security tool should have functions to enable/disable system logs and related logs;
then, it can access these logs to analyze users’ behaviors. Besides, when users operate
computers, they often involve official information related to the business information
of enterprises/organizations. Opponents can easily read such information that may be
confidential through users’ careless operations. For an information security monitoring
tool, keyword monitoring [37] is one possible measure to prevent classified information
leakage from user operations.

From the above-discussed literature, we can find that an information security monitor-
ing tool should record several kinds of information to understand users’ usage behaviors
on a computer. That information includes “process IDs”, “file and path”, “CPU utilization”,
“disk utilization”, “power on/off and logon/out”, “peripheral input/output devices”,
“log”, “keyword”, and “certificate”.

2.3. Information Security Control

Information security control in a computer system may involve several control ar-
eas, such as hardware/software control, storage control, Internet control, screen control,
and biometrics control.

The authors of Reference [38] thought the information security control scope for a com-
puter should include the hardware and software of the computer. The hardware-related
information security control should provide essential information on a hardware device,
such as device type, device name [39], and manipulation capabilities, to enable, disable,
start, and stop [40]. The software information security control should collect the infor-
mation about installed software in a computer [41] and permit installing/uninstalling
specified software. Moreover, the storage control involves disk drive operation and shared
directory operation, the disk drive operation includes listing, adding, or removing disk
drives [42], and the shared directory operation may consist of creating, deleting, and modi-
fying a shared directory [43].

Internet control is an important information security control in an enterprise/organization.
A computer system can connect to the Internet only through its network interface card(s) [44];
moreover, different types of network applications have to go through several ports to con-
nect to the Internet [45]. Thus, Internet control should know the network interface card
number in a computer and port-related information. For manipulating the Internet connec-
tions in a computer, Internet control should enable/disable some specified ports. Besides,
in some enterprises/organizations, their computers prohibit connecting to the Internet;
therefore, Internet control should be able to detect a specific IP address to know whether
the Internet connection is available or not.

Generally, through the installation and use of the screen saver [46], users can avoid
leaving their computers for a long time to prevent unauthorized persons from operating
their computers. Moreover, screen capture is a usual function that can be used to capture
the screen of information security incidents or monitor employees’ computer operation
behaviors [47]. Because of this, the screen control should support the screen saver and
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screen capture functions. At last, biometrics [48] becomes more available on different
types of information platforms; usually, it can be based on voice, fingerprint, iris, or face
to identify the user’s identity. Since biometrics feature copying is not easy, it is a good
function for a computer login operation. Therefore, biometrics may be a control function
in information security control.

According to the literature related to information security control, it is significant
that an information security monitoring tool should implement five functions to sup-
port the information security control in a computer system. Those functions include
“hardware/software control”, “storage control”, “Internet control”, “screen control”, and
“biometrics control”.

2.4. Network Behaviors and Printing Control

The authors of Reference [49] thought a computer’s traffic volume is critical infor-
mation to observe user network behaviors on a computer. Some network anomalies,
including flooding attacks and certain types of Denial of Service (DoS) attacks, trigger
significant traffic volume changes [50]. As more web-based applications are available over
the Internet, browsing history information can display the various activities performed by
users on a specific website; usually, it contains a URL, a reference to a private file, or URL
parameters [51]. Therefore, an enterprise/organization needs to record and analyze user
browsing histories; then, it can understand the users’ browsing behaviors. Also, connec-
tion time is important information to know network applications’ connection situations,
and it can show user network behaviors and detect abnormal connection behaviors over
a network [52]. Thus, an information security monitoring tool should monitor the connec-
tion time of network applications. From the above literature related to network behaviors,
it is significant that an enterprise/organization can observe its employees’ network behav-
iors with network traffic volume, browsers’ browsing history records, and the length of
network connection time.

Several schemes are available for printing control, and watermark is one of the famous
printing control schemes. A watermark is a specific image (mark) printed on a document pe-
riodically and repeatedly; usually, when a printer prints documentation with a watermark,
the watermark shows a “confidential” string or one specific printer ID [53]. In general,
users adopt a watermark scheme to control document printing in a printing apparatus,
and users require to have some printing settings for watermark; usually, these settings
include font, style, size, color, character set, and printing content, such as “FOR INTERNAL
USE ONLY” [54]. Then, users can depend on their requirements to control the watermark
on their printing apparatus. Therefore, an information security monitoring tool should have
functions to manipulate watermark settings and control (e.g., enable/disable). Besides,
a printing permission scheme would request user information, such as ID and password,
to determine whether to permit the execution of printing or not [55]. Thus, the printing
permission control might be a good scheme for an information security monitoring tool to
control the printing process.

Examining the literature related to network behaviors and printing control, it is
significant for an information security monitoring tool to record the information about
“current network traffic volume”, “browsers’ history records”, and “connection time”
to understand users’ network behaviors. Also, an information security monitoring tool
should implement the “watermark setting”, “watermark control”, and “printing permission
control” functions to do printing control jobs in a computer system.

3. Methodology

This study proposes an assessment model for an information security tool develop-
ment to explore functionality implementation in a Windows-based information security
monitoring tool. We will describe the proposed assessment model and the methods adopted
in the proposed assessment model in the following subsections.
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3.1. The Assessment Model for an Information Security Tool Development: Overview

The proposed assessment model organizes four fundamental steps through a sys-
tematic process and it helps explore the function’s implementation in a Windows-based
information security monitoring tool. The proposed assessment model adopts several well-
known methods applied to multi-attribute decision-making studies, and these methods
include the literature study method, the Delphi method, the AHP method, and two data-
driven decision-making analytical methods. Figure 1 shows the systematic process diagram
of the assessment model for development of an information security tool, and Table 1 dis-
plays the illustration of the methods applied to each step. Besides, the following paragraphs
describe how the proposed assessment model uses these famous methods.

Figure 1. The systematic process diagram of the assessment model for an information security
monitoring tool development.

Table 1. A list of the methods adopted in the assessment model for development of an information
security monitoring tool.

Step Adopted Method Expected Results

1 Literature study method

To find the decision constructs and
the possible decision criteria set for
the assessment model for development
of an information security monitoring
tool

2

Delphi method:
Consulting with potential decision-makers

To identify the decision criteria under
each decision construct for
the assessment model for development
of an information security monitoring
tool

Delphi method:
Consulting with decision-makers via
email/instant message apps/face-to-face
interviews several times

To confirm a suitable decision hierarchy
for the assessment model for
development of an information security
monitoring tool
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Table 1. Cont.

Step Adopted Method Expected Results

3

AHP method:
Receiving pairwise comparison matrices
with consistency check

To receive decision-makers’ preferential
opinions for the assessment model for
development of an information security
monitoring tool with the consistency
verification

Receiving group opinion assessment
in the multiple criteria decision-making field

To receive group opinion assessment of
all decision-makers for the assessment
model for development of
an information security monitoring tool

4
Two data-driven decision-making analytical
(Pearson correlation and cosine similarity)
methods

To understand the correlations and
similarities among all decision-makers’
preferential decision opinions

Step one identified the decision criteria set for the study. It depended on the literature
study method to survey literature related to information security monitor functions, espe-
cially for the Windows operating system. After reviewing the literature, we attempted to
find out possible functionalities in a Windows-based information security monitoring tool
as the decision criteria set for the proposed assessment model.

Step two confirmed the decision organization hierarchy for this study. It adopted
the Delphi method to identify the relationships among the decision criteria and decision
constructs first. This step consulted potential decision-makers to confirm decision criteria
under each construct by email/instant message apps or face-to-face interviews. Then,
it established a decision organization hierarchy for the proposed assessment model.

Step three consisted of decision-makers’ preferential opinion investigation with
an AHP expert questionnaire survey and group-based assessment of the decision cri-
teria priorities. This step used face-to-face interviews with the decision-makers and asked
the decision-makers to fill out the designed AHP expert questionnaire based on the decision
hierarchy. After an expert questionnaire survey, this step received each decision-maker’s
preferential opinions presented by pairwise comparison matrices. This step also had a con-
sistency check for each decision-maker’s answers; if the check result is inconsistent, this
step will re-interview the decision-maker to fix his/her preferential opinions. Following
the decision-maker’s preferential opinion survey, this step performed the decision criteria
prioritizing phase of the AHP method to assess the relative weights of the constructs w.r.t.
the total decision goal, and the relative weights of the criteria with respect to (w.r.t.) each
construct, for each decision-maker. Finally, this step received the absolute weights of
the criteria w.r.t. the total decision goal for all decision-makers with the AHP method.

Step four consisted of all the decision-makers’ preferential opinions analysis with two
data analytical (statistical and geometrical) methods in the data-driven decision-making
field. The purpose of this step is to comprehensively understand the individual preferential
opinions of all decision-making experts and discover the correlations and similarities of
preferential opinions of all decision-makers. This step applied the Pearson correlation and
cosine distance to analyze the preferential opinions of all decision-maker experts.

3.2. The Literature Study Method

A literature review can let readers understand a researcher’s study ideas, where those
study ideas include all the main aspects of a research topic and the researcher’s different
viewpoints. Besides, a literature review should present all the critical and relevant thinking
on certain specific study topics, and it can provide obvious evidence that the researcher
has understood the previously discussed contents of literature and the researcher has
made unique contributions to this research field [56]. Usually, the literature review has
four purposes, as described below. First of all, a literature review helps researchers to
establish the credibility of the research. Next, it allows researchers to set their research
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work on the research results of other researchers. Third, the citation of other researchers’
studies will make a wide variety of readers accept the researcher’s study results. Finally,
the literature review determines the theoretical orientation of the study [57]. Kruse and
Warbel presented a comprehensive literature study that summarizes the current research
of a topic to provide new insights into the subject of a further study. In short, the purpose
of a literature study is to form a framework for researchers to complete their research.
That framework will provide a theoretical basis for the study, the previous studies, and
the discovery of the same research topic. Researchers may adopt several different processes
to write a literature review and produce a quality literature review [58]. About the literature
review, Machi and McEvoy proposed six steps to help researchers successfully process
a literature review [59], and the following paragraphs describe these six steps.

• Step one: selecting the topic

Researchers should choose a study interest, then specify and focus the study interest.
This step will emphasize the study topic’s description and the study framework’s setting.

• Step two: searching the literature

Researchers should discover and select literary works through the Internet. For se-
lected literature, the researchers may have a mapping of the study framework and re-
fine/expand the subject of the study. The focus of this step is to explore and classify
literature.

• Step three: developing the argument

Researchers should base on the above two steps to build some arguments, eval-
uate them, and propose some claims for the study. The researchers may qualify and
rationalize the proposed claims/arguments. The emphasis of this step is to propose the ar-
guments/claims related to the study.

• Step four: doing the literature survey

Researchers should assemble and record the searched literature first; next, they should
integrate and analyze the literature to build evidence, claims, and reason patterns. Then,
the researchers may have mappings among the arguments of discovery and analyze
these arguments. Providing the arguments’ supporting profile related to the study and
discovering the research’s results is the focus of this step.

• Step five: the literature critique

Researchers should look for consensus, dissent, inconsistencies, limitations, or gaps
among the searched literature, and researchers can explore the support for the study and
find out the fallacy with the searched literature. This step focuses on identifying useful
arguments for research and disclosing some research problems in the searched literature.

• Step six: writing the review

After completing the survey and the searched literature’s critique, researchers can
write the literature review. In general, a literature review may include several parts, such
as an introduction and a body of the literature review, a background about the research,
the study’s arguments, and a summary of the literature review.

3.3. The Delphi Method

In the US-sponsored military program, Norman Dalkey of the RAND Corporation
developed the Delphi method in the 1950s [60]. Dalki and Helmer described the project
as seeking expert advice to select the best industrial target system in the United States
and estimate the number of atomic bombs needed to reduce the production of a specific
quantity of ammunition [61]. The Delphi method is an iterative process, and researchers
use it to collect and extract experts’ judgments with a series of questionnaires and responses.
Typically, for the study design questionnaire, each subsequent questionnaire will be based
on the results of the last questionnaire, and when the study gets the question’s answer,
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the process stops. Many industries, including medical, defense, commerce, education, infor-
mation technology, transportation, and engineering, have accepted the Delphi method [60].
The Delphi method is a way to construct a group communication process that effectively
allows a group of individuals to deal with complex problems as a whole. For completing
this “structured communication”, the Delphi method provides several ways to deal with it:
some feedback on personal information and knowledge contribution, some evaluations on
group judgment or opinion, some opportunities for individuals to modify his/her views,
and a certain degree of anonymity for individual reactions [62].

Reference [63] described the classical Delphi method with four main features:

1. The anonymity of Delphi participants: it allows participants to express their opinions
freely without undue social pressure to conform to others’ views in the group.

2. Iteration: based on the progress of the group’s work from one round to another,
it allows participants to refine their views.

3. Controlled feedback: it informs participants of other participants’ views and provides
Delphi participants with an opportunity to clarify or change their views.

4. Statistical aggregation of group responses: it allows quantitative analysis and data
interpretation.

Typically, the Delphi method should be adopted when an application issue has one or
more of the following properties [62]:

• The question is not suitable for precise analytical technology but can benefit from
collective subjective judgment.

• Individuals who need to contribute to the study do not have a well-communicated
history and may represent different backgrounds in terms of experience or expertise.

• In face-to-face communication, more people need to interact effectively.
• Time and cost make frequent group meetings infeasible.
• Supplementing the group communication process can improve the efficiency of face-

to-face meetings.
• Differences among individuals are very serious or politically unpopular; thus, it is

necessary to adjudicate the communication process and (or) be anonymous.
• It is necessary to maintain the heterogeneity of the participants to ensure the effective-

ness of the outcome.

The Delphi method’s research process will be done through data collection, data
analysis (based on nonparametric statistical technology), and result reporting. The Delphi
method’s application scope in a research process includes research topic determination,
research issue specifications, research theoretical perspective determination, interest vari-
able selection/proposition generation, preliminary causality determination, and constructs
definition and creation of a common language for discourse. A primary advantage of this
method is that it avoids confrontation among experts [64].

3.4. The AHP Method

The AHP method [65] is a well-known multiple attribute decision-making research
method, proposed by Saaty. The standard AHP method allows researchers to use a hier-
archical organization to present the overall decision-making goals and related decision
constructs with decision evaluation criteria. The popularity of the AHP method is mainly
due to its effectiveness in solving real-world decision-making issues, and many hybrid
models also involve the use of AHP. Recent related studies have also expanded hierarchical
analysis with fuzzy set logic, for example, intuitionistic fuzzy sets.

For evaluating the preferential structure of the entire opinion group, the AHP method
performs several procedures for each decision-maker, including an expert questionnaire
survey, a standard criterion weight vector determination, and a consistency analysis of
the decision criteria. In general, AHP assumes that comparing two criteria pairwise at one
time during a questionnaire survey can state the relative importance of the involved criteria,
which can be used to represent a decision construct or decision goal [66]. Therefore, users
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can follow the following four steps to obtain the criterion weight vectors in a pairwise
comparison matrix.

Step one, the evaluation results will form a pair of comparison matrices, Mnxn, where
n is the number of decision evaluation criteria, as shown in Equation (1):

M =


m11 = 1 m12 · · · m1n

m21 m22 = 1
...

. . .
mn1 mnn = 1

, ∀i, j, i 6= j, mij ∈
{

1
9 , 1

7 , 1
5 , 1

3 , 1, 3, 5, 7, 9
}

(1)

Step two, users can use the following process to determine the criterion weight vector
(i.e., where the element is a standard weight of a criterion concerning the constructs/goal).
From the data shown in the above-mentioned square matrix, M, the expression shown
in Equation (2) can calculate the columns and vectors of this matrix [66]:

V =

[ n
∑

i=1
mi1

n
∑

i=1
mi2 · · ·

n
∑

i=1
min

]
(1×n)

(2)

Step three, users can use these vector elements to divide each column in the square
matrix, M, to get another square matrix, M’, as shown in Equation (3):

M′ =



m′11 = 1/
n
∑

i=1
mi1 m′12 = m12/

n
∑

i=1
mi2 · · · m′1n = m1n/

n
∑

i=1
min

m′21 = m21/
n
∑

i=1
mi1 m′22 = 1/

n
∑

i=1
mi2

...
. . .

m′n1 = mn1/
n
∑

i=1
mi1 m′nn = mnn/

n
∑

i=1
min


(3)

Step four, users can obtain the criterion weight vector of a pairwise comparison
matrix, M, by calculating the row sum vector of M’ [66]. Equation (4) shows the expression
of the criterion weight vector:

CWV =

[ n
∑

j=1
m′1j

n
∑

j=2
m′2j · · ·

n
∑

j=1
m′nj

]T

(4)

Also, consistency analysis is a critical part of the AHP method. It checks whether
the decision-maker’s opinions on the expert questionnaire are consistent or not; through
the transitive logic, we can check the consistency of the surveyed expert questionnaire.
If the decision-maker states that C1 > C2 and C2 > C3 on the questionnaire and the pairwise
comparison matrix records these decision-making results, we will hope that we can find
in the matrix that C1 > C3, that preserves the transitive property, where C1, C2, and C3 are
some decision criteria to be compared. If we find C3 > C1, then this situation would be
called inconsistent [67].

About AHP consistency analysis, Saaty only accepted a pairwise comparison matrix
as consistent if the consistency ratio (CR) < 0.1 (CR < 10%) of the pairwise comparison
matrix. For calculating decision-maker opinion consistency, Saaty suggested that users can
use the right eigenvector to measure the consistency with the following equations [68]:

CR =
CI
RI

(5)

CI =
λmax − N

N − 1
(6)

where CR is the consistency ratio,
CI is the consistency index,
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RI is the random index,
λmax is the maximum eigenvalue of the pairwise comparison matrix,
N is the number of elements being compared to the pairwise comparison matrix,
RI is the average value of CI for randomly generated matrixes of the same order.

Although the AHP method has been proposed for 50 years, it is still one of the primary
methods for multiple attribute decision-making types of research in recent years because of
the method’s long-lasting popularity. Therefore, the AHP method remains an appropriate
method for this study to explore the primary quantitative knowledge of information
security monitoring functionality, as it has been and remains a reliable method.

3.5. The Pearson Correlation Coefficient and the Cosine Distance

In the multiple criteria decision-making studies, the Pearson correlation coefficient
and the cosine distance are well-known tools to explore correlation and similarity among
decision-makers’ decision opinions. This study used these two analytical tools to explore
correlation and similarity among decision-makers’ decision opinions in a Windows-based
information security monitoring tool.

3.5.1. The Pearson Correlation Coefficient

Pearson correlation coefficient, also known as Pearson r, is a statistical data tool used
to measure the linear correlation between two variables, X and Y, with values between
1 and –1, 1 for total positive linear correlation, 0 for no linear correlation, and –1 for
totally negative linear correlation. The Pearson correlation coefficient was defined by Karl
Pearson in 1895 [69]. The Pearson correlation coefficient's definition is the product of two
variables’ covariance divided by their standard deviation. When applying the Pearson
correlation coefficient to a sample, we use rxy to represent a sample correlation coefficient
(Pearson correlation coefficient). We can obtain formula rxy by replacing the sample-based
covariance and variance estimates in the following formula. Given that the paired data
{(x1, Y1),..., (Xn, Yn)} consists of n pairs, Equation (7) shows the definition of rxy:

rxy =
∑n

i=1(xi − x)(yi − y)√
∑n

i=1(xi − x)2
√

∑n
i=1(yi − y)2

(7)

where {\displaystyle n}n is sample size,
xi, yi{\displaystyle x_{i},y_{i}} are the individual sample points indexed with I,
x ¯ = ∑n

i=1 xi
n ∑{\displaystyle {\bar {x}}={\frac {1}{n}}\sum _{i=1}ˆ{n}x_{i}}x , y ¯ = ∑n

i=1 yi
n

(the sample mean).
Zhou et al. mention that the value of the Pearson correlation coefficient is between –1

and 1. Y increases with X when the Pearson correlation coefficient value is equal to 1, Y
decreases with X when the Pearson correlation coefficient value is equal to –1, and there
is no linear relationship between X and Y when its value is equal to 0 [70]. Furthermore,
Pearson correlation coefficients are positive if Xi and Yi fall on the same side of their
respective averages. Pearson's correlation coefficients are negative if Xi and Yi tend to
fall on opposite sides of their respective averages. Therefore, if the Pearson correlation
coefficient sign is positive, there is a positive correlation between X and Y, and if the Pearson
correlation coefficient sign is negative, there is a negative correlation between X and Y [71].
Table 2 lists the Pearson correlations’ strength.
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Table 2. The list of correlations’ strength.

Pearson Correlation Coefficient Value Interpretation

0.90 to 1.00 Very high correlation

0.70 to 0.89 High correlation

0.50 to 0.69 Moderate correlation

0.30 to 0.49 Low correlation

0.00 to 0.29 Little if any correlation
Data source: Reference [72].

3.5.2. The Cosine Distance

The cosine distance is one of the similarity measures widely used in information
retrieval applications, and it also measures cohesion within clusters in the data-mining
field. Cosine similarity is an indicator of distance measurement, and cosine matching
measures the similarity of two non-zero vectors. The parametric cosine model is a similarity
function, not a distance function. In general, a higher value of a cosine model means closer
similarity among the two vectors. The basic concept behind the parametric cosine model
comes from the cosine function used in the text database [73]. The principle of cosine
measurement is that two vectors in the same direction have a cosine similarity of 1, two
vectors with a relative 90 degrees have a similarity of 0, and two opposed vectors have
a similarity of −1. Therefore, when measuring 0 or no angle, the highest value of cosine
is 1. If it has an angle, its value is lower than 1. When two values are parallel, the angle
difference is 0, the two vectors have similarities, and there is no similarity when they are
vertical. In some studies, they used the cosine method to compare the data impostor with
the real data generated from test data or evaluation data [74]. The following equation
displays the formula of cosine distance:

Cosine(X, Y) =
X·Y
|X||Y| =

∑n
i=1 Xi ∗Yi√

∑n
i=1 Xi2 ∗

√
∑n

i=1 Yi2
(8)

where X = (x1 . . . xn) and Y = (y1 . . . yn).
In general, cosine distance is an indicator that considers the relevance of feature

vectors; it is a similarity function, where a higher value implies a closer similarity [75].
Therefore, the cosine similarity is close to 1.0 when the two feature vectors become more
similar; otherwise, the cosine distance is close to 0.0 when the two feature vectors become
less similar [76].

4. Study Results of the Assessment Model for Development of an Information
Security Tool

With decision-makers’ preferential opinions, this study follows the study steps of
the proposed assessment model in Section 3 to explore functionalities in a Windows-
based information security monitoring tool. In the following subsections, we will present
the study results of the proposed assessment model’s steps.

4.1. The Decision Criteria Hierarchy Establishment in the Proposed Assessment Model

In this subsection, this study followed steps one and two in the proposed assessment
model to establish the decision criteria hierarchy for the proposed assessment model with
the literature study method and the Delphi method. First, this study depended on the lit-
erature study method to collect the literature related to information security monitoring
functionality. Through the literature survey, this study found that the Windows-based
information security monitoring tool should implement twenty-six critical monitoring
functions to monitor the computer use behavior of employees in enterprises/organizations.
The study then used the Delphi method to consult several experts/potential decision-
makers on 26 monitoring functions in a literature survey to see if they could become
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a set of decision criteria in the proposed assessment model. This study identified that
the Windows-based information security monitoring tool should cover the five main func-
tions, “computer basic information”, “user’s PC operation behavior”, “information security
control”, “network behavior”, and “printing control”. Those five main functions would
be the decision constructs in the proposed assessment model. Finally, this study used
the Delphi method to determine the corresponding relationship between the five main
functions and the twenty-six monitoring functions. According to this mapping relationship,
this study organized the decision criteria hierarchy for the proposed assessment model.
Table 3 lists the operational definitions of these 26 decision criteria, and Figure 2 shows
the decision criteria hierarchy diagram in the proposed assessment model.

Figure 2. The decision criteria hierarchy diagram of development of a Windows-based information
security monitoring tool in the proposed assessment model.
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Table 3. The operational definitions of the decision criteria set for development of a Windows-based
information security monitoring tool.

Criteria Operational Definition

Computer name To get the name of a computer

User name To get information of users’ accounts, which can be used
by users to log in to the computer

Hardware information To get information of CPU, memory, physical disk drive,
logical disk drive, and setting of network interface card

Software information
To get information of operating system version, installed
software, services, and update with Windows Update
Agent

Network information To get computer’s network interface card configuration
and routing setting information

Electronic data To get information of data stored in the computer

Process To list processes of normal software and green software

File and path
To list files change in specific path, to get protected path,
to set path of monitored REGISTRY and to get path of
monitored REGISTRY

CPU utilization To get information of CPU utilization rate

Disk utilization To get information of disk capacity utilization rate

Power on/off and log in/out To get records of power on/off and users’ login/logout
from system log

Peripheral input/output devices
To operate/get current media devices (such as compact
disc-read only memory (CD-ROM) drive, etc.) and USB
devices

Log

To get the latest system log and read specific types of
system log
To get a setting of POWERSHELL log execution or
enable/disable log execution

Keyword

To monitor and operate strings in clipper

- To set monitoring string and save path of monitoring
results

- To get current monitoring string

Certificate To get records of installed certificates from system log

Hardware/software control

Computer hardware devices operations

- To get a specified type of device, to enable/disable
a specific device

Computer software devices operations

- To list installed software, to use third-party tool or
Windows management instrumentation (WMI) to
uninstall specified software

Storage control To list/remove computer disk drive,
to get/remove current shared directory in a computer
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Table 3. Cont.

Criteria Operational Definition

Internet control

Computer network connection operations

- To get number of network interface card, to list
computer current enable and disable online ports, to
enable/disable a specific port

The Internet online detection

- To detect if the Internet is online or not, to detect
a specific Internet protocol (IP) address with ping
command, to query a specific domain with nslookup
command

Screen control
To detect if screen saver is installed
To capture screen picture, save the captured picture
in computer, and return the path of the captured picture

Biometrics control To log in to the computer with voice, fingerprint, iris,
or face recognition

Current network traffic volume To get a record of current network traffic volume

Browser’s history record To get current browser’s browsing history

Connection time To get length of time that the computer connects to
the network

Watermark setting To get/modify current watermark setting

Watermark control To enable/disable watermark module

Printing permission control To enable/disable printing permissions for a specific user
account

4.2. The AHP Survey Works in the Proposed Assessment Model

This study followed step three in the proposed assessment model to survey decision-
makers’ preferential opinions of the decision criteria. First, this study depended on the con-
firmed decision criteria hierarchy to design an AHP expert questionnaire. This study used
the AHP expert questionnaire to survey all decision-makers and fill in the two by two
comparison matrix of decision criteria as the source of the analysis dataset, and analyze
the consistency of each decision-maker’s preferential opinions. From 17 June to 20 July 2020,
this study interviewed twelve decision-makers to answer the AHP expert questionnaire.
The twelve decision-makers work in the government, academic, research and development
(R&D) institutions, and the information industry. They all have a Ph.D. in information-
related fields and have professional knowledge and background in information security.
Therefore, those decision-makers can provide professional preferential opinions for the pro-
posed assessment model to explore the decision-making structure and decision-making
criteria for a Windows-based information security monitoring tool’s development. Eight of
them are male and four are female. One is a supervisor in an information department, five
are professors, and six are information professionals, and their ages are between 31 and 65.
Finally, as for service time, seven of them have between 1 and 21 years, and five have over
21 years. Table 4 lists the background statistics of the twelve interviewed decision-makers.
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Table 4. The background statistics of the interviewed decision-makers.

Type #Decision-Makers Percentage

Gender
Male 8 66.67%

Female 4 33.33%

Degree Ph.D. 12 100.00%

Industry
category

Government 1 8.33%

Academy 5 41.67%

R&D institute 1 8.33%

Information industry 5 41.67%

Position

Supervisor (information department) 1 8.33%

Professor 5 41.67%

Information professional 6 50.00%

Age

31–40 3 25.00%

41–50 5 41.67%

51–65 4 33.33%

Service time
(years)

1~10 3 25.00%

11~20 4 33.33%

21+ 5 41.67%

In each interview, this study asked each decision-maker to answer the six designed
AHP-style expert questionnaires, one for comparing the importance in the main decision
constructs set, while five for comparing the significance in the decision criteria under
each decision construct. In each face-to-face interview, this study brought a notebook
computer with the Expert Choice software installed. In each round of interviews, this study
recorded the pairwise comparison questions’ answers in the AHP expert questionnaires
directly with the Expert Choice. After receiving six pairwise comparison matrixes from
each decision-maker in each round of interviews, this study used the Expert Choice to
perform a consistency analysis for each pairwise comparison matrix. If there was inconsis-
tency in a pairwise comparison matrix, i.e., inconsistency index > 0.10 (default threshold),
this study would ask the decision-maker to adjust his/her decision criteria preferential
opinions and have a consistency test with the Expert Choice again. This adjusting decision
criteria preferential opinion process would continue with the decision-maker until we got
a consistent result for each pairwise comparison matrix. In each decision-maker interview,
the pairwise comparison matrices of the six designed AHP-style expert questionnaires
should have passed the consistency check.

The interview result showed that all decision-makers had 1~5 rounds of interviews
to pass all AHP questionnaires’ consistency checks. After reviewing all decision-makers
interview processes, we can find that most decision-makers could pass the consistency
check easily in a round of interviews when they answered their preferential opinions with
less than five decision criteria. Otherwise, most decision-makers passed the consistency
check in 2~5 rounds of interviews, especially for the “user’s PC operation behavior”
construct (9 decision criteria in this construct).

4.3. The AHP Analysis Results

This study obtained the priority vectors of the construction and decision criteria under
each decision construct in the proposed evaluation model’s decision criteria hierarchy after
the AHP investigation. In this step, the study used the “synthesize” function in the Expert
Choice to aggregate all decision-makers’ individual preferential opinions. This study
received the relative weight value of decision criteria in the decision criteria hierarchy of
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the proposed evaluation model, and the relative weight value of decision criteria under
each decision construct, as well as the overall priority and absolute weight value of all
decision criteria in the proposed assessment model’s decision criteria hierarchy.

4.3.1. The AHP Analytical Result about the Main Decision Constructs

This study received the aggregated criterion weight vectors for/among the five deci-
sion constructs under the total design decision goal. Table 5 lists the relative weights of
these five decision constructs (i.e., decision construct CA, CB, CC, CD, and CE).

Table 5. The relative weights of the decision constructs.

Decision Constructs Relative Weight Ranking Consistency
Analysis

Information security control (CC) 0.340 1

Inconsistency = 0.02
with 0 missing

judgments.

Network behavior (CD) 0.262 2

User’s PC operation behavior (CB) 0.260 3

Computer basic information (CA) 0.083 4

Printing control (CE) 0.056 5

Examining Table 5, we can find that the CC, CD, and CB are the three most signif-
icant decision constructs for the proposed assessment model—the relative weight sum
of those three decision constructs is over 86%. Relatively, the CE and CA are less critical
decision constructs for the proposed assessment model—the relative weight sum of those
two constructs is less than 14%. From this analytical assessment result, we can see that
the three main functions, “information security control”, “network behavior”, and “user’s
PC operation behavior”, should get higher developing priorities in the development of
a Windows-based information security monitoring tool.

4.3.2. The AHP Analytical Result about the Decision Criteria under the Construct CA

This study obtained the aggregated criterion weight vectors for/among the six deci-
sion criteria under the construct CA. Table 6 lists the relative weights of these six decision
criteria (i.e., ac−1, ac−2, ac−3, ac−4, ac−5, and ac−6).

Table 6. The relative weights of the decision criteria under the construct CA.

Decision Constructs Relative Weight Ranking Consistency
Analysis

Network information (ac−5) 0.345 1

Inconsistency = 0.02
with 0 missing

judgments.

Software information (ac-4) 0.284 2

Hardware information (ac-3) 0.161 3

Computer name (ac-1) 0.107 4

Electronic data (ac-6) 0.056 5

Username (ac-2) 0.047 6

Looking over Table 6, we can find that the ac-5, ac-4, ac-3, and ac-1 are the four most
significant decision criteria, and the relative weight sum of those four decision criteria is
89.7%, and the ac-6 and ac-2 are less critical decision criteria, and the relative weight sum
of those two decision criteria is 10.3%. This result shows that the functionalities related to
“network information”, “software information”, “hardware information”, and “computer
name” should receive higher development priority in the “computer basic information”
main function.
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4.3.3. The AHP Analytical Result about the Decision Criteria under the Construct CB

This study obtained the aggregated criterion weight vectors for/among the nine
decision criteria under the construct CB. Table 7 lists the relative weights among these nine
decision criteria (i.e., bc-1, bc-2, bc-3, bc-4, bc-5, bc-6, bc-7, bc-8, and bc-6).

Table 7. The relative weights of the decision criteria under the construct CB.

Decision Constructs Relative Weight Ranking Consistency
Analysis

Log (bc-7) 0.312 1

Inconsistency = 0.02
with 0 missing

judgments.

Process (bc-1) 0.193 2

File and path (bc-2) 0.120 3

Certificate (bc-9) 0.109 4

Power on/off and log in/out (bc-5) 0.080 5

Peripheral input/output devices (bc-6) 0.080 6

Keyword (bc-8) 0.055 7

CPU utilization (bc-3) 0.026 8

Disk utilization (bc-4) 0.025 9

Examining Table 7, we can find that the bc-7, bc-1, bc-2, bc-9, bc-5, and bc-6 are the six
most significant decision criteria, and the relative weight sum of those six decision criteria is
89.4%, and the bc-8, bc-3, and bc-4 are less critical decision criteria, and the relative weight
sum of those three decision criteria is 10.6%. This result means that the functionalities, “log”,
“process”, “file and path”, “certificate”, “power on/off and log in/out”, and “peripheral
input/output devices”, should get a higher developing priority in the “user’s PC operation
behavior” main function.

4.3.4. The AHP Analytical Result about the Decision Criteria under the Construct CC

This study obtained the aggregated criterion weight vectors for/among the five
decision criteria under the construct CC. Table 8 lists the relative weights of these five
decision criteria (i.e., cc-1, cc-2, cc-3, cc-4, and cc-5).

Table 8. The relative weights of the decision criteria under the construct CC.

Decision Constructs Relative Weight Ranking Consistency
Analysis

Internet control (cc-3) 0.381 1

Inconsistency = 0.01
with 0 missing

judgments.

Hardware/software control (cc-1) 0.251 2

Storage control (cc-2) 0.210 3

Screen control (cc-4) 0.103 4

Biometrics control (cc-5) 0.054 5

Looking over Table 8, we can see that the cc-3, cc-1, cc-2, and cc-4 are the top four
significant decision criteria, and the relative weight sum of those four decision criteria is
94.6%, and the cc-5 is less critical decision criterion, and the relative weight of this decision
criterion is 5.4%. This result reveals that the “Internet control”, “hardware/software
control”, “storage control”, and “screen control” decision criteria should receive higher
developing priorities in the “information security control” main function.
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4.3.5. The AHP Analytical Result about the Decision Criteria under the Construct CD

This study obtained the aggregated criterion weight vectors for/among the three
decision criteria under the construct CD. Table 9 lists the relative weights of these three
decision criteria (i.e., dc-1, dc-2, and dc-3).

Table 9. The relative weights of the decision criteria under the construct CD.

Decision Constructs Relative Weight Ranking Consistency
Analysis

Browser’s history record (dc-2) 0.677 1
Inconsistency =
0.00471 with 0

missing judgments.

Current network traffic volume (dc-1) 0.240 2

Connection time (dc-3) 0.083 3

Looking over Table 9, we can find that the dc-2 and dc-1 decision criteria are the top
two significant decision criteria, and the relative weight sum of these two decision criteria
is 91.7%, and the dc-3 is the least significant decision criterion, and the relative weight of
this decision criterion is 8.3%. This result means that the functionalities, “browser’s history
record” and “current network traffic volume”, should receive a higher developing priority
in the “network behaviors” main function.

4.3.6. The AHP Analytical Result about the Decision Criteria under the Construct CE

This study obtained the aggregated criterion weight vectors for/among the three
decision criteria under the construct CE. Table 10 lists the relative weights of these three
decision criteria (i.e., ec-1, ec-2, and ec-3).

Table 10. The priority of the decision criteria under the construct CE.

Decision Constructs Relative Weight Ranking Consistency
Analysis

Watermark control (ec-2) 0.547 1 Inconsistency =
0.00471 with 0

missing judgments.
Watermark setting (ec-1) 0.336 2

Printing permission control (ec-3) 0.117 3

Examining Table 10, we can find that the ec-2 and ec-1 are the two most significant
decision criteria, and the relative weight sum of those two decision criteria is 88.3%, and
the ec-3 is the least critical decision criterion, and the relative weight of this decision
criterion is 11.7%. This result means that the functionalities, “watermark control” and
“watermark setting”, should get higher developing priorities in the “printing control”
main function.

4.3.7. The AHP Analytical Result about the Overall Decision Criteria Priority

This study used the “synthesize” function in the Expert Choice to obtain the aggre-
gated criterion weight vectors for/among the overall decision criteria under the decision
goal. Table 11 shows the sorted absolute weights of the total decision criteria under
the decision goal.
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Table 11. The absolute weights of the overall decision criteria under the decision goal.

Decision Constructs Relative Weight Ranking Consistency
Analysis

Browser’s history record (dc-2) 0.177 1

Inconsistency = 0.01
with 0 missing

judgments.

Internet control (cc-3) 0.130 2

Hardware/software control (cc-1) 0.085 3

Log (bc-7) 0.081 4

Storage control (cc-2) 0.072 5

Current network traffic volume (dc-1) 0.063 6

Process (bc-1) 0.050 7

Screen control (cc-4) 0.035 8

File and path (bc-2) 0.031 9

Watermark control (ec-2) 0.031 10

Network information (ac-5) 0.029 11

Certificate (bc-9) 0.028 12

Software information (ac-4) 0.024 13

Connection time (dc-3) 0.022 14

Power on/off and log in/out (bc-5) 0.021 15

Peripheral input/output devices (bc-6) 0.021 16

Watermark setting (ec-1) 0.019 17

Biometrics control (cc-5) 0.018 18

Keyword (bc-8) 0.014 19

Hardware information (ac-3) 0.013 20

Computer name (ac-1) 0.009 21

CPU utilization (bc-3) 0.007 22

Disk utilization (bc-4) 0.007 23

Printing permission control (ec-3) 0.007 24

Electronic data (ac-6) 0.005 25

Username (ac-2) 0.004 26

Depending on the decision criteria’s absolute weights shown in Table 11, we divide
all decision criteria into five groups. The dc-2, cc-3, cc-1, bc-7, and cc-2 decision criteria
are the most critical group—all the absolute weights of these five decision criteria are >7%,
and the absolute weight sum of these five decision criteria is 54.5%. The functionalities
(“browser’s history record”, “Internet control”, “hardware/software control”, “log”, and
“process”) related to these five decision criteria should receive the first developing priority.
The dc-1, bc-1, cc-4, bc-2, and ec-2 decision criteria are the second most significant group—
all the absolute weights of these five decision criteria are >3%, and the absolute weight sum
of these five decision criteria is 21.0%. The functionalities (“current network traffic volume”,
“process, screen control”, “file and path”, and “watermark control”) related to these five
decision criteria should receive the second developing priority. The ac-5, bc-9, ac-4, dc-3, bc-
5, and bc-6 decision criteria are the third most significant group—all the absolute weights of
these six decision criteria are >2%, and the absolute weight sum of these six decision criteria
is 14.5%. The functionalities (“network information”, “certificate”, “software information”,
“connection time”, “power on/off and log in/out”, and “peripheral input/output devices”)
related to these six decision criteria should receive the third developing priority. The ec-1,
cc-5, bc-8, and ac-3 decision criteria are the second least significant group—all the absolute
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weights of these four decision criteria are >1%, and the absolute weight sum of these four
decision criteria is 6.4%. The ac-1, bc-3, bc-4, ac-6, ec-3, ac-6, and ac-2 decision criteria are
the least significant group—all the absolute weights of these six decision criteria are <1%,
and the absolute weight sum of these five decision criteria is 3.9%. The functionalities
related to the less critical groups should receive a lower developing priority. Therefore,
for a Windows-based information security monitoring tool, the functionalities should be
based on their significances, i.e., the absolute weights of the decision criteria, to receive
their corresponding developing priorities.

4.4. The Decision Opinion Correlation and Similarity Analysis

In this subsection, this study depended on the criterion weight vectors of decision-
makers (i.e., the priorities of decision constructs and the priorities of relevant decision
criteria in the five decision constructs) to analyze the similarities and differences among
decision-makers. First, this study took the AHP analysis results of all decision-makers
(shown in Table 12) recorded in the Expert Choice to convert the xlsx file type. Then, this
study received six xlsx files about whole decision-makers’ criterion weight vectors: one is
about the decision goal and the other five are about the CA~CE decision constructs. With
these six xlsx files, this study used the Orange software tool, a well-known data-mining
software, to perform correlation and similarity analysis in the decision-makers’ decision
opinions and visually present the analytical results.

Table 12. The compiled matrixes of criterion weight vectors.

(a) The Matrix of Criterion Weight Vectors under the Decision Goal

CS DM-1 DM-2 DM-3 DM-4 DM-5 DM-6 DM-7 DM-8 DM-9 DM-10 DM-11 DM-12 Aggr.

CA 0.089 0.075 0.087 0.095 0.088 0.063 0.069 0.080 0.22 0.103 0.034 0.042 0.083

CB 0.370 0.293 0.226 0.304 0.207 0.220 0.196 0.181 0.242 0.230 0.174 0.338 0.260

CC 0.186 0.293 0.383 0.173 0.423 0.392 0.356 0.512 0.242 0.561 0.446 0.176 0.340

CD 0.319 0.278 0.259 0.374 0.238 0.233 0.343 0.168 0.242 0.072 0.282 0.373 0.262

CE 0.047 0.062 0.046 0.054 0.043 0.092 0.036 0.058 0.054 0.034 0.064 0.070 0.056

(b) The Matrix of Criterion Weight Vectors under the CA construct

CR DM-1 DM-2 DM-3 DM-4 DM-5 DM-6 DM-7 DM-8 DM-9 DM-10 DM-11 DM-12 Aggr.

ac-1 0.217 0.127 0.121 0.088 0.075 0.098 0.101 0.1 0.099 0.082 0.055 0.091 0.107

ac-2 0.034 0.044 0.043 0.052 0.036 0.041 0.052 0.035 0.059 0.051 0.033 0.055 0.047

ac-3 0.139 0.154 0.344 0.099 0.186 0.122 0.163 0.145 0.164 0.147 0.289 0.045 0.161

ac-4 0.346 0.324 0.212 0.254 0.223 0.226 0.269 0.233 0.222 0.392 0.289 0.251 0.284

ac-5 0.225 0.32 0.244 0.465 0.435 0.475 0.366 0.44 0.401 0.287 0.289 0.135 0.345

ac-6 0.039 0.031 0.036 0.041 0.045 0.039 0.048 0.049 0.056 0.042 0.045 0.423 0.056

(c) The Matrix of Criterion Weight Vectors under the CB construct

CR DM-1 DM-2 DM-3 DM-4 DM-5 DM-6 DM-7 DM-8 DM-9 DM-10 DM-11 DM-12 Aggr.

bc-1 0.256 0.173 0.206 0.267 0.233 0.192 0.239 0.219 0.197 0.048 0.311 0.079 0.193

bc-2 0.14 0.186 0.092 0.103 0.104 0.071 0.132 0.117 0.09 0.277 0.057 0.107 0.12

bc-3 0.016 0.022 0.024 0.023 0.021 0.021 0.026 0.027 0.034 0.019 0.042 0.022 0.026

bc-4 0.017 0.022 0.019 0.021 0.019 0.021 0.021 0.21 0.027 0.023 0.042 0.032 0.025

bc-5 0.047 0.066 0.062 0.108 0.085 0.073 0.089 0.076 0.08 0.077 0.082 0.065 0.08

bc-6 0.04 0.096 0.054 0.196 0.069 0.098 0.086 0.078 0.1 0.035 0.081 0.072 0.08

bc-7 0.226 0.313 0.373 0.179 0.296 0.351 0.303 0.306 0.337 0.272 0.252 0.311 0.312

bc-8 0.039 0.061 0.028 0.044 0.041 0.047 0.04 0.081 0.072 0.143 0.039 0.04 0.055

bc-9 0.219 0.062 0.143 0.058 0.131 0.127 0.063 0.075 0.063 0.106 0.093 0.271 0.109
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Table 12. Cont.

(d) The Matrix of Criterion Weight Vectors under the CC construct

CR DM-1 DM-2 DM-3 DM-4 DM-5 DM-6 DM-7 DM-8 DM-9 DM-10 DM-11 DM-12 Aggr.

cc-1 0.171 0.307 0.252 0.208 0.27 0.268 0.35 0.224 0.231 0.195 0.141 0.2 0.251

cc-2 0.342 0.266 0.131 0.151 0.132 0.15 0.165 0.151 0.231 0.195 0.141 0.411 0.21

cc-3 0.374 0.307 0.0516 0.52 0.468 0.478 0.382 0.504 0.231 0.117 0.312 0.264 0.381

cc-4 0.082 0.089 0.067 0.079 0.094 0.069 0.066 0.085 0.231 0.448 0.055 0.058 0.103

cc-5 0.032 0.032 0.034 0.042 0.037 0.036 0.037 0.035 0.077 0.044 0.352 0.066 0.054

(e) The Matrix of Criterion Weight Vectors under the CD construct

CR DM-1 DM-2 DM-3 DM-4 DM-5 DM-6 DM-7 DM-8 DM-9 DM-10 DM-11 DM-12 Aggr.

dc-1 0.319 0.278 0.183 0.243 0.231 0.236 0.243 0.231 0.23 0.23 0.231 0.236 0.24

dc-2 0.615 0.663 0.742 0.669 0.692 0.682 0.669 0.692 0.648 0.648 0.692 0.682 0.677

dc-3 0.066 0.058 0.075 0.088 0.077 0.082 0.088 0.077 0.122 0.122 0.077 0.082 0.083

(f) The Matrix of Criterion Weight Vectors under the CE construct

CR DM-1 DM-2 DM-3 DM-4 DM-5 DM-6 DM-7 DM-8 DM-9 DM-10 DM-11 DM-12 Aggr.

ec-1 0.231 0.455 0.25 0.455 0.236 0.178 0.236 0.231 0.429 0.648 0.25 0.231 0.336

ec-2 0.692 0.455 0.681 0.455 0.682 0.751 0.682 0.692 0.429 0.23 0.095 0.692 0.547

ec-3 0.077 0.091 0.069 0.091 0.082 0.07 0.082 0.077 0.143 0.122 0.655 0.077 0.117

Legend: CS: construct, CR: criteria, DM: decision-maker, Aggr.: Aggregated.

4.4.1. The Correlation Analysis for the Decision-Makers’ Decision Opinions

In this subsection, this study was based on six xlsx files shown in Table 12 to analyze all
decision-maker decision-making opinions. First, this study used the “correlation” function
in Orange to obtain the Pearson correlation coefficients of all decision-makers’ decision
opinions related to the decision goal and the five decision constructs. Then, this study used
the “heat map” function in Orange to show the correlation between the decision-making
opinions of the decision-makers on the decision goal and the five decision constructs.

Figure 3 shows the heat maps and the Pearson correlation coefficients upon the cor-
relations between decision-makers’ opinions (criterion weight vectors) in the decision
goal and under the five decision constructs. Looking at Figure 3a, we can find that all
decision-makers’ decision opinions in the decision goal are positively correlated, and there
exist two decision opinion groups: group 1 contains the DM-8, DM-10, DM-6, DM-11, DM-
3, and DM-5, and group 2 includes the DM-2, DM-7, DM-9, DM-1, DM-4, and DM-12.
Table 13 lists the correlation proportion among all the decision-makers’ decision opinions
in the decision goal. It shows that all the decision-makers’ decision opinions are positively
correlated in the decision goal, and very high/high/moderate positive correlations exist
among nearly three-quarters of decision-makers’ decision opinions. Finally, the top five
Pearson correlation coefficient rankings of pairs of decision-makers in the decision goal
are the (3,5), (6,11), (5,6), (4,12), and (3,6).

Examining Figure 3b, we can see that only the DM-12′s decision opinions are negative
in a correlation, while the other eleven decision-makers’ decision opinions are positively
correlated under the decision construct CA. There exist two decision opinion groups
among the eleven decision-makers: group 1 contains the DM4, DM-6, DM-7, DM-5, DM-8,
and DM-9, and group 2 contains the DM-3, DM-11, DM-1, DM-2, and DM-10. Table 14 lists
the correlation proportion among all decision-makers’ decision opinions under the decision
construct CA. It shows that only one decision-maker (the DM-12) has little/low negative cor-
relation with the other eleven decision-makers, while there are very high/high/moderate
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positive correlations among those eleven decision-makers. Finally, the top five Pearson
correlation coefficient rankings of pairs of decision-makers under the decision construct
CA are the (8,9), (5,9), (6,8), (4,6), and (6,9).

Looking over Figure 3c, we can find that all the decision-makers’ decision opinions
under the decision construct CB are positively correlated, and there exist two decision opin-
ion groups: group 1 contains the DM-10 and DM-12, and group 2 contains the DM-8, DM-2,
DM-7, DM-9, DM-5, DM-3, DM-6, DM-1, DM-4, and DM-11. Table 15 lists the correlation
proportion among all the decision-makers’ decision opinions under the decision construct
CB. It shows that all the decision-makers’ decision opinions are positively correlated under
the decision construct CB, and very high/high/moderate positive correlations exist among
most of the decision-makers’ decision opinions. Finally, the top five Pearson correlation co-
efficient rankings of pairs of decision-makers under the decision construct CB are the (3,6),
(3,5), (6,9), (5,7), and (5,6).

Figure 3. Cont.
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Figure 3. The heat maps and Pearson correlation coefficient matrix upon the correlations between
decision-makers decision opinions (criterion weight vectors).

Table 13. The correlation strength proportion among all the decision-makers’ decision opinions
in the decision goal.

Classification Strength % Pairs of Decision-Makers

Positive

Very high 27.27 (3,5), (6,11), (5,6), (4,12), (3,6), (5,11), (3,11), (8,10), (1,12),
(5,8), (1,4), (3,7), (6,8), (7,11),(8,11), (5,7), (3,8), (2,3)

High 24.24 (6,7), (2,7), (5,10), (1,2), (6,10), (2,6), (2,12), (2,5), (2,4),
(3,10), (2,11), (10,11), (7,8), (2,9), (4,7), (3,9)

Moderate 22.73 (7,12), (7,9), (1,9), (2,8), (4,9), (5,9), (1,7), (7,10), (2,10),
(1,3), (3,12), (3,4), (9,12), (6,9),(9,11)

Low 16.67 (6,12), (1,6), (8,9), (11,12), (9,10), (1,5), (4,11), (4,6), (5,12),
(4,5), (1,11)

Little 9.09 (1,8), (8,12), (4,8), (1,10), (10,12), (1,4)
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Table 14. The correlation strength proportion among all the decision-makers’ decision opinions
under the decision construct CA.

Classification Strength % Pairs of Decision-Makers

Positive

Very high 27.27 (8,9), (5,9), (6,8), (4,6), (6,9), (4,8), (5,8), (4,9), (5,6), (7,9),
(7,8), (5,7), (4,7), (4,5), (2,10), (2,7), (6,7), (3,11)

High 33.33
(2,8), (2,9), (1,2), (2,4), (7,10), (2,5), (1,10), (2,6), (7,11),
(211), (10,11), (5,11), (9,11), (4,10), (9,10), (8,10), (8,11),
(5,10), (1,7), (6,10), (6,11), (4,11)

Moderate 21.21 (3,5), (3,7), (1,11), (2,3), (3,9), (1,8), (1,4), (1,9), (3,8), (1,6),
(1,5), (3,10), (3,6), (1,3)

Low 01.52 (3,4)

Little 01.52 (10,12)

Negative
Little 13.64 (1,12), (4,12), (2,12), (8,12), (6,12), (7,12), (9,12), (5,12),

(11,12)

Low 01.52 (3,12)

Table 15. The correlation strength proportion among all the decision-makers’ decision opinions
under the decision construct CB.

Classification Strength % Pairs of Decision-Makers

Positive

Very high 21.21 (3,6), (3,5), (6,9), (5,7), (5,6), (7,9), (3,9), (2,7), (5,9), (2,9),
(3,7), (6,7), (5,11), (7,11)

High 43.94

(1,5), (2,3), (2,5), (2,6), (9,11), (6,11), (3,11), (1,3), (4,11),
(3,12), (1,11), (4,7), (6,12), (1,6), (1,7), (8,9), (7,8), (3,8),
(2,10), (6,8), (1,12), (5,12), (5,8), (4,5), (2,11), (2,8), (8,11),
(4,9), (1,2)

Moderate 22.73 (1,9), (4,6), (2,4), (9,12), (2,12), (3,4), (1,4), (10,12), (7,12),
(3,10), (1,8), (9,10), (7,10), (6,10), (5,10)

Low 7.58 (4,8), (11,12), (1,10), (8,12), (8,10)

Little 4.55 (4,12), (10,11), (4,10)

Viewing Figure 3d, we can see that positive correlations exist among some of the decision-
makers’ decision opinions under the decision construct CC, and that negative correlations
exist in some of the decision-makers’ decision opinions. There are two decision opinion
groups: group one contains the DM-3, DM-9, and DM-10, and group two contains DM-11,
DM-1, DM-12, DM-4, DM-8, DM-5, DM-6, DM-2, and DM-7. Table 16 lists the correlation
proportion among all the decision-makers’ decision opinions under the decision construct
CC. Table 16 shows that under the decision dimension CC, nearly 80% of the decision-
makers’ decision opinions have positive correlations, and more than 20% of the decision-
makers’ decision opinions have negative correlations. Especially in the decision-making
opinions of the decision-makers, the decision-making opinions of the two decision-makers
(DM-10 and DM-11) are mostly different from those of other decision-makers. Finally,
the top five Pearson correlation coefficient rankings of pairs of decision-makers under
the decision construct CC are the (4,8), (5,6), (6,8), (5,8), and (4,6).
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Table 16. The correlation strength proportion among all the decision-makers’ decision opinions
under the decision construct CC.

Classification Strength % Pairs of Decision-Makers

Positive

Very high 13.64 (4,8), (5,6), (6,8), (5,8), (4,6), (4,5), (6,7), (5,7), (2,7)

High 21.21 (1,12), (7,8), (4,7), (1,2), (2,6), (2,5), (2,12), (1,4), (1,8),
(2,8), (1,6), (2,4), (2,9), (1,5)

Moderate 13.64 (1,7), (1,9), (2,3), (7,9), (9,10), (5,9), (6,9), (9,12), (8,9)

Low 15.15 (3,7), (7,12), (4,9), (3,9), (6,12), (8,12), (4,12), (5,12), (4,11),
(3,12)

Little 15.15 (8,11), (6,11), (5,11), (3,6), (3,5), (1,3), (7,11), (3,10), (1,11),
(3,8)

Negative

Little 16.67 (3,4), (11,12), (2,11), (2,10), (1,10), (5,10), (10,12), (7,10),
(8,10), (4,10), (6,10)

Low 1.52 (3,11)

Moderate 1.52 (9,11)

High 1.52 (10,11)

Looking over Figure 3e, we can find that all the decision-makers’ decision opinions
under the decision construct CD are very positively correlated, and there exist two decision
opinion groups: group one contains the DM-3, DM-9, DM-10, DM-4, DM-7, DM-6, DM-12,
DM-11, DM-5, and DM-8, and group two contains DM-1 and DM-2. Table 17 lists the cor-
relation proportion among all the decision-makers’ decision opinions under the decision
construct CD, and it shows that all the decision-makers’ decision opinions have very high
positive correlation strength under the decision construct CD. Besides, further examining
the pairs of decision-makers’ Pearson correlation coefficients, we can find that twenty-two
pairs of decision-makers received the closest correlations with the Pearson correlation
coefficients = 1. A total positive linear correlation exists in their decision opinion sets.
These twenty-two pairs of decision-makers are the (9,10), (4,5), (4,5), (4,7), (4,8), (5,6), (5,7),
(5,8), (6,7), (6,8), (7,8), (4,11), (5,11), (6,11), (7,11), (8,11), (4,12), (5,12), (6,12), (7,12), (8,12),
and (11,12). Moreover, the decision opinions’ correlations among the other decision-makers
are also very close under the decision construct CD.

Table 17. The correlation strength proportion among all the decision-makers’ decision opinions
under the decision construct CD.

Classification Strength % Pairs of Decision-Makers

Positive Very high 100.0 All pairs of 12 DMs

Examining Figure 3f, we can see that most of the decision-makers’ decision opinions
under the decision construct CE are positively correlated, though a few of the decision-
makers’ decision opinions are negatively correlated. The two decision-makers (DM-10
and DM-11) have more discriminations with other decision-makers in the decision opin-
ions. Also, there exist two decision opinion groups among the other ten decision-makers:
group one has three decision-makers (DM-9, DM-2, and DM-4), and group two has seven
decision-makers (DM-6, DM-3, DM-5, DM-7, DM-12, DM-1, and DM-8). Table 18 lists
the correlation proportion among all the decision-makers’ decision opinions under the de-
cision construct CE. It shows that in over 72% of decision-makers’ decision opinions exist
positive correlations, in over 27% of decision-makers’ decision opinions exist negative
correlations, and most of the decision opinions of the two decision-makers (the DM-10 and
DM-11) are different from the other decision-makers’ decision opinions. Besides, further
examining the Pearson correlation coefficients of pairs of decision-makers, we can find that
thirteen pairs of decision-makers have the closest correlations, and their Pearson correlation
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coefficients are equal to 1—they have a total positive linear correlation in their decision
opinion sets. Those thirteen pairs of decision-makers are the (1,5), (1,7), (1,8), (1,12), (2,4),
(2,9), (4,9), (5,7), (5,8), (5,12), (7,8), (7,12), and (8,12); moreover, the Pearson correlation
coefficients of another eleven pairs of decision-makers are also >= 0.99. Therefore, 36.36%
of decision-makers’ decision opinions have a very close correlation under the decision
construct CE.

Table 18. The correlation strength proportion among all the decision-makers’ decision opinions
under the decision construct CE.

Classification Strength % Pairs of Decision-Makers

Positive

Very high 36.36
(7,8), (5,7), (5,8), (4,9), (2,9), (2,4), (8,12), (7,12), (5,12),
(112), (1,8), (1,7), (1,5), (3,7), (3,5), (3,8), (3,12), (1,3), (6,8),
(6,7), (5,6), (6,12), (1,6), (3,6),

High 4.55 (3,4), (3,9), (2,3)

Moderate 31.82
(7,9), (5,9), (4,7), (4,5), (2,7), (2,5), (8,9), (4,8), (2,8), (9,12),
(4,12), (2,12), (1,9), (1,4), (1,2), (9,10), (4,10), (2,10), (6,9),
(4,6), (2,6)

Negative

Little 10.61 (3,10), (7,10), (5,10), (10,12), (8,10), (1,10), (6,10)

Low 1.52 (10,11)

High 10.61 (6,11), (11,12), (8,11), (1,11), (7,11), (5,11), (3,11),

Very high 4.55 (4,11), (2,11), (9,11)

4.4.2. The Similarity Analysis for the DMs’ Decision Opinions

In this subsection, this study depended on the six xlsx files shown in Table 12 to
analyze cosine similarity in all decision-makers’ decision opinions. First, this study used
the “distance” function in Orange to get the cosine distance coefficient matrix of all decision-
makers’ decision opinions related to the decision goal and the five decision constructs.
Also, this study used the “distance map” function in Orange to display the cosine distances
among all decision-makers’ decision opinions about the decision goal and the five decision
constructs in a visual way.

Figure 5 shows the distance maps and distance matrix upon the cosine distances
among pairs of decision-makers’ decision opinions (criterion weight vectors) in the deci-
sion goal and under the five decision constructs. Examining Figure 5a, we can find that
the cosine distance range among all pairs of decision-makers decision opinions in the deci-
sion goal is from 0 to 0.372—this cosine distance range is relatively narrow. It shows that
all pairs of the decision-makers’ decision opinions are positive similarities and the cosine
similarities among all decision-makers’ decision opinions are relatively close in the deci-
sion goal. This means that the cosine similarities of most of the decision-makers’ decision
opinions in the decision goal are relatively convergent. Table 19 lists the closest and farthest
cosine distances among pairs of decision-makers’ decision opinions in the decision goal.

Figure 4. Cont.
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Figure 5. Cont.
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Figure 5. The distance maps/matrixes upon the cosine distances between decision-makers’ decision opinions.

Table 19. The closest and farthest cosine similarities among pairs of decision-makers’ decision
opinions in the decision goal.

Closest Farthest
RankingPair of

Decision-Makers Cosine Distance Pair of
Decision-Makers Cosine Distance

(3,5) 0.004 (10,12) 0.372 1

(3,6) 0.006 (4,10) 0.367 2

(4,12), (5,6) 0.007 (1,10) 0.324 3

(5,11) 0.011 (8,12) 0.289 4

(1,12) 0.012 (4,8) 0.281 5

Looking over Figure 5b, under the decision construct CA, we can find that the co-
sine distance range of all pairs of decision-makers’ decision opinions is from 0 to 0.492.
This cosine distance range is relatively narrow and shows that the decision opinions of
all pairs of the decision-makers are positive similarities under the decision construct CA.
We also can see that, except the pairs of the DM-12′s decision opinions, the pairs of the other
eleven decision-makers’ decision opinions received closer cosine distances. That means
that the cosine similarities of all pairs of the eleven decision-makers’ decision opinions are
closer than the pairs of the DM-12′s decision opinions. Table 20 lists the closest and farthest
cosine similarities among pairs of decision-makers’ decision opinions under the decision
construct CA.

Table 20. The closest and farthest cosine similarities among pairs of decision-makers’ decision
opinions under the decision construct CA.

Closest Farthest
RankingPair of

Decision-Makers Cosine Distance Pair of
Decision-Makers Cosine Distance

(4,6), (6,8), (8,9) 0.003 (3,12) 0.492 1

(5,8), (5,9), 0.004 (6,12) 0.466 2

(4,8) 0.006 (5,12) 0.457 3

(7,9) 0.007 (4,12) 0.447 4

(5,6), (6,9) 0.010 (8,12) 0.438 5

Examining Figure 5c, under the decision construct CB, we can see that the cosine
distance range among all pairs of decision-makers’ decision opinions is from 0 to 0.346—
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this cosine distance range is also relatively narrow. This cosine distance range shows
that the decision opinions of all pairs of the decision-makers are positive similarities, and
the cosine similarities among all decision-makers’ decision opinions are relatively close.
That means that the cosine similarities of most decision-makers’ decision opinions under
the decision construct CB are relatively convergent. We can also see that, except the decision
opinions of the DM-10 and DM-12, the pairs of the other ten decision-makers’ decision
opinions receive closer cosine distances. That means that the cosine similarities of all
pairs of the ten decision-makers’ decision opinions are closer than the pairs of the decision
opinions of the DM-10 and DM-12. Table 21 lists the closest and farthest cosine distances
among pairs of decision-makers’ decision opinions under the decision construct CB.

Table 21. The closest and farthest cosine similarities among pairs of decision-makers’ decision
opinions under the decision construct CB.

Closest Farthest
RankingPair of

Decision-Makers Cosine Distance Pair of
Decision-Makers Cosine Distance

(3,6) 0.008 (4,10) 0.346 1

(6,9) 0.014 (10,11) 0.344 2

(3,5), (5,7), (7,9) 0.016 (4,12) 0.309 3

(5,6) 0.017 (11,12) 0.236 4

(2,7) 0.023 (1,10), (8,10) 0.232 5

Examining Figure 5d, under the decision construct CC, we can find that the cosine
distance range among all pairs of decision-makers’ decision opinions is from 0 to 0.526.
This cosine distance range is relatively wide, which shows that all pairs of the decision-
makers’ decision opinions under the decision construct CC are positive similarities and
the cosine similarities among all decision-makers’ decision opinions are relatively far. That
means that the cosine similarities of most of the decision-makers’ decision opinions under
the decision construct CC are relatively divergent. Also, looking at the distance map
in Figure 5d, in addition to the decision-making opinions of the DM-3, DM-10, and DM-11,
we can see that the decision-making opinions of the other nine decision-makers receive
closer cosine distances. That means that the cosine similarity of nine decision-makers’
decision opinions is closer than that of DM-3, DM-10, and DM-11 decision opinions. Table
22 shows the closest and farthest cosine distance between decision-making opinion pairs
under decision structure CC.

Table 22. The closest and farthest cosine similarities among pairs of decision-makers’ decision
opinions under the decision construct CC.

Closest Farthest
RankingPair of

Decision-Makers Cosine Distance Pair of
Decision-Makers Cosine Distance

(4,8) 0.001 (10,11) 0.526 1

(5,6) 0.002 (4,10) 0.470 2

(6,8) 0.004 (6,10), (8,10) 0.452 3

(5,8) 0.006 (3,11) 0.440 4

(4,6) 0.008 (5,10) 0.421 5

Looking over Figure 5e, we can see that the cosine distance range among all pairs of
decision-makers’ decision opinions under the decision construct CD is from 0 to 0.028—this
cosine distance range is very narrow. This cosine distance range shows that the decision
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opinions of all pairs of the decision-makers under the decision construct CD are positive
similarities. The cosine similarities among all decision-makers’ decision opinions are
relatively very close, which means that the cosine similarities of most of the decision-
makers’ decision opinions under the decision construct CD are relatively very convergent.
In addition, we can find that the cosine distances of the twenty-two pairs of decision
opinions of decision-makers ((4,5), (4,6), (4,7), (4,8), (4,11), (4,12), (5,6), (5,7), (5,8), (5,11),
(5,12), (6,7), (6,8), (6,11), (6,12), (7,8), (7,11), (7,12), (8,11), (8,12), (9,10), and (11,12)) are 0 and
the decision opinions of those pairs of DMs have a similarity.

Examining Figure 5f, we can see that the cosine distance range among all pairs of
decision-makers’ decision opinions under the decision construct CE is from 0 to 0.705,
which is relatively wide. This cosine distance range shows that the decision opinions of
all pairs of the decision-makers under the decision construct CE are positive similarities
but comparatively farther. That means that the cosine similarities of most of the decision-
makers’ decision opinions under the decision construct CE are relatively more divergent.
Except for the decision opinions of the DM-10 and DM-11, we can also find that the pairs
of the other ten decision-makers’ decision opinions received closer cosine distances. That
means that the cosine similarities of all pairs of the ten decision-makers’ decision opinions
are closer than the pairs of the decision opinions of the DM-10 and DM-11. Table 23 lists
the closest and farthest cosine distances among pairs of decision-makers’ decision opinions
under the decision construct CE.

Table 23. The closest and farthest cosine similarities among pairs of decision-makers’ decision
opinions under the decision construct CE.

Closest Farthest
RankingPair of

Decision-Makers Cosine Distance Pair of
Decision-Makers Cosine Distance

(1,3), (1,5), (1,7),
(1,8), (1,12), (2,4),
(3,5), (3,7), (3,8),
(3,12), (5,7), (5,8),

(5,12), (7,8), (7,12),
(8,12)

0.000 (6,11) 0.705 1

(1,6), (2,9), (4,9),
(6,8), (6,12) 0.004 (3,11) 0.666 2

(5,6), (6,7) 0.005 (1,11), (8,11),
(11,12) 0.665 3

(3,6) 0.007 (5,11), (7,11) 0.655 4

(2,3), (3,4) 0.092 (2,11), (4,11) 0.529 5

5. Discussion

In this section, for developing a Windows-based information security monitoring tool,
this study further explores the weights of the decision constructs and decision criteria;
moreover, this study also discusses the Pearson correlations and cosine similarities among
decision-makers’ decision opinions further.

5.1. Further Explorations on the Absolute Weights of Decision Criteria for the Development of
a Windows-Based Information Security Monitoring Tool

The range of the decision criteria’s absolute weight is from 0.177 to 0.004 (please see
Table 11), and the most significant decision criterion’s absolute weight is 44.25 times that
of the least critical decision criterion. This study uses those absolute weights to divide
the twenty-six decision criteria into five groups, and the absolute weight sum of these five
groups separately is 54.5%, 21%, 14.5%, 6.4%, and 3.9% (see Section 4.3.7). There exist
considerable differences among those five groups’ absolute weight sums. Looking over
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these five groups, we can find that the top three significant groups contain sixteen decision
criteria, and the sum of these sixteen decision criteria’s absolute weights is 90%. Those
sixteen decision criteria in those three groups cover the most critical features in a Windows-
based information security monitoring tool. They should be based on their absolute weights
to obtain their corresponding development priorities in the Windows-based information
security monitoring tools. Therefore, more exploration would focus on these sixteen
decision criteria, and we describe two analytical results in the following paragraphs:

• The absolute weight sums of these sixteen decision criteria under the five decision
constructs, CC, CD, CB, CA, and CE, are 32.2%, 26.2%, 23.2%, 5.3%, and 3.1%, respec-
tively. We can find that the decision construct weight ranking based on the absolute
weights of these sixteen decision criteria in the top three significant groups is the same
as the ranking of the decision constructs’ relative weights (please see Table 5).

• Looking over the distribution of these sixteen decision criteria under the five decision
constructs, CC, CD, CB, CA, and CE, the ratios of decision criteria to decision construct
are 4/5, 3/3, 2/3, 2/6, and 1/3, respectively. Those ratios imply that the decision
constructs CC, CD, and CB should receive more developing priorities in a Windows-
based information security monitoring tool.

5.2. Further Discussions on the Pearson Correlations and Cosine Similarities among
Decision-Makers’ Decision Opinions

Table 24 summarizes the Pearson correlation coefficients and cosine distances among
all pairs of decision-makers’ decision opinions shown in Figures 3 and 5. Examining
Table 24, we can see that the decision construct CD obtained the maximum Pearson
correlation coefficient and the minimum cosine distance, and the decision goal and the two
decision constructs, CB and CA, also received larger Pearson correlation coefficients and
closer cosine distances. Relatively, the decision constructs CC and CE obtained smaller
Pearson correlation coefficients and the farther cosine distances. This result means that
the pairs of decision-makers’ decision opinions under the decision goal and the decision
constructs CA, CB, and CD are more convergent than the pairs of decision-makers’ decision
opinions under the decision constructs CC and CE. Furthermore, we also found that there
does not exist a positive correlation between the size of the decision criterion set and
the Pearson correlation coefficients/cosine distances among all pairs of decision-makers’
decision opinions. That means that the pairs of decision-makers’ decision opinions do
not necessarily receive larger Pearson correlation coefficients or closer cosine distances
in a smaller decision criterion set.

Table 24. A summary of Pearson correlation coefficients and cosine distances among all pairs of
decision-makers’ decision opinions.

Decision Goal/Decision Construct Range Mean Value

Pearson
correlation
coefficients

decision goal 0.989~0.047 0.5180

decision construct CA 0.997~−0.41 0.2935

decision construct CB 0.986~0.109 0.5475

decision construct CC 0.998~−0.89 0.0540

decision construct CD 1.000~0.947 0.9735

decision construct CE 1.000~−0.963 0.0185

Cosine
distance

decision goal 0.004~0.372 0.1012

decision construct CA 0.003~0.492 0.1290

decision construct CB 0.008~0.346 0.1143

decision construct CC 0.001~0.526 0.1905

decision construct CD 0.000~0.028 0.0038

decision construct CE 0.000~0.705 0.1809
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Looking over all tables and figures in Section 4.4, we can see that most of the pairs
of decision-makers’ decision opinions have positive Pearson correlation coefficients and
all the pairs of decision-makers’ decision opinions also have positive cosine distances
under the decision goal and all decisions constructs. However, we examined the Pear-
son correlation coefficients and cosine distances among all the decision-makers’ decision
opinions in detail, under the decision goal and all decision constructs, and we did not
find that the two decision-makers’ decision opinions always received very high/high
Pearson correlation coefficients and closer cosine distance. That means that no two or more
decision-makers have very close decision opinions under the decision goal and all decision
constructs.

Next, this study tries to understand the relationship between the Pearson correlation
coefficients and cosine similarities among all pairs of decision-makers’ decision opinions.
Figure 6 shows six diagrams that show the changes between the Pearson correlation co-
efficients and cosine similarities among all pairs of decision-makers’ decision opinions
under the decision goal and decision constructs CA, CB, CC, CD, and CE. Looking over
the six diagrams in Figure 6, we can see a corresponding change between Pearson corre-
lation coefficient and cosine similarity. That means that when a pair of decision-makers’
decision opinions get a large Pearson correlation coefficient; then, this pair of decision-
makers’ decision opinions would also receive a close cosine similarity. Relatively, a pair of
decision-makers’ decision opinions would receive a far cosine similarity when this pair of
decision-makers’ decision opinions have a small Pearson correlation coefficient.

Figure 6. The changes of the Pearson correlation coefficients and cosine similarities of decision
opinions among all pairs of decision-makers under the decision goal and all decision constructs.

6. Conclusions and Recommendations
6.1. Conclusions

In the era of information technology, information assurance is a key issue for enter-
prises/organizations. Information security monitoring tools are critical tools for enter-
prises/organizations to improve their information security performance. Since most computer
operating systems are Windows-based operating systems; thus, developing a Windows-based
information security monitoring tool is an important study topic. This study proposed an as-
sessment model to explore the development of a Windows-based information security
monitoring tool and all decision-makers’ decision opinions. First, this study collected liter-
ature related to information security monitoring to identify the twenty-six functionalities
that a Windows-based information security monitoring tool might have. Those twenty-six
functionalities were also treated as the decision criteria in the proposed assessment model.
Then, this study used the Delphi method to consult the potential decision-makers with
the twenty-six decision criteria. After consulting potential decision-makers, this study
identified that the twenty-six decision criteria can be divided into five decision constructs,



Sustainability 2021, 13, 3815 35 of 39

“computer basic information”, “user’s PC operation behavior”, “information security con-
trol”, “network behavior”, and “printing control”. This study also confirmed the decision
criteria hierarchy for the development of a Windows-based information security moni-
toring tool (see Figure 2). This study designed the AHP questionnaire with the decision
criteria hierarchy and interviewed the twelve decision-makers to obtain their preference
opinions. With the AHP analytical method, this study found that the “information security
control”, “network behavior”, and “user’s PC operation behavior” are more significant
decision constructs for developing Windows-based information security monitoring tools;
moreover, this study also found that the “browser’s history record”, “Internet control”,
“hardware/software control”, “log”, “storage control”, “current network traffic volume”,
“process”, “screen control”, “file and path”, “watermark control”, “network information”,
“certificate”, “software information”, “connection time”, “power on/off and log in/out”,
and “peripheral input/output devices” are the more significant decision criteria for devel-
oping a Windows-based information security monitoring tool, which are given an absolute
weighting of 90%, and the functionalities related to these sixteen decision criteria should
receive developing priorities in a Windows-based information security monitoring tool;
especially, functionalities related to “browser’s history record”, “Internet control”, “hard-
ware/software control”, “log”, and “storage control” should obtain the first developing
priority in a Windows-based information security monitoring tool.

This study explored the correlations and similarities among decision-makers’ decision
opinions with the Pearson correlation coefficient and cosine distance. We summarize
the Pearson correlation coefficients and cosine distances of decision-makers’ decision
opinions in the following paragraphs:

• The decision-makers’ decision opinions under the decision construct CD have the clos-
est Pearson correlation coefficients and cosine similarity. The decision-makers’ deci-
sion opinions have larger Pearson correlation coefficients and closer cosine similarities
in the decision goal and decision constructs CB and CA, but the decision-makers’ de-
cision opinions in decision constructs CC and CE have smaller Pearson correlation
coefficients and far cosine similarities. Therefore, the decision-makers’ decision opinions
under the decision goal and the decision constructs CD, CB, and CA are more convergent
than the decision-makers’ decision opinions under the decision constructs CD and CB.

• In the decision goal and the five decision constructs, no two or more decision-makers had
very close decision opinions in the Pearson correlation coefficient and cosine similarity.

• Among all pairs of decision-makers’ decision opinions, there does not exist a positive
correlation between the size of the decision criterion set and Pearson correlation
coefficients/cosine similarities. However, a corresponding change exists between
the Pearson correlation coefficients and cosine similarities (see Figure 6).

Informatization is the cornerstone of the sustainable operation and growth of mod-
ern enterprises/organizations. Information security is the necessary mechanism to en-
sure that information systems in enterprises/organizations can operate normally and
continuously. For enterprises/organizations, an information security monitoring tool is
an important measure to strengthen their information security protection. For improving
enterprise/organization’s information security for effective and sustainable operation,
this study understands the importance of developing an information security monitor-
ing tool. Therefore, this paper proposed an assessment model of information security
tool development, through the systematic study steps, to assist information security pro-
fessional personnel in effectively completing the development of information security
monitoring tools. Through the proposed assessment model, R&D personnel can also
understand the similarities and differences among decision-making opinions, which can
help the R&D personnel to explore decision-making opinions deeply to ensure the effec-
tiveness of information security monitoring tools and also enhance the sustainability of
enterprise/organizational operation.
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6.2. Recommendations

This study explored the functionalities developed in a Windows-based information
security monitoring tool, and it also analyzed decision-makers’ decision opinions using
the steps in the proposed assessment model. Researchers can explore many issues related to
the multi-criteria decision-making field according to the main steps, including the literature
study method, the Delphi method, the AHP method, and some data-driven decision-
making methods, in the proposed assessment model. First, with the literature study
method, researchers can collect the literature in a specific professional field, and by studying
the collected literature, researchers can understand the domain knowledge and discover
possible decision criteria for their studies. Second, with the Delphi method, the researchers
can consult domain experts or potential decision-makers to identify the decision criterion
set for their studies and organize a decision criteria hierarchy with the confirmed decision
criteria. Third, with the constructed decision criteria hierarchy, the researchers can design
an AHP questionnaire for their study and interview the decision-makers with the designed
AHP questionnaire to obtain decision-makers’ decision opinions. With the AHP analytical
method, the researchers can receive the criterion weight vectors of decision criteria; then,
the researchers can depend on the decision criteria’s priority weights to receive possible
solutions for their study. Finally, the researchers can use some data-driven decision-
making measures to analyze the criterion weight vectors in detail if they want to explore
the decision-makers’ decision opinions further. In general, researchers should present
the results of data-driven decision-making analysis intuitively, and visual analysis results
will help them to explore the decision-makers’ opinions and find more exploration results
in their research.

We found that the above study steps can be used as a study template to explore
some multi-criteria decision-making research issues from the above description. Especially,
for the study issues related to multiple choices required to implement but only with
limited resources, which is quite common in some large-scale research and development
cases. Usually, with limited budgets and human resources, these R&D cases cannot
implement all possible choices, and they need to invest their valuable limited resources to
the more significant R&D choices; then, they can receive better R&D results with limited
R&D resources. However, for those R&D cases, it is difficult for R&D staff to determine
the significant R&D choices in their R&D case. The above study steps can help R&D staff
to identify the critical R&D choices in their R&D case. Then, those R&D staff can receive
better R&D results with limited R&D resources. Finally, many data-driven decision-making
methods are available for researchers to explore relationships among data. Researchers can
depend on their requirements to choose proper data-driven decision-making methods and
receive better exploration results that they want. Generally speaking, data-driven decision-
making methods usually need a large amount of data for analysis. Therefore, it is helpful
for researchers to use data-driven decision-making methods to explore the relationship
between data quickly and conveniently through proper data visualization.
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