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Abstract: This work suggests a type-2 fuzzy lead–lag (T2FLL) controller structure for flexible AC
transmission system (FACTS)-based damping controllers and power system stabilizers (PSSs) for
power system stability improvement. The values of the suggested controller are optimized by a
hybrid adaptive differential evolution and pattern search algorithm (hADE-PS) method. Initially, a
single-machine infinite-bus (SMIB) system with lead–lag (LL)-structured FACTS and PSS controllers
is considered, and the dominance of the hADE-PS method is established over the original differential
evolution (DE), genetic algorithm (GA), and particle swarm optimization (PSO). The supremacy of
T2FLL over the lead–lag (LL) controller is established under different large and small disturbance
conditions, as well as varied loading conditions and fault positions. Lastly, the effectiveness of T2FLL
is evaluated in a multimachine power system (MMPS). It is demonstrated that the suggested T2FLL
offers better performance than the LL controller under various large and small disturbance conditions
by providing significantly more damping to all modes of oscillations.

Keywords: power system stability; power system stabilizer; static synchronous series compensator;
type-2 fuzzy lead–lag controller; differential evolution; pattern search

1. Introduction

Low-frequency oscillations are detected after disturbances in power systems that are
joined by weak transmission lines. Under such circumstances, a lack of adequate system
damping may result in sustained oscillations and, in turn, lead to the separation of the
system [1,2]. To handle this issue, power system stabilizers (PSSs) are extensively favored
by utilities. However, PSSs may not provide sufficient damping, and additional controllers
are required. In this regard, recently developed flexible AC transmission system (FACTS)
devices can be employed to provide the required damping. The static synchronous series
compensator (SSSC) is an effective series FACTS device for power flow control and, hence,
can be designed to provide additional damping [3].

Various soft-computing-based schemes have been suggested for damping controller
design. Methodologies such as particle swarm optimization (PSO) [4,5], genetic algorithm
(GA) [6,7], oppositional cuckoo algorithm [8], simulated annealing (SA) [9], tabu search
(TS) [10], and bacteria foraging algorithm (BFA) [11] have been proposed in the literature.
When SSSCs and PSSs are present in a power system, both should be coordinately designed.
In the literature, PSSs are coordinately designed with other controllers such as PSS and SSSC
by GA [12], PSS and SVC by GA [13], PSS and SSSC by hybrid PSO and gravitational search
algorithm (GSA) [14], and PSS and thyristor-controlled series compensator (TCSC) [15–17].
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It is observed in the literature that lead–lag (LL) controllers are commonly employed by
researchers as structures of damping controllers. Recently, fuzzy logic controllers (FLCs)
have been proposed by researchers, as FLCs can operate with imprecise inputs and handle
nonlinearity. In [18], an improved control strategy has been proposed using a fuzzy PID
regulator for a hybrid system. An FLC-based hybrid scheme is projected in [19] for power
oscillation damping with FACTS and PSS controllers. In [20], a mixture of fuzzy-neural
schemes is employed to capture maximum power. A hybrid firefly swarm-based type-
2-based fractional-order (FO) fuzzy PID-structured PSS has been suggested in [21] for
stability improvement of power systems.

Different optimization techniques such as the cuckoo search (CS) algorithm [22] and
BAT search algorithm [23] have been employed in the literature for the optimal design of
PSS parameters, and the superiority of the approach for system damping was demonstrated
for various loading conditions. Numerous optimization-technique-based FACTS devices
such as CS-based static synchronous compensator (STATCOM) [24], flower-pollination-
based FACTS damping controller for a multimachine power system (MMPS) [25], and
gravitational search algorithm (GSA)-based SSSCs [26] have been proposed for power
system stability improvement. It is also demonstrated in the literature that when PSS and
FACTS devices are present, they should be designed in a coordinated manner for achieving
improved system performance [27].

From the above survey, it is evident that many optimization methods have been used
for various power system problems, but no technique is exactly suited for all types of
problems, and there are opportunities for performance enhancement by proposing new
and modified techniques. Differential evolution (DE) is an easy but capable optimization
method [28]. DE effectiveness relies on the choice of DE parameters such as crossover
constant (Cr) and scaling factor (F) [28]. Throughout the search procedure, appropriate F
and Cr parameters must be engaged in place of employing constant parameters during the
evolution. An adaptive method is suggested here, where an adaptive mechanism is used
for the selection of suitable F and Cr parameters during the optimization procedure. As DE
is a global search method, it is intended for exploring the search area. To improve search
capabilities, hybrid schemes have been recently projected for engineering design problems.
A hybrid DE–PS procedure was suggested in [29] to tune the modified integral-derivative
(MID) structure for frequency regulation. Fuzzy PID values are tuned by many hybrid
optimization liaisons and GSAs for different systems in [30]. A hybrid-shuffled frog-leaping
and PS-tuned PID has been proposed for frequency control in [31]. Recently, a hybrid-
modified DE and PS (hMDE-PS)-based SSSC controller was proposed under communication
constraints for stability improvement [32]. The superiority of hMDE-PS over other variants
of DE such as JADE [33], CoDE [34], and SHADE [35] has been demonstrated for benchmark
test functions. A hybrid adaptive DE and PS (hADE-PS)-based fractional-order fuzzy PID
(FOFPID) structure for frequency regulation of power systems was reported in [36], where
the performance of the FOFPID controller was equated with a double-derivative PI and PID
controller for assessing frequency regulation performance using transfer function models
of power systems.

Based on the above facts, this work proposes a novel scheme by employing a hybrid
ADE and PS (hADE-PS) method for the coordinated design of a type-2 fuzzy lead–lag
(T2FLL)-structured FACTS controller and PSS for power oscillation damping. The effec-
tiveness of hADE-PS is compared with other popular algorithms such as GA, PSO, and the
original DE. The novelties of the current work are:

i. A new controller structure, known as type-2 fuzzy lead–lag (T2FLL), is proposed in
this paper for PSS- and SSSC-based controllers for power system stability improve-
ment.

ii. The design task is taken as an optimization problem, and controller parameters are
optimized by a recently proposed hADE-PS method.
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iii. Technique-wise, the hDE-PS method is compared with GA, PSO, and DE methods,
and controller-wise, T2FLL is compared with type-1 fuzzy lead–lag (T1FLL) and
widely used lead–lag (LL) controllers.

iv. Various disturbance scenarios and changed loading/fault locations are simulated
for both single-machine infinite-bus (SMIB) and MMPS, and it is seen that improved
damping is attained with T2FLL related to T1FLL and LL controllers for all scenarios.

This paper is structured as follows: Section 2 introduces the systems under investiga-
tion. The projected control approach is described in Section 3. An overview of the hybrid
adaptive DE and PS technique is provided in Section 4. Results are discussed in Section 5.
Conclusions and future work are provided in Section 6.

2. Systems under Investigation
2.1. The SMIB System

Initially, SMIB system exposed in Figure 1 is taken. In Figure 1, the transformer is
represented by T; the infinite bus and generator terminal voltages are denoted by VS and
VT, respectively; while V1 and V2 are the bus voltages, the SSSC converter output voltage
and the DC voltage source are represented by Vcnv and VDC, respectively; the line current is
I; the real powers in the transmission lines and one line are each represented by PL and PL1,
respectively. The generator is provided with a turbine and governor, an excitation system,
and a PSS. The excitation system contains a voltage regulator and exciter [37]. The system
parameters are specified in Appendix A.

Sustainability 2022, 14, x FOR PEER REVIEW 3 of 22 
 

 

iii. Technique-wise, the hDE-PS method is compared with GA, PSO, and DE methods, 
and controller-wise, T2FLL is compared with type-1 fuzzy lead–lag (T1FLL) and 
widely used lead–lag (LL) controllers. 

iv. Various disturbance scenarios and changed loading/fault locations are simulated for 
both single-machine infinite-bus (SMIB) and MMPS, and it is seen that improved 
damping is attained with T2FLL related to T1FLL and LL controllers for all scenarios. 
This paper is structured as follows: Section 2 introduces the systems under 

investigation. The projected control approach is described in Section 3. An overview of 
the hybrid adaptive DE and PS technique is provided in Section 4. Results are discussed 
in Section 5. Conclusions and future work are provided in Section 6. 

2. Systems under Investigation 
2.1. The SMIB System 

Initially, SMIB system exposed in Figure 1 is taken. In Figure 1, the transformer is 
represented by T; the infinite bus and generator terminal voltages are denoted by VS and 
VT, respectively; while V1 and V2 are the bus voltages, the SSSC converter output voltage 
and the DC voltage source are represented by Vcnv and VDC, respectively; the line current 
is I; the real powers in the transmission lines and one line are each represented by PL and 
PL1, respectively. The generator is provided with a turbine and governor, an excitation 
system, and a PSS. The excitation system contains a voltage regulator and exciter [37]. The 
system parameters are specified in Appendix A. 

 
Figure 1. SMIB system. 

2.2. Kundur’s Test System (Four-Machine Two-Area) 
The multi-machine power system (MMPS) contains 11 buses and 2 areas, joined by a 

weak transmission line as revealed in Figure 2. Loads and shunt capacitors are assumed 
at buses 7 and 9. The 2 areas are joined by 2 lines of 220 km. It was precisely planned to 
investigate low-frequency oscillations [38]. The test system follows the characteristics of 
usual systems in real operation. The load is characterized as constant impedances. The 
power transfer from area 1 to area 2 is 413 MW. The system is stressed and oscillates in 
the occurrence of any disturbance. The system details are taken from [38] and given in 
Appendix A. 

V1

SSSC

Generator Infinite-bus

Tr. Line

VSC

Vq

VDC

Vcnv
T

V2VT VB

 Bus1  Bus2  Bus3

I PL

PL1

Figure 1. SMIB system.

2.2. Kundur’s Test System (Four-Machine Two-Area)

The multi-machine power system (MMPS) contains 11 buses and 2 areas, joined by a
weak transmission line as revealed in Figure 2. Loads and shunt capacitors are assumed
at buses 7 and 9. The 2 areas are joined by 2 lines of 220 km. It was precisely planned to
investigate low-frequency oscillations [38]. The test system follows the characteristics of
usual systems in real operation. The load is characterized as constant impedances. The
power transfer from area 1 to area 2 is 413 MW. The system is stressed and oscillates in
the occurrence of any disturbance. The system details are taken from [38] and given in
Appendix A.
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3. The Proposed Approach
3.1. Type-2 Fuzzy Logic Overview

When uncertainties are present, the conventional fuzzy logic control (FLC) may not
be effective to improve the performance of the system. However, the twin membership
function (MF) grounded type-2 FLC (T2F) provides improved system performance. The
present study proposes a type-2 fuzzy lead–lag (T2FLL) controller as a damping controller.
The MFs of the T2FLL engage upper and lower MFs (UMF and LMF). The type-2 fuzzy act
includes fuzzification, knowledge base, type reducer (TR), and defuzzification.

Fuzzification is the initial phase of FLC. It processes inputs and creates the necessary
prearranged fuzzy sets by the MFs. The linguistic parameters engaged for MFs are Extreme
Positive (EXP), Least Positive (LP), Zero (ZER), Least Negative (LN), and Extreme Negative
(EXN).

The T2F fuzzy set (FS) is formulated as:

FS = ((Var, a), µU(Var, a)), νVar ∈ P, νa ∈ JVar[0, 1] (1)

where µU(Var, a) is the UMF, Var is the main variable, a is the extra parameter in area JVar
The universe of discourse is formulated as:

FS =
∫

Var∈P

∫
a∈JVar[0,1]

µE(Var, a)
(Var, a)

(2)

where,
∫ ∫

= Union on ACE and a
Now the membership expression is:

µ−
U
(Var, a) = FOU(U)νVar ∈ P, νa ∈ JVar[0, 1] (3)

where JVar is expressed as:

JVar = [µU(Var, a), µU(Var, a)]νVar ∈ P, νa ∈ JVar[0, 1] (4)

The MF associated with type-I FLC inspires to develop MFs of T2F.
The rule base and interface engine form the knowledge base. The rule base is demon-

strated in Table 1. Individually, Var and dAVar are the inputs to T2F and y is the output.
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Table 1. Rule base of fuzzy controller.

ė

e
EXN LN ZER LP EXP

EXN EXN EXN LN LN ZER
LN EXN LN EXN ZER LP

ZER LN LN ZER LP LP
LP LN ZER LP LP EXP

EXP ZER LP LP EXP EXP

The characteristic of the type-2 FLC is

LMF : f orVar = LN; dVar = Z; Y = LN (5)

UMF : f orVar = LN; dVar = Z; Y = LN (6)

where LN, Z and LN, Z are related to LMF and UMF, respectively.
The related FS firing forte is

f s = min(µUS(Var, a), µUS(dVar, a)) (7)

f s = max(µUS(Var, a), µUS(dVar, a)) (8)

FS = [ f s, f s] (9)

where f s and f s are related to LMF and UMF, respectively.
Type reduction (TR) is used to modify type-2 to type-1 FS for defuzzification. The

schemes for defuzzification are centroid, the center of sets (SOC), and the center of sums.
Here, SOC is used as it is reported as the best scheme. The outputs are:

Ycos =
25

∑
s=1

FsYs

Fs = [Ym1, Ym2] (10)

Ym1 =

25
∑

s=1
f sys

25
∑

s=1
f y

(11)

Ym2 =

25
∑

s=1
f sys

25
∑

s=1
f s

(12)

where Ym1 and Ym2 are associated with MFs of type-1 FLC. The output of type-2 FLC Ycos is
found by averaging. The recommended T2FLL is set bearing in mind all characteristics of
lead–lag controller and T2F.

3.2. Structure of T2FLL Controller

The configuration of the proposed type-2 fuzzy lead–lag (T2FLL) SSSC-based controller
is revealed in Figure 3. It contains a sensor block, transport delay block, scaling factor
blocks for fuzzy input, gain, a washout, and lead–lag (LL) blocks. The washout tie constant
is generally taken as 10 s [38]. The LL blocks deliver the suitable phase lead to balance for
the lag among output and input. The output of the controller is the Vq.
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Figure 3. SSSC-based T2FLL controller.

Figure 4 shows the structure of the T2FLL-based PSS. It consists of a gain, washout,
and LL block. The speed variation is fed as input to the PSS. The PSS output (Vs) is used to
change the excitation voltage.
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Figure 4. PSS-based T2FLL controller.

Speed deviations are selected as T2FLL controller input signals. A sensor time constant
of 15 ms is assumed. A transport delay of 50 ms is assumed for the SSSC controller.

3.3. Optimization Problem

An integral time multiplied absolute error (ITAE) criterion is employed for the SMIB
system. For MMPS, an ITAE criterion using local and inter-area modes of oscillations is
selected. They are represented by:

For SMIB:

J =
t=tsim∫
t=0

|∆ω |·t · dt (13)

For MMPS:

J =
t=tsim∫
t=0

(∑|∆ ωL
∣∣+∑|∆ωI | ) · t · dt (14)

where ∆ω is the speed deviance in the SMIB system, ∆ωL and ∆ωI are the speed deviations
of MMPS related to local and inter-area modes, respectively, and tsim is the simulation time.

Therefore, the design task is formulated as an optimization task as:

Minimize J (15)

Subject to

KSFimin ≤ KSFi ≤ KSFimax(KSFi = Scaling factors)
Kimin ≤ Ki ≤ Kimax(Ki = Gains)
Timin ≤ Ti ≤ Timax(Ti = Time constants)

. (16)

The limits of the parameters are [0.01–100] for Ki, [0.01–10] for Ti, and [0.01–100] for
KFSi. In the present work, the hADE-PS algorithm determines T2FLLvalues.

4. Overview of Hybrid Adaptive DE and PS Technique

The differential evolution (DE) method is a simple, competent but efficient method [28].
Encouraged by the evolution approach, the DE method is found to be a capable method for
complex engineering problems. The stages of DE are:
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4.1. Mutation

The mutant vector wj
∣∣
i is to be performed for each parent vector yj

∣∣
i on each genera-

tion ‘i’ is:
wj
∣∣∣i = yq1

∣∣∣i + F(yq2
∣∣∣i − yq3

∣∣∣i) (17)

where q1 6= q2 6= q3 6= j. F indicates the scaling factor.

4.2. Crossover

It is a vital method for the expansion of population diversity. In Binary crossover, the
trial vector vj|i = [vj

1

∣∣∣i, vj
2

∣∣∣i, · · · , vj
n

∣∣∣i] can be generated through the target vector yj
∣∣
i and

its mutant vector wj
∣∣
i. As:

vj
l |i =

 wj
l

∣∣∣i i f rand (0, 1) ≤ Cr

yj
l

∣∣∣i otherwise
(18)

where l ∈ 1, 2, · · · , n. For every vector yj
∣∣
i and wj

∣∣
i, the trial vector vj

∣∣
i can be gener-

ated as:
vj
∣∣∣i = yj

∣∣∣i + Fj(wj
∣∣∣i − yj

∣∣∣i) (19)

4.3. Selection

The selection operation is engaged to maintain a fixed population size in all genera-
tions. The vector having the best fitness value replaces the fewer fit vectors.

The equation representing this process is:

yj|i+1 =

{
vj
∣∣i i f f (vj

∣∣i) ≤ f (yj
∣∣i)

yj
∣∣i otherwise

(20)

DE is a competent method but relies on its algorithm parameters such as F and Cr.
Appropriate choice of F and Cr is vital for the performance of DE. Numerous researchers
have recommended different schemes to choose F and Cr values [39].

Liu and Lampinen [40] indicated the control parameters value to evaluate the robust-
ness as well as the effectiveness of the DE algorithm. Gamperle et al. [41] have suggested
the values such as 0.6 and [0.3, 0.9] for F and Cr to control the parameters. On the other
hand, Ali and Torn [42] have tested their results on the values such as 0.5 and [0.4, 1] for F
and Cr. Moreover, different self-adaptive approaches are proposed to select ‘Cr &F’ during
the experimentation for effective results [43].

Selecting correct F and Cr parameters is a problem-dependent task. The projected scheme
uses an adaptive approach to select F and Cr values during the optimization process. For
generation i, the triangular factors such as ΛF, and ΛCr have been used for evaluating fF(y)|i
and fCr(y)|i for each child in the population. For Triangular Distribution factor of F (∧F) and
Cr (∧Cr), where ∧F = [0.1, 1, 2] and ∧Cr = [0.1, 0.4, 1] are engaged in the present study.

To select Fi and Cri, mx (maximum), mn (minimum), and md (median) are engaged in
a generation as indicated in Equations. (21) and (22).

Fi =


Fmn +

√
rand V ∗ (Fmx − Fmn)/(Fmd − Fmn)

i f rand V < (Fmx − Fmn)/(Fmd − Fmn)

Fmx −
√
(1− rand V) ∗ (Fmx − Fmn)/(Fmx − Fmd)

otherwise

(21)

Cri =


Crmn +

√
rand V ∗ (Crmx − Crmn)/(Crmd − Crmn)

i f rand V < (Crmx − Crmn)/(Crmd − Crmn)

Crmx −
√
(1− rand V) ∗ (Crmx − Crmn)/(Crmx − Crmd)

otherwise

(22)
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Here, rand V has been selected in an arbitrary distribution with a limit [0, 1].
Before performing the mutation scheme, the Fi and Cri values are set which affects the

mutation, cross-over, and selection process for the newly generator vector yj
∣∣
i+1. Due to

the easy generation of adaptive values for F and Cr, it can maintain the time complexity as
compared to conventional DE.

The pattern search (PS) method is shown to be useful in numerous hybrid approaches [23,25].
The information regarding the PS algorithm is available in the literature [23,25]. At first, the ADE
technique is executed and PS is then executed considering the final results of ADE as the starting
points. So, the benefit of hybridizing the ADE and PS algorithms is that the hybrid algorithm will
have enhanced exploring and exploiting capability.

5. Outcomes
5.1. SMIB System

The SMIB system is developed in MATLAB / SIMULINK as displayed in Figure 5. In
the present study, the ode23tb (stiff/TR-BDF2) solver which is a variable-step with 1 cycle
of the fundamental frequency as the maximum time step is used as in the literature [4,5].
The system is developed using the Sim Power Systems (SPS) library of SIMULINK. The
dynamics of all windings are specified in the rotor reference frame (q-d frame). The
Hydraulic Turbine and Governor (HTG) and Excitation system are present in the subsystem
represented by the “Generator Control System” (Reg_M).
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The system model is constructed in the SIMULINK environment and optimization
routines are specified in a separate m file. For ITAE evaluation, the model is simulated
considering a severe disturbance. The J value is transferred to the optimization routine by
transferring it to the workspace and used by the optimization program to minimize J value.

To validate the advantage of the hADE-PS approach, the LL controller is initially
considered. For ITAE calculation, a 3-phase fault of 5 cycles is assumed at the midpoint of
one transmission line. The lines are opened for 5 cycles to clear the fault. To authenticate
the better performance of the hADE-PS method, the LL values are optimized by the hADE-
PS, DE, PSO, and GA methods. It is worth mentioning here that, the parameters of the
compared algorithm are taken from the related reference papers [44,45].

One important challenge of a hybrid global search (GS) and local search (LS) is the
tradeoff between GS and LS because the cost of LS can be rather high. If LS is applied at
the first stage, several solutions in the final generation may lie very close to each other at
the end of LS, which makes it harder for the second stage GS method to maintain diversity
in its population. This may lead the hybrid algorithm to converge to a local optimum.
Therefore, the LS is performed at the second stage using the best solution provided by the
GS method. This action tends to make the hybrid algorithm more computationally efficient
and helps to prevent converging to a local optimum [29,31,32,36]. As the LS method is



Sustainability 2022, 14, 6656 9 of 21

used to improve the solution quality (fine-tuning) but not to explore the search space to
find independently the global optimum, more iterations (about 90%) are assigned to the GS
method and fewer iterations (about 10%) are assigned to the LS method [29–32].

For the application of DE, PSO, and GA, 50 populations and 100 generations are em-
ployed and for the hADE-PS technique, 90 generations are assigned to the ADE technique
and 10 generations are assigned to the PS technique. The parameters employed for each
technique are as follows: GA: Tournament selection, Crossover and mutation rates 0.9 and
0.1; PSO: Inertia weight reduces from 0.9 to 0.2, social and cognitive components 2.0; DE:
DE/best/2/bin strategy, step size and crossover probability 0.2 and 0.6. The PS is executed
with a mesh size of 1, mesh expansion factor of 2 and mesh contraction factor of 0.5. The
maximum number of objective function evaluations is set to 10. All the techniques are
executed 10 times, and optimal values (as per the least ITAE value) obtained are taken as
controller parameters. The outcomes are delivered in Table 2. It is obvious from Table 2
that, with lead–lag structure, the least ITAE values (33.7926 × 10−3) are obtained with
the hADE-PS technique compared to GA (44.3216 × 10−3), PSO (40.9781 × 10−3) and
DE (37.7718 × 10−3) techniques. So with the identical system and controller structure,
the percentage reduction in ITAE value with hADE-PS compared to GA, PSO, and DE
techniques are 23.56%, 17.53%, and 10.53%, respectively. This demonstrates the dominance
of hADE-PS over GA, PSO, and DE techniques. The speed deviation response is revealed in
Figure 6, from which it is evident that the best system response is attained with hADE-PS
related to GA, PSO, and DE.

Table 2. Optimized lead–lag-structured PSS and SSSC parameters for SMIB.

Technique Controller Ki T1i T2i T3i T4i J Value × 10−3

GA
SSSC 74.0740 0.4286 0.0511 0.4523 1.1098

44.3216PSS 19.8294 0.1415 0.0011 0.0630 1.2736

PSO
SSSC 38.5588 1.0653 0.3218 0.6751 0.7496

40.9781PSS 24.2563 1.5546 1.4223 0.0134 0.4930
DE SSSC 50.1218 0.8175 1.1379 1.4961 0.4326 37.7718

PSS 16.0860 0.1553 0.7317 1.7974 1.7974

hADE-PS
SSSC 71.5265 1.2006 1.3051 0.0011 0.0012

33.7926PSS 18.2475 0.0011 0.5204 0.0011 0.4981
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In the next step, the proposed Type-2 fuzzy lead–lag controller is implemented and
hADE-PS-tuned parameters are specified in Table 3. For comparison, the results of the
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type-1 fuzzy lead–lag (T1FLL) controller are also provided in Table 3. The type-1 fuzzy part,
i.e., membership functions, range, etc. is adopted from reference [36]. It can be noticed that
with the same hADE-PS technique, the ITAE value is further reduced to 31.9342 × 10−3

with T1FLL, and the least ITAE of 28.6961 × 10−3 is attained with the T2FLL controller. So
there is a reduction of 10.13% and 15.08% in J value with T2FLL related to the T1FLL and
LL controller, respectively.

Table 3. hADE-PS optimized T2FLL- and T1FLL-structured PSS and SSSC parameters for SMIB.

Controller KSF1 KSF2 Ki T1i T2i T3i T4i J Value × 10−3

T2FLL controller

SSSC 0.0105 0.1824 79.5279 1.9974 1.5774 1.0292 0.4604
28.6961PSS 0.0104 0.7241 49.9350 0.0622 1.6995 0.0012 1.9974

T1FLL controller

SSSC 1.9093 1.4684 14.2391 0.0154 0.4538 1.9974 0.9935
31.9342PSS 0.3209 1.2285 30.5106 0.2421 1.7827 0.4172 1.9974

To explore the viability of T2FLL, several contingencies are taken. These scenarios are
widely used in literature to evaluate the performance of and are given as follows [46–48].

5.1.1. Scenario 1: Large Disturbance Condition

Initially, the performance is investigated at nominal loading (Pe = 0.8 p.u. δ0 = 48.5◦).
A 3-phase fault of 5 cycles is applied at the midpoint of one transmission line. The fault is
removed by opening the line for 5 cycles. The responses with the hADE-PS-tuned LL, T1FLL,
and T2FLL controllers are revealed in Figure 7a–e. For comparison, the responses without
any control are also shown in Figure 7a–e. Figure 7a–e displays the speed deviation response
(∆ω) in p.u., power angle response (δ) in degrees, tie-line power in the line (PL) in MW SSSC
output voltage (Vq) in p.u., and PSS output (Vs) in p.u. under above severe disturbance.

Figure 7a–e demonstrate that the proposed controller tuned by hADE-PS has a superior
damping performance compared to both the T1FLL and LL controller. Figure 7a–c also
indicate that T2FLL offers improved response with less overshoot/undershoot compared
to both the T1FLL and LL controller.

5.1.2. Scenario 2: Small Disturbance Condition

The efficiency of the T2FLL is also studied at small disturbance conditions by removing
load at bus 1 for 100 ms at t = 1 s. Figure 8 displays the ∆ω response, from which it is seen
that T2FLL designed at large disturbance conditions, suppresses power system oscillations
efficiently at the small disturbance, and T2FLL also delivers a better transient response
compared to the T1FLL and LL in this case.
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5.1.3. Scenario 3: Changed Loading Condition and Fault Location

Controller efficiency is also verified in changed fault location and loading conditions.
A self-clearing, 5-cycle, 3-phase fault is assumed at bus 1 in light loading (Pe = 0.5 p.u.,
δ0 = 38.2◦) condition. Under this contingency, ∆ω variation is revealed in Figure 9. It is
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noticed that oscillations are damped quickly with T2FLL in comparison with the T1FLL
and LL controllers and without the controllers.
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The performance for the above three scenarios is gathered in Table 4 for improved
clarification of enhancement by the proposed method. It can be observed that for different
scenarios, the least performance indexes are found with T2FLL related to the T1FLL and LL
controller.

Table 4. Performance comparison under various scenarios for SMIB.

Scenario/Controller ISE
(×10−6)

ITAE
(×10−2)

ITSE
(×10−3)

IAE
(×10−6)

Overshoots
in ∆ω

(×10−3)

Undershoots
in ∆ω

(×10−3)

Scenario 1

NC 256.6942 244.0563 43.0972 1493.7607 7.786 −8.6124
LL 7.7379 3.3792 2.3878 10.1409 5.0881 −4.4641

T1FLL 6.8863 3.1934 2.0871 8.8434 4.998 −4.3516
T2FLL 5.8701 2.86961 2.0413 7.4721 5.0363 −3.3831

Scenario 2

NC 9.3642 42.5216 8.1817 45.9841 1.7148 1.7312
LL 0.1951 0.4901 0.3586 0.2514 0.8321 −0.7049

T1FLL 0.1668 0.4862 0.3398 0.2163 0.7148 −0.5189
T2FLL 0.1162 0.4618 0.3142 0.1528 0.6732 −0.3972

Scenario 3

NC 19.6749 30.5829 9.0338 48.6916 4.6224 −4.3954
LL 2.6978 1.825 1.3121 3.3519 4.5324 −2.8929

T1FLL 2.4873 1.8011 1.2967 3.0572 4.5324 −2.2581
T2FLL 2.2042 1.8169 1.2816 2.73604 4.5324 −1.8272

5.2. Extension to Multi-Machine System (MMPS)

The MMPS presented in Figure 2 is taken in the next stage and constructed in the
MATLAB/SIMULINK setting as revealed in Figure 10. The MATLAB/SIMULINK model
of Area 1 is revealed in Figure 11. In the same way, Area 2 is also modeled. The location
of series FACTS devices constitutes a major step in the employment of FACTS devices in
power systems. Depending on the required objective, sensitivity analysis can be performed
to decide the best location of SSSC in a large power system. Keeping in view of our objective
of power system stability enhancement, the SSSC is incorporated between bus 1 and bus 2,
as presented in Figure 10. To design the proposed T2FLL controller, a similar approach as
used in the SMIB case is followed. The objective function is defined in Equation (14) for a
multi-machine system. The tuned parameters for LL, T1FLL, and T2FLL are provided in
Tables 5 and 6, respectively.
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Table 5. Optimized lead–lag-structured PSS and SSSC parameters for multi-machine system.

Controller Ki T1i T2i T3i T4i

SSSC 92.8460 0.0885 0.0308 4.5494 7.4982
PSS1 46.8908 0.0430 0.0182 2.7794 8.8044
PSS2 48.0950 0.0114 0.0155 3.9735 3.5212
PSS3 45.8967 0.0712 0.0128 3.7749 3.2167
PSS4 27.6544 0.0974 0.0319 3.8884 3.2087
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Table 6. Optimized T2FLL-structured PSS and SSSC parameters for multi-machine system.

Controller KSF1 KSF2 Ki T1i T2i T3i T4i

T2FLL controller

SSSC 0.0102 0.0148 41.0552 0.0990 0.0064 1.5070 2.9408
PSS1 0.7591 0.0126 24.6432 0.0193 0.0066 2.4321 2.3374
PSS2 1.9797 0.0468 16.5071 0.0394 0.0104 1.9728 1.5423
PSS3 0.0765 0.0284 37.0997 0.0992 0.0059 2.4474 3.0812
PSS4 1.2245 0.2568 11.0542 0.0155 0.0051 1.7857 0.9991

T1FLL controller

SSSC 0.2323 0.5164 2.7141 0.0103 0.0101 4.9493 2.0462
PSS1 1.0206 0.0871 11.7451 0.0194 0.0066 3.2127 3.8817
PSS2 1.5428 0.4353 40.6019 0.0415 0.0383 2.3425 3.8154
PSS3 0.9495 0.0100 49.4935 0.0121 0.0060 4.2398 4.4935
PSS4 1.4140 0.0492 35.8082 0.0115 0.0239 2.4098 3.6268

To investigate the viability of T2FLL, several contingencies are taken. These scenarios are
widely used in the literature to evaluate the performance and are given as follows [46–48].

5.2.1. Scenario 1: Three Phase Fault Disturbance Condition

Initially, the performance of the controller is investigated under a large disturbance
scenario. A 3-phase fault (self-clearing) of 5 cycles is assumed at the middle of one transmis-
sion line at t = 0 s. The local and inter-area modes of oscillations with the hADE-PS-tuned
LL, T1FLL, and T2FLL controllers are shown in Figure 12a,b. For comparison, the responses
without any control are also presented in Figure 12a,b.

It is obvious from Figure 12a,b that the system loses stability without control, and
stability is maintained with all the controllers. It is also evident from Figure 12a,b that
improved system damping performance with fewer overshoots/undershoots is attained
with the proposed T2FLL controller compared to the T1FLL and LL controllers.
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(a) local mode of oscillation of MMPS for Scenario 1. (b) Inter-area mode of oscillation of MMPS for
Scenario 1.

5.2.2. Scenario 2: Line Outage Disturbance Condition

In this scenario, one of the two tie-lines is removed at t = 0 sec and reclosed after
5 cycles. The responses are exposed in Figure 15a,b. It is evident from Figure 15a,b that in
this scenario also, the system loses stability without control, and improved responses are
attained with the T2FLL controller related to the T1FLL and LL controllers.
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5.2.3. Scenario 3: Small Disturbance Condition

To simulate the small disturbance condition, the voltage reference of M1 is increased
by 5% for 12 cycles, and the responses are revealed in Figure 16a,b. It is obvious from
Figure 16 that both the LL and T2FLL controllers maintain stability and T2FLL is superior
to the T1FLL and LL controller, providing significantly more damping to all modes. For
better illustration, objective function values for MMPS for the above scenarios are presented
in Table 7. It can be noticed from Table 7 that fewer J values are attained with T2FLL for all
the scenarios compared to T1FLL and LL controllers.
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Table 7. Objective function value comparison under various scenario for MMPS.

Scenario/Controller Scenario 1
(×10−3)

Scenario 2
(×10−3)

Scenario 3
(×10−3)

NC 20,806.0798 21,201.1951 21,040.6094
LL 14.5224 12.8586 17.4648

T1FLL 12.6361 11.8245 13.8912
T2FLL 9.9952 10.6961 10.5976

6. Conclusions

In this present work, type-2 fuzzy lead–lag (T2FLL)-structured SSSC and PSS damping
controller are suggested for stability improvement of power systems. The controllers are
coordinated and designed using a hybrid adaptive DE-PS (hADE-PS) technique.

Initially, a SMIB system with a lead–lag controller is considered, and the dominance of
hADE-PS as related to DE, PSO, and GA is demonstrated. It is noticed that for the SMIB
system with LL controller, the percentage reduction in ITAE value with hADE-PS related to
GA, PSO, and DE methods are 23.56%, 17.53%, and 10.53%, respectively.

Next, the T2FLL controller is designed and it is found that there is a reduction of 10.13%
and 15.08% in J value with T2FLL related to the T1FLL and LL controller, respectively.
Various disturbance scenarios such as large disturbance, small disturbance, and changed
loading/fault location are simulated and it is seen that improved damping is attained with
T2FLL related to the T1FLL and LL controllers for all the scenarios.

The study is also applied to an MMPS and it is noticed that though all controllers
maintain synchronism under various scenarios, an improved system response is attained
with T2FLL compared to others. For all the scenarios, the proposed T2FLL is superior to
the T1FLL and LL controller, providing significantly more damping to all modes.

Extension of the presented control scheme to a large scale power system is the future
scope of this work. Additionally, new hybrid optimization techniques could be imple-
mented for improving the system performance further.
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Appendix A

SMIB Parameters

Generator: Nominal power (SB),voltage (VB) and frequency (f ): 2100 MVA, 13.8 kV, 60 Hz
Parameters: Stator resistance (RS): 2.8544 × 10−3, Reactances: Xd = 1.305, Xq = 0.474, X’d = 0.296,
X’q = 0.243, X”d = 0.252, X”q = 0.18, Td = 1.01s, T’d = 0.053s, T”qo = 0.1s.
Inertia constant (H) and pole pairs (p): 3.7 s and 32
Excitation System:
Gains (KA) and time constant (TA) of regulator: 200 and 0.001 s
Gains (Ke) and time constant (Te) of exciter: 1 and 0 s
Gains (Kf) and time constant (Tf) of damping filter: 0.001 and 0.1 s
Low-pass filter time constant (TLP): = 0.02 s,
Transient gain reduction (Tb, Tc): 0
Regulator output limits (Efmax/Efmin) and gain (Kp): 7/0 and 0
Hydraulic Turbine and Governor:
Gains (Ka) and time constant (Ta) of Servo-motor: 3.33 and 0.07 s
Limits of Gate opening (Gmax/Gmin and Vgmax/Vgmin): 0.97518/0.01 and 0.01/−0.1 pu/s
Permanent droop (Rp): = 0.05, Hydraulic turbine: β = 0, Tw = 2.67 sPID regulator (Kp, Ki, Kd, Td):
1.163, 0.105, 0, 0.01 s
Transformer:
Nominal power (SB) = 2100 MVA, Winding connection: D1/Yg, Primary and secondary voltage
(V1/V2): 13.8/500 kV, Resistance (R): 0.002 p.u., Inductances (L1/L2): 0/0.12, Magnetization
resistance (Rm) and reactance (Lm): 500 Ω
Transmission line:
Line length and no. of phases: 300 km, 3-Ph, Resistance per unit length (R1/R0): 0.02546/0.3864
Ω/ km, Inductance per unit length (L1/L0): 0.9337 × 10−3 /4.1264 × 10−3 H/km, Capacitance per
unit length (C1/C0): 12.74 × 10−9/7.751 × 10−9 F/ km
Load at Bus2:
250 MW (500 kV, 60 Hz, Y-grounded)

Kundur’s 4-machine 2-area system

textbfGenerator: Nominal powers: 900 MVA each, Nominal voltages: 20 kV each, frequency (f ):
60 Hz
Parameters: Stator resistance (RS): 2.8544 × 10−3, Reactances: Xd = 1.8, Xq = 1.7, X’d = 0.3, X’q =
0.55, X”d = 0.25, X”q = 0.25, T’do = 8 s, T”do = 0.03 s, T’qo = 0.4 s, T”qo = 0.05 s, Stator resistance (RS):
0.0025 Ω
Excitation Systems: Each same as SMIB system
Steam Turbine and Governor:
Regulator Gain (Kp) = 1, Permanent drooop (Rp): 0.05, Dead zone (Dz): 0, Speed relay and
servo-motor time constants (Tsr/Tsm): 0.001/0.15 s, Limits of gate opening (Gmax/Gmin and
Vgmax/Vgmin): 4.496/0 and 0.01/−0.1 pu/s, time constants of steam turbine (T1, T2, T3, T4): 0, 10,
3.3, 0.5 s, Turbine torque fractions (F1, F2, F3, F4): 0, 0.36, 0.36, 0.28
Transformers:
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Nominal powers = 900 MVA each, Winding connection: D1/Yg, Primary and secondary voltage
(V1/V2): 20/230 kV, Resistance (R): 1 × 10−6, Inductances (L1/L2): 0/0.15, Magnetization
resistance (Rm) and reactance (Lm): 500 Ω
Transmission lines:
Distributed parameter line (110 km line sections) and PI section line (10 km and 25 km line sections)
Line length and n0. of phases: 300 km, 3-Ph, Resistance per unit length (R1/R0): 0.0529/1.61
Ω/km, Inductance per unit length (L1/L0): 0.0014/0.0061 H/km, Capacitance per unit length
(C1/C0): 8.7749 × 10−9/5.2489 × 10−9 F/km
Loads:
Area-1: Active power: 967 MW, Inductive reactive power: 100 MVAR, Capacitive reactive power:
387 MVAR
Area-2: Active power: 1767 MW, Inductive reactive power: 100 MVAR, Capacitive reactive power:
537 MVAR

SSSC Data

Converter rating: = 100 MVA, Nominal voltage: 500 kV, Frequency (f): 60 Hz, Maximum rate of
change in reference voltage = 3 pu/s, Converter impedances (R/L): 0.00533/0.16, DC link voltage:
40 kV, DC link equivalent capacitance: 375 × 10−6 F, Injected Voltage regulator gains (KP /KI):
0.00375/0.1875, DC Voltage regulator gains (KP/KI ): 0.1 × 10−3/20 × 10−3, Limits of injected
voltage: ± 0.2
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