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Abstract: This study proposes a way of designing a reliable voltage controller for buck DC/DC
converter in which the terminal attractor approach is combined with an enhanced reaching law-based
Fast Terminal Synergetic Controller (FTSC). The proposed scheme will overcome the chattering
phenomena constraint of existing Sliding Mode Controllers (SMCs) and the issue related to the
indefinite time convergence of traditional Synergetic Controllers (SCs). In this approach, the FTSC
algorithm will ensure the proper tracking of the voltage while the enhanced reaching law will
guarantee finite-time convergence. A Fuzzy Neural Network (FNN) structure is exploited here to
approximate the unknown converter nonlinear dynamics due to changes in the input voltage and
loads. The Fuzzy Neural Network (FNN) weights are adjusted according to the adaptive law in real-
time to respond to changes in system uncertainties, enhancing the increasing the system’s robustness.
The applicability of the proposed controller, i.e., the Adaptive Fuzzy-Neural Fast Terminal Synergetic
Controller (AFN-FTSC), is evaluated through comprehensive analyses in real-time platforms, along
with rigorous comparative studies with an existing FTSC. A dSPACE ds1103 platform is used for the
implementation of the proposed scheme. All results confirm fast reference tracking capability with
low overshoots and robustness against disturbances while comparing with the FTSC.

Keywords: synergetic control (SC) law; fuzzy neural network (FNN) approximator; fast terminal
synergetic controller (FTSC); finite-time convergence; DC/DC buck converter

1. Introduction
1.1. Motivation

The buck DC/DC converter is a common choice in many applications in electric
power supply systems, including DC motor drives, DC microgrids, automobiles, sailboats,
airplanes, solar systems, and many more. Its mathematical model is a nonlinear and time-
varying system based on state-space equations. These equations must be treated around the
steady-operating point with a small-signal linearization approach before being studied with
PID controllers. When a severe disturbance causes a substantial divergence from the typical
operating point, it is difficult for a standard buck DC/DC converter to achieve perfect
stability [1]. In light of this, adjusting the output voltage of the buck DC/DC converter
is a challenging task. Realizing a robust control strategy for buck DC/DC converter is a
critical challenge for better understanding the design aspect of the regulator and stability
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problem [2]. Furthermore, it can aid to enhance transient and steady-state conditions under
a variety of disturbances. To overcome some of the previously mentioned challenges, this
work suggests an AFN-FTSC algorithm for the output voltage control without complete
converter model knowledge. FNN model, and universal approximator, are utilized in
an adaptive scheme to approximate the converter nonlinear dynamics, while the FTSC
algorithm is utilized to guarantee robustness through an easy-to-implement chatter-free
continuous control law [1].

1.2. Related Work

To provide better performance for buck DC/DC converters, numerous intelligent and
nonlinear control techniques have been introduced over the last decade. In paper [3], the
performance of the buck DC/DC converter is evaluated by variable structure controllers in
which the output voltage is tracked and regulated in a good way; however, the robustness
of these controlling techniques is not acceptable against noise, chattering, parametric
variations, and disturbances, which makes them practically unsuitable [4]. Otherwise,
because of the switching properties of buck DC/DC converter, digital discrete control
methods like repetitive [5], dead beat [6], and internal model [7] controllers have been
recommended for buck DC/DC converter. The main advantage of a repetitive controller is
low output distortion; however, it has some limitations such as poor tracking, large memory
capacity, poor performance, and slow dynamics. Nevertheless, the internal model and
dead beat controller can provide output voltage tracking without ringing and overshoot;
however, the complex controlling structure of the internal model and dead beat controllers
have influenced their efficiency.

In paper [8], a feedback linearization scheme is utilized for the buck DC/DC converter
to control the output voltage, and model predictive controllers are presented in [9], and [10]
to achieve the same goal. Both feedback linearizing and model predictive controllers
provide similar advantages such as reliable reference tracking, constant switching frequency,
and fast dynamic response; these controllers do not perform well under the variation in
parameters due to their requirements of using precise parametric information during the
implementation, and it is quite impossible to precisely know the parameters of the system
as many of these vary with operating scenarios. An adaptive model predictive controller is
introduced in [11] by capturing linear parameter variations so that parameter sensitivity can
be alleviated. However, the inclusion of such parameter variations complicates the process
of solving the optimization problem for the model predictive scheme. The Synergetic
Controller (SC) is another useful alternative way of controlling the buck DC/DC converters,
which can also ensure the robustness against parameter variations and disturbances by
using a generalized state-space averaged representation of the system. The SC inherently
alleviates the effects of external disturbances, nonlinearities, and uncertainties [12]. For
all these features, SCs are extensively used for power electronic applications, including
the buck DC/DC converter [13]. The standard SC scheme uses the linear manifold as a
macro-variable as presented in [14] to guarantee the asymptotic convergence of the error.
However, such a macro-variable makes the system static during the fluctuations in the load
voltage, and therefore, it results in poor voltage tracking during transients in the system [14].
Although the gain parameters for such traditional SCs can be adjusted to ensure better
transients, there are no guarantees that the system variable reaches their equilibriums in a
finite time. These problems can be overcome by using SC schemes such as the Non-Singular
Terminal Synergetic Control and FTSC that ensure finite-time convergence, as presented
in [15,16]. However, these methods slow down the dynamic response by reducing the
likelihood of overshoots during load changes and other transients during the starting.
The dynamic response for regulating the output voltage during transients is accelerated
in [13] using an adaptive FTSC based on dual Radial Basis Function Neural Networks
(RBFNN-FTSC) control. Moreover, all adaptive SC approaches in the existing literature on
the buck DC/DC converters use classical adaptive law, for which there is a possibility to
induce the chattering causing ripples at the output voltage during their practical or real-time
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implementations. In recent years, FNN models are a hybrid approach that combines the
learning ability of a neural network with the noise-handling capabilities of fuzzy logic (FL).
They are commonly used in adaptive control to cope with uncertainties and attain improved
performance standards. [17,18]. Although the FNNs have extensively been utilized in
different adaptive controls, the applications of FNNs for uncertain nonlinear systems are
relatively new and only a few applications can be seen throughout the literature. Based
on the author’s knowledge, the applications of AFN-FTSC for DC/DC buck converters
have not been investigated until now. Motivated by the existing literature, the considered
controller design process in the current research investigates a new digital controller based
on AFN-FTSC for buck DC/DC converters without the previously mentioned problems.

1.3. Novelty and Principal Contributions

The main innovative features of the proposed scheme are:

(i) It is the first time a FNN model has been developed based on FTSC for DC/DC
buck converters;

(ii) Unlike closely related work, the proposed AFN-FTSC is created by incorporating
the macro-variable to tackle the chattering effects, decrease the time of convergence,
simplify the expression of the controller, and ensure a fast transient reaction, low
steady-state error, and high output voltage tracking accuracy;

(iii) A Lyapunov stability theorem is rigorously used to demonstrate the overall stability
of the system and to obtain the updated rules for the FNN weights.

(iv) The removal of demand for an accurate model by using a FNN approximator to
estimate an unknown buck DC/DC converter functions;

(v) Experiments are carried out to demonstrate efficiency while assisting to achieve
desired goals under a variety of operating situations.

(vi) It simultaneously ensures the higher output voltage tracking accuracy, swift transient
responses, and less impact by disturbances and uncertainties due to the use of adaptive
time-varying reaching law.

1.4. Organization of the Paper

The remaining part of the study is structured as follows. The basic requirements for
SC and FNNs are briefly discussed in Section 2. The representation of the DC/DC buck
converter is introduced in Section 3. The steps for designing the AFN-FTSC algorithm are
presented in Section 4, including the stability and reachability analysis. Afterward, results
from experimental tests are presented in Section 5 to illustrate the efficacy and practicality
of the designed AFN-FTSC algorithm. Finally, the conclusions and some recommendations
for further investigation are given in Section 6.

2. Preliminaries
2.1. Principle of Synergetic Control (sc)

SC algorithm is effectively a nonlinear control strategy based on the principle of
directional self-organization theory and the usage of the standard nonlinear characters of
dynamic systems. The fundamental idea of the SC algorithm is as follows:

1. Invariant manifold is created in the state-space of a controllable system. On this
attractor, we guarantee the organization of the preferred static and dynamic behavior
of the controllable system. The design of the attractor is the indication of a directed
self-organization principle.

2. The most important premise in the theory of SC is the principle of compression–
decompression of the phase flow of the controllable objects.

3. The designer’s necessities are given in the form of an affine system that describes the
preferred operating modes of the controlled systems.
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Consider the nonlinear affine dynamical system of degree n given by:

.
x =

dx
dt

= f (x, u, t) (1)

where x ∈ Rn, u ∈ Rm, indicating the state-variable and control-variables, respectively.
The f (.) indicates a continuous nonlinear function. The SC design structure starts with
defining a macro-variable ϕ as a function of the state variables [19]:

ϕ = ϕ(x, t) (2)

The primary goal of the SC is to force the system to function on a pre-determined
manifold ϕ = 0. Develop a SC that forces system variables to approach the desired manifold
exponentially, with an evolution constraint that may be expressed as:

κ
.
ϕ + ϕ = 0, κ > 0 (3)

where ϕ is the derivative of the aggregated macro-variables, and κ is a positive integer
that enables the designer to choose the rate of convergence to the selected attractor. The
solution of (3) gives the following function for ϕ(t):

ϕ(t) = ϕ0e−t/κ (4)

It affirms that ϕ(t)→0 at t→∞, which implies that ϕ(t) is attracted to ϕ = 0 from any
starting location ϕ0 (Figure 1). Since the time constant κ > 0, the macro-variable ϕ will
decay exponentially with a speed determined by κ. As long as the system is stable, the
smaller value of κ is faster than the macro-variable decays. When ϕ approaches zero, the
system converges to the manifold and then functions on the manifold without interruption.
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Figure 1. Convergence of macro-variable for various starting locations to the attractor.

Considering the differentiation chain provided by:

.
ϕ =

dϕ(x, t)
dt

=
∂ϕ(x, t)

∂x
.
dx(t)

dt
(5)

When (1) and (3) are substituted into (5), we get (6):

κ
dϕ(x, t)

∂x
f (x, u, t) + ϕ(x, t) = 0 (6)
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Resolving (6) for the control vector u gives the SC law as:

u = g(x, ϕ(x, t), κ, t) (7)

The SC law (7) permits state trajectories to follow certain paths (3). Proper selection of
the macro-variable (2) and judicious manifolds ensure the necessary performance and sta-
bility [20]. It is worth noting that SC law (7) can be rewritten as a solution to a Kolesnikov’s
problem (8). Choose the performance index as follows [21]:

J∑ =
∫ ∞

0
Γ
( .

ϕ, ϕ
)
dt =

∫ ∞

0

(
m

∑
k=1

κ2
k

.
ϕk

2 + ϕk
2

)
dt (8)

A Lyapunov function candidate as in (9) can be used to determine the system’s
asymptotic stability:

V(t) = 0.5 ∗ ϕ(x, t)2 (9)

The following inequality is fulfilled when the condition of κ > 0 is met:

.
V(t) = ϕ(x, t)

.
ϕ(x, t) = −1

κ
ϕ(x, t)2 < 0 (10)

Figure 2 illustrates the system’s phase profile as well as the SC law’s stability features,
and also shows the convergence to the manifold. The steady-state operating point is the
origin if the error is equal to 0. A straight line through the origin with a slope (−1/κ) is
represented by Equation (3). The operational point of the system converges to the straight
line (the control manifold) and then moves along it to the origin.
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Figure 2. Geometric description of SC in the phase plane.

The schematic representation, illustrating the suggested controller’s computations, is
shown in Figure 3.
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Figure 3. Schematic diagram of the proposed SC algorithm.

2.2. Principle of Fnn Approximator

It is known that FNNs are universal estimators and have exceptional functions in
controller design and identification. The properties of the FNN, such as accelerating the
learning process and finer granularity to make decisions [22], make it appropriate for
real-time control systems and are capable of enhancing the control precision, stability, and
flexibility of the system. The FNN is an implementation of fuzzy logic (FL) with trainable
parameters similar to an ANN, which comprises four layers of neurons. They are the input
layer-1; the membership layer-2; the rule layer-3; and the output layer-4, respectively, all of
which are depicted in Figure 4. The key characteristic of the FNN is its ability to describe
the human-like reasoning and successfully cope with experience by using conditional fuzzy
IF-THEN rules to build a mapping from an input vector x to an output vector y, which may
be expressed as:

Rl : I f x1isAl
1(x1), x2isAl

2(x2), . . . , xnisAl
n(xn)Theny1isBl

1, y2isBl
2, . . . , ymisBl

m (11)

where L = 1, 2, . . . , with L representing the overall number of IF-THEN rules, x = [x1, x2, . . . , xn]T

and y = [y1, y2, . . . , ym]T characterize the input and output parameter vectors of FNN.
Al

1 and Bl
1 are the linguistic variables of the fuzzy sets, expressed by their membership

function vectors µAi
l(xi) and µBi

l(y), respectively.
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Based on the singleton fuzzifier, product inference model, and center-average defuzzi-
fier, the final output O(x) can be obtained by the FNN estimator as in [22]:

o(x) =
∑L

l=1

(
∏n

i=1 µAl
i
(xi)

)
yl

j

∑L
l=1

(
∏n

i=1 µAl
i
(xi)

) (12)

where yl
j is the point in at which µBl

j

(
yj
)

attains its optimal value (µBl
j

(
yj
)
= 1 considering).

If yl
j are selected as the free parameter vector, the FNN approximator (12) becomes an

adaptive FNN. Then, it can be expressed in compact form as:

yj(x) =
L

∑
l=1

−
y

l

j = wTφ(x) (13)

where w =
[
y1

j , y2
j , . . . , yL

j

]T
∈ RL is called the regulating parameter vector, and φ(x) =

[φ1(x), φ2(x), . . . , φL(x)]T ∈ RL is the vector of fuzzy primary function, or the fuzzy basis
function (FBFs) is obtained by (14):

φj(x) =
∏n

i=1 µAl
i
(xi)

∑L
j=1

(
∏n

i=1 µAl
i
(xi)

) (14)

Remark 1. It ought to be indicated that the complexity of the designed AFN-FTSC algorithm is
dependent on the complexity of FNN approximator. Suppose that the number of FNN inputs is n,
and the number of fuzzy variables is m.

The complexity of the AFN-FTSC is composed of the fuzzy layer (layer 2) and fuzzy
inference layer (layer 3). The complexity of the fuzzy layer is O(n × m), and the complexity
for the fuzzy inference production layer is O(m2). The total complexity of the AFN-FTSC
algorithm is O(n × m) + O(m2).

3. Mathematical Model of Buck DC/DC Converter

Figure 5 shows a buck DC/DC converter that connects an input DC voltage Vin with
a DC load Ro having its output voltage as Vo. The buck DC/DC converter encompasses
an adjustable switch Q, diode D, an inductor L with iL as the current flowing through it, a
capacitor C with iC as the current flowing through it, and a load resistor R0 where iR is the
load current.
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Figure 5. The circuit model of buck DC/DC converter.

Due to the nonlinear behavior of the diode and MOSFET/IGBT switch, the buck
DC/DC converter has a nonlinear structure. Moreover, there are two charging elements
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an inductor and capacitor for which the mathematical model for the system will be a
second-order one.

The dynamic of the system in Figure 5 will be represented by the change in the voltage
Vo across Ro, which is also the voltage across C. Similarly, iL will change as it flows through
L. Since the switch will be in two modes, ON and OFF, there will be two stages.

When the switch is turned ON in the first stage, equations representing the state-space
model can be stated in the following way [23]:{

diL
dt = − 1

L Vo +
Vin
L u

dVo
dt = 1

C iL − 1
RC Vo

(15)

In the second stage, the switch is turned OFF. In this case, the diode D is in forwarding
bias and the circuit is then equivalent to a parallel RLC circuit.

For this circuit, the equation representing the state-space model can be written as follows:{
diL
dt = − 1

L Vo +
Vin
L u

dVo
dt = 1

C iL − 1
RC Vo

(16)

At this stage, the complete dynamical average model can be obtained by combining
(15) and (16) as: {

diL
dt = − 1

L Vo +
Vin
L u

dVo
dt = 1

C iL − 1
RC Vo

(17)

Where u is the control input, which is recognized as 0 when the switch Q is turned
OFF and 1 when it is turned ON, considering the capacitor voltage and its derivative as
system state variables x1 and x2, respectively. Equation (18) represents the final model of
the buck DC/DC converter, which is utilized to design the proposed composite controller
as discussed in the section below:{ .

x1 = x2
.
x2 = − x1

LC −
x2
RC + Vin

LC u
(18)

4. Proposed Robust AFN-FTSC Design

This section focuses on determining the switching control input u using the proposed
AFN-FTSC law for system (18) as a function of state coordinates (e1, e2), which gives the
desired value of converter output voltage Vo-ref without the prior modeling information
and is subject to the requirement that the voltage error converges to origin asymptotically
in finite-time tr, i.e., Further analyses are presented to comprehensively analyze the stability
and reachability of the proposed method. The determination of the switching control law
is presented below.

4.1. Determination of the Control Law

Since the regulation of V0 is the main task, the design process needs to start by defining
the error for this output voltage.

(1) Step 1:

Based on the design criterion, the tracking error (e1) for V0 can be expressed as:

e1 = x1 −Vo−re f (19)

.
e1 = e2 = x2 −

.
Vo−re f (20)

where V0−ref is the reference output voltage and its dynamic will be as:

.
e1 = e2 =

iL
C
− Vo

RC
−

.
Vo−re f (21)



Sustainability 2022, 14, 7967 9 of 23

(2) Step 2:

As seen in [24], a special variable referred to as the nonlinear macro-variable function
must be added as follows:

ϕ =
.
e1 + ae1 + be1

p/q (22)

where a and b are the macro-variable parameters, p and q are positive odd constants, which
satisfy the following criterion: 1 < p/q < 2.

(3) Step 3:

A constraint imposing preferred dynamics to the macro-variable is chosen as:

κ
.
ϕ + ϕ = 0 (23)

where κ is a positive parameter that obliges the designer select speed convergence to the
desired attractor.

(4) Step 4:

To determine the control input while satisfying the synergetic mode reaching condition,
ϕ = 0, the dynamics of the system (22) may be described as:

.
e1 + ae1 + be1

p/q = 0 (24)

At this point, the reaching time tr for e1 can be obtained by integrating Equation (20),
which may be calculated as:

.
ϕ =

.
e2 + a

.
e1 + b

p
q

e1
(p/q)−1 .

e1 (25)

where e1(0) is the initial value of e1(t). The time derivative of ϕ can be determined as:

.
ϕ =

.
e2 + a

.
e1 + b

p
q

e1
(p/q)−1 .

e1 (26)

By combining (23) and (26), we get (27):

.
e2 + a

.
e1 + b

p
q

e1
(p/q)−1 .

e1 = −1
κ

ϕ (27)

Rewriting Equation (27), can be expressed as:

.
e2 = − x1

LC
− x2

RC
+

Vin
LC

u−
..
Vo−re f (28)

We specified the following abstractions for the controller design:

g(x) =
Vin
LC

and f (x) = − x1

LC
− x2

RC

Solving for the FTSC law, UFTSC, guides to an enhanced reaching law (29):

uFTSC =
1

g(x)

[
..
Vo−re f − f

(
x)+

1
κ

ϕ− a
.
e1 − b

p
q

e1
(p/q)−1 .

e1

]
(29)

The next subsection follows the overall stability analysis with this SC law.

4.2. Stability Analysis

The Lyapounov theorem can be used to assess the stability of the system as in (30):

V1 = 0.5 ∗ ϕ2 (30)
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The time derivative of Equation (30), using Equations (23) and (27), can be written as:

.
V1 = ϕ

.
ϕ = ϕ

(
.
e2 + a

.
e1 + b

p
q

e1
(p/q)−1 .

e1

)
= ϕ

(
−1

κ
ϕ

)
= −1

κ
ϕ2 ≤ 0 (31)

As a result, the regulator (29) may satisfy the system’s overall stability criteria.

4.3. Approximation of f(x) and g(x) Based on FNN

Sadly, in the practical application, the nonlinear system terms f (x) and g(x) are un-
known and difficult to determine precisely. As a consequence, there is no way to apply the
conventional FTSC law (29), of which the terms f (x) and g(x) are known to be scalar. To
tackle this difficulty and guarantee global stability, a FNN model using the universal ap-
proximation approach is developed in the following theorem to approximate the nonlinear
and unknown terms f (x) and g(x) in (29) through adaptive laws.

Theorem 1. Considering system (18) with unknown terms f(x) and g(x), and design the macro-variable
in the form of (22). If the updated AFN-FTSC controller uAFN-FTSC is constructed as (32):

uAFN−FTSC =
1

ĝ
(

x|wg
)[ ..

Vo−re f − f̂
(

x|w f

)
+

1
κ

ϕ− a
.
e1b

p
q

e1
(p/q)−1 .

e1

]
(32)

Next, the tracking error and its first derivative converge to zero in finite-time, where
f̂
(

x|w f

)
and ĝ

(
x|wg

)
represent the FNN estimates of the terms f (x) and g(x). These

functions can be estimated through Equations (33) and (34):

f̂
(

x|w f

)
= wT

f φ f (x) (33)

ĝ
(

x|wg
)
= wT

g φg(x) (34)

where φf(x) and φg(x) are the transfer functions from the input layer to the rule layer, wf
and wg are the connection weights of FNN. By updating the network weights, the system
uncertainties can be estimated adaptively.

Theorem 2. Considering the nonlinear model (18) with the input signal (32), and if the FNN-based
adaptive laws are designed as:

.
ŵ f = −µ1 ϕφ f (x) (35)
.

ŵg = −µ2 ϕφg(x) (36)

where η1 and η2 are arbitrary positive parameters.

Assumption 1. Suppose x be a member of a compact set Rn ={x ∈ Rn: |x| ≤ Kx < +∞}, with Kx is
a constant. The ideal FNN weights wf

∗ and wg
∗ are located in the convex area shown below:

∆ f =
{

w f ∈ Rn :
∣∣∣w f

∣∣∣ ≤ H f

}
(37)

∆g =
{

wg ∈ Rn :
∣∣wg
∣∣ ≤ Hg

}
(38)

where Hf and Hg are designed parameters, and the radius ∆f and ∆g are limitations for wf
and wg. The universal approximation theory states that there is an ideal FNN weights wf*
and wg* satisfies:

w∗f = argmin
w f∈∆ f

{
sup
x∈Rn

∣∣∣ f̂( x|w f

)
− f (x)

∣∣∣} (39)
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w∗g = argmin
wg∈∆g

{
sup
x∈Rn

∣∣ĝ( x|wg
)
− g(x)

∣∣} (40)

Consequently, f (x) and g(x) are approximated to arbitrary accuracy by the FNN ap-
proximators (35) and (36) as the below assumption.

Assumption 2 (See [25]). For each given real smooth variable f(x) and g(x) defined on a compact
set x ∈ Rn and for any arbitrary εf > 0 and εg > 0, there exists a FNN approximator and in the
formula of (41) and (42) so that:

sup
x∈Rn

∣∣∣ f̂( x|w f

)
− f (x)

∣∣∣ < ε f (41)

sup
x∈Rn

∣∣ĝ( x|wg
)
− g(x)

∣∣ < εg (42)

Remark 2. By using the FNN approximator designed above, the FNN gains φf(x) and φg(x) can be
scheduled adaptively according to the variety of x1 and x2. Then, the minimum approximation error
can be obtained as:

ε =
[

f̂
(

x|w∗f
)
− f (x)

]
+
[

ĝ
(

x|w∗g
)
− g(x)

]
u (43)

where ε is bounded by a positive constant ε ≤ εmax. The dynamic of the macro-variable is
calculated by replacing (43) into (23):

.
ϕ =

[
f̂
(

x|w∗f
)
− f (x)

]
+
[

ĝ
(

x|w∗g
)
− g(x)

]
u− 1

κ
ϕ + ε (44)

Leading, after some straightforward manipulations, to:

.
ϕ =

(
w∗Tf − wT

f

)
φ(x) +

(
w∗Tg − wT

g

)
φ(x)u− 1

κ
ϕ + ε (45)

From the above expression, one may write:

.
ϕ = ŵT

f φ(x) + ŵT
g φ(x)u− 1

κ
ϕ + ε (46)

where ŵ f = w∗f − w f and ŵg = w∗g − wg are the error between w and the ideal weight w∗.
Stability demonstration: Let us choose the Lyapunov function candidate as:

V = 0.5 ∗ ϕ

(
ϕ2 +

1
µ1

ŵT
f ŵ f +

1
µ2

ŵT
g ŵg

)
(47)

The time derivative of Equation (47) gives:

.
V = ϕ

.
ϕ +

1
µ1

ŵT
f

.
ŵ f +

1
µ2

ŵT
g

.
ŵg (48)

Substituting (46) into (48), we can get (49):

.
V = ϕ

(
ŵT

f f (x) + ŵT
g f (x)u− 1

κ
ϕ + ε

)
+

1
µ1

ŵT
f

.
ŵ f +

1
µ2

ŵT
g

.
ŵg (49)

We utilize the following Equations (50) and (51):

.
ŵ f =

.
w f (50)
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.
w̃g =

.
wg (51)

Substituting (50) and (51) into (49) leads to:

.
V = −1

κ
ϕ2 + ϕε +

1
µ1

ŵT
f

(
µ1 ϕ f (x) +

.
w f

)
+ . . . +

1
µ2

ŵT
g
(
µ2 ϕ f (x)u +

.
wg
)

(52)

The parameter vector
.

w f and
.

wg is adapted according to the (35) and (36) laws. Then,
Equations (23) and (52) bring about the following result:

.
V ≤ −1

κ
ϕ2 + ϕε (53)

Remark 3. The FNN approximation error ε should preferably be equal to zero, in this situation
.

V ≤ − 1
κ ϕ2 ≤ 0 emphasizes the definiteness of the negative, thus the regulated system is stable. In

reality, the estimation error is always present, hence the stability of the system cannot be assured. To
finish the analysis and check the asymptotic convergence of the tracking error, we must demonstrate
that ϕ→ 0 as t→ ∞. Besides, suppose that ‖ϕ‖≤τ, then Equations (53) can be reformulated as:

.
V ≤ −1

κ
τ|ϕ|+ τ|ε| (54)

Integration on both sides of Equation (54) provides:∫ t

0
|ϕ|dt ≤ κ

τ
(|V(0)| − |V(t)|) + κ

∫ t

0
|ε|dt (55)

Equation (42) means that all the signals are homogeneously bounded in the closed-
loop system. Then, we do have ϕ ∈ L1, from (41), we recognize that the macro-variable is
limited and every term in (42) is limited, hence

(
ϕ,

.
ϕ
)
∈ L∞, making use of the Barbalat

lemma [26]. We can conclude that the tracking error converges to zero asymptotically,
which confirms the stability condition of a closed-loop system. Consequently, the stable
control performance of the buck DC/DC converter can be ensured without the necessity
of system information. Figure 6 shows the overall schematic diagram of the developed
AFN-FTSC algorithm.
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5. Controller Performance Evaluation

Since the satisfactory control performance will require properly selecting user-defined
parameters (please note that the proposed method is less sensitive than existing control
methods), some discussions have been included in the following subsection.
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5.1. Selection of the User-Defined Parameters

One of the key goals to design and implement new controllers is to achieve a faster re-
sponse during the transient [27]. For the proposed AFN-FTSC scheme, the larger values of
these user-defined parameters will ensure fast-transient performance. However, such large
user-defined parameters or gains are not always used, as these degrade the performance
of the controller by amplifying the overshoot and providing the undesirable disturbance
rejection. Therefore, it is essential to make a trade-off among various performance factors
while tuning these gains. These performance factors must include the desired criteria for
tracking (e.g., fewer or no offsets, small overshoots, fast settling time, etc.), the appro-
priate level of the disturbance rejection, and robustness against parametric constraints.
Since the major focus of this work is on the disturbance rejection and resilience against
uncertainties, tall user-defined parameters are carefully chosen to ensure an appropriate
tracking performance. For the proposed AFN-FTSC algorithm, it is found that the most
sensitive parameter is (p/q), which is basically associated with the voltage tracking error.
The dynamic performance depicting the output voltage with the proposed AFN-FTSC is
depicted in Figure 7 for various values of (p/q). This figure shows the minimum value of
the voltage overshoot when the value of (p/q) is equal to 2; however, the settling time is
much higher than other values of (p/q). At the same time, the voltage overshoot and the
settling time are 0.15 V and 9.44 ms, respectively, when the value of (p/q) is 1.5, and this
is more acceptable as compared to other values in terms of both voltage overshoot and
settling time.
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Figure 7. The output voltage of the converter for different values of (p/q) with the designed controller.

The voltage overshoot and settling time for different values of (p/q) with the designed
AFN-FTSC are detailed in Table 1.

Table 1. Parameter sensitivity analysis.

p/q 1.1 1.5 1.8 2.0

Voltage overshoot (V) 15.85 0.13 0.11 0.07

Settling-time (ms) 42.96 9.44 27.60 75.44

To ensure a fair comparison, the acquired results are compared to that of the existing
FTSC while maintaining the same value of the most sensitive gain parameter, i.e., (p/q = 1.5)
for both controllers. Similarly, the values of other user-defined parameter values can be
determined, and these are presented in Table 2.
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Table 2. Regulator Specifications.

Regulator Parameters Gain Value

AFN-FTSC

κ 0.005
a 200
b 300
p 3
q 2

µ1 500
µ2 800

FTSC

κ 0.005
a 200
b 300
p 3
q 2

In the FNN estimator, we can specify a set of five decision variables regularly dis-
tributed on a universe of discourse [−1,1], as follows:

µk
f = µk

g = exp[−(x + 4− 1.6(k− 1)2], k = 1, . . . , 5 (56)

i = 5, which means that there are 25 rules to estimate the unknown terms. The selected
25 rules can cover the entire space and approximate any non-linear function. The member
function degree is illustrated in Figure 8.
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The FNN weights are selected as follows:[
w f
wg

]
=

[
w1

f w2
f w3

f w4
f w5

f
w1

g w2
g w3

g w4
g w5

g

]
(57)

The initial values for the FNN weights are selected in a random way, and the vector of
fuzzy basis functions was constructed by (12). Using these gain parameters, the designed
AFN-FTSC and existing FTSC are implemented in the following under different operating
points of the buck DC/DC converter.

5.2. Experimental Validation

In this part, the efficacy of the suggested AFN-FTSC technique for regulating the
output voltage of a buck DC/DC converter is demonstrated through a real-time implemen-
tation on dSPACE 1103 platforms (Figure 9). All system parameters are carefully chosen by
keeping the practical conditions in mind, which are given in Table 3.
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Figure 9. The experimental prototype of the buck DC/DC converter.

Table 3. System Parameters.

Parameter Value

Vin 100 V
Ro 40/80/40 Ω

Vo_red 20/30/50 V
L 7 mH
C 800 µF
fs 20 kHz

To show the efficacy of the designed AFN-FTSC algorithm, variations in the output
reference voltage, input supply voltage, and load resistance are done based on the values in
Table 3. However, the nominal output voltage of the converter is set at 50 V with an input
voltage of 100 V during the standard conditions, i.e., while considering no disturbances. To
deploy the AFN-FTSC algorithm for the buck DC/DC converter, the sampling frequency,
and the switching frequency are considered as 200 kHz and 20 kHz, respectively. The
superiority of the AFN-FTSC is analyzed against an existing FTSC as proposed in [14] in
terms of tracking error, overshoot, and settling time. The performance of the designed
AFN-FTSC algorithm is validated under a variety of operating scenarios: variations in input
supply voltage, load resistance, and output reference voltage as demonstrated through the
following four cases:

• Controller performance under variations in the load resistance,
• Controller performance under variations in the input supply voltage,
• Controller performance under start-up transient,
• Controller performance under variations in the output reference voltage,

Case I: Output voltage regulation with variations in the load resistance.
In this scenario, the test is conducted to justify the load disturbance rejection capacity

of the proposed AFN-FTSC algorithm while making a comparison with the FTSC algorithm.
For this purpose, the effects of only variations in the load resistance are considered, while
the output reference voltage remains constant at 50 V. In this test, the load resistance of the
buck DC/DC converter is decreased from 80 Ω to 40 Ω, conversely. With such changes in
the load resistance, the dynamic responses of the Buck DC/DC converter are represented
by two states: output voltage (Vo) and inductor current (iL), as illustrated in Figure 10. The
output voltage quickly settles down to its reference value without affecting the steady-
state behavior while the designed one is used. However, the overshoots are a bit higher
with higher settling times, especially at the instant of changes, i.e., at the decrease in load
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resistance when the existing FTSC is used. Hence, Figure 10a provides an observation
that the designed AFN-FTSC controller can stabilize the output voltage very quickly to
its desired value without having any significant impact even with a large variation in the
load resistance. Figure 10a also confirms the faster settling time with less transient with the
AFN-FTSC controller during the post-disturbance operation while making its comparison
with the FTSC controller.
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iL: 0.25 A/div and time: 100 ms/div): (a) AFN-FTSC controller, (b) FTSC controller.

Several quantitative factors such as the peak value, overshoot, undershoot, and settling
time are calculated to validate the performance of the designed AFN-FTSC against the FTSC,
where these values for both controllers are captured in Table 4. The designed AFN-FTSC
outperforms the existing FTSC in all aspects that can also be found in Table 4. The next
case study analyzes and compares the performance of the designed and existing controllers
against variations in the input supply voltage.

Table 4. Peak value, overshoot, undershoot, and settling time with variations in the load.

Controller Peak Value (V) Overshoot (%) Undershoot (%) Settling Time (ms)

AFN-FTSC 0 0 6.66 2
FTSC 8 16 40 20

Case II: Output voltage regulation with variations in the input supply voltage
This test considers the variation in the input supply voltage to show the superiority

of the designed AFN-FTSC over the existing FTSC algorithm. The input voltage is rated
at 0 V at the start of the test, and it is suddenly raised to 100 V at t = 0.25 s. However, the
output reference voltage is kept constant at 30 V. The corresponding dynamic responses
of different states for the converter are shown in Figure 11. As illustrated in Figure 11a,
the designed AFN-FTSC can efficiently eliminate the effects of fluctuations in the input as
evidenced by the proper tracking of the output reference voltage. On the other hand, the
existing FTSC fails to realize the desired voltage tracking performance when responding
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to changes in input supply voltage. The result in Figure 11b shows that the FTSC cannot
cope with changes in the input supply voltage, however, the designed AFN-FTSC does not
experience any problem to maintain the desired performance.
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Figure 11. Dynamic performance of the converter under input supply voltage variations (Vo: 10 V/div,
iL: 0.5 A/div and time: 20 ms/div): (a) AFN-FTSC controller, (b) FTSC controller.

The peak value, overshoot, and settling time are calculated for this scenario and
presented in Table 5, which clearly demonstrates the effectiveness of the AFN-FTSC over
the FTSC. From Table 5, it can be seen that the output voltage recovery time of the AFN-
FTSC is 5 ms, whereas it is 28 ms for the existing FTSC. Furthermore, from Table 5, it
can be seen that the voltage fluctuation with the designed AFN-FTSC is 3 V, while it is
11 V with the existing FTSC. In comparison to the existing FTSC controller, the designed
AFN-FTSC controller has a shorter settling time and lower voltage changes, as shown by
the data analysis.

Table 5. Peak value, overshoot, and settling time with variations in the input voltage.

Control Strategy Peak Value (V) Overshoot (%) Undershoot (%) Settling Time (ms)

AFN-FTSC 3 10 0 5
FTSC 11 36.66 0 28

In the next case, the converter’s reference output voltage variation is regarded as an
external perturbation to the converter, which is discussed in the following subsection.

Case III: Output voltage regulation with variations in the output reference voltage.
This test counts variations in the output reference voltage to demonstrate the robust-

ness of both controllers. At the start of the test, the reference voltage is rated at 20 V
and then suddenly changed to 30 V and vice-versa. Under this disturbance, the dynamic
responses of both states (Vo and iL) are depicted in Figure 12a,b. These responses clearly
demonstrate the superior capability of the AFN-FTSC controller (Figure 12a) for tracking
output reference voltage, as the existing FTSC controller fails to do so (Figure 12b).
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The peak value, overshoot, undershoot, and settling time are calculated for this
scenario and presented in Table 6. This table clearly shows very satisfactory performance
in terms of both settling time and overshoot with the designed AFN-FTSC over the FTSC.

Table 6. Peak value, overshoot, undershoot, and settling time with variations in the reference voltage.

Control Strategy Peak Value (V) Overshoot (%) Undershoot (%) Settling Time (ms)

AFN-FTSC 0 0 0 2
FTSC 2 6.66 0 40

The voltage tracking capability of each controller is evaluated using a sin-wave ref-
erence output voltage. As illustrated in Figure 13, the AFN-FTSC not only offers better
precise results, but it also eliminates chattering.
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Figure 13. Dynamic performance of the converter under sinusoidal wave in the output voltage reference
(Vo: 10 V/div, iL: 0.5 A/div, and time: 1 s/div): (a) AFN-FTSC controller, (b) FTSC controller.

The voltage tracking capability of each controller is evaluated using a triangular-wave
reference output voltage (Figure 14). The results indicate the advantage of the considered
AFN-FTSC over the FTSC algorithm in terms of output voltage tracking. The studied
AFN-FTSC displays a small tracking error (Figure 14a).
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Figure 14. Dynamic responses of the converter with triangular-wave variations in the output voltage
reference (Vo: 10 V/div, iL: 0.25 A/div and time: 2 s/div): (a) AFN-FTSC controller, (b) FTSC controller.

Case IV: Output voltage regulation under nominal start-up in the reference voltage.
The purpose of this test is to evaluate the robustness of both controllers under nominal

start-up in the output voltage reference. The output voltage of the converter, as presented
in Figure 15, is observed for this case, which clearly shows the settling time as almost 5 ms
with the AFN-FTSC. However, this settling-time is a bit larger, i.e., around 20 ms if the FTSC
is used. Similarly, the FTSC exhibits an overshoot of 20%, while there are no overshoots
when the AFN-FTSC is used. Therefore, it is also possible to deduce that the AFN-FTSC
method provides a superior dynamic response to the existing FTSC method.

The peak value, overshoot, undershoot, and settling time are calculated for this case
study and presented in Table 7. This table clearly shows very satisfactory performance in
terms of both maximum overshoot and settling time with the suggested AFN-FTSC over
the FTSC. Hence, the overall performance of the AFN-FTSC significantly dominates that of
the FTSC for all cases.
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Figure 15. Dynamic responses of the converter under nominal start-up in the output voltage reference
(Vo: 10 V/div, iL: 0.25 A/div and time: 20 ms/div): (a) AFN-FTSC controller, (b) FTSC controller.

Table 7. Peak value, overshoot, undershoot, and settling time with variations in reference voltage.

Controller Peak Value (V) Overshoot (%) Undershoot (%) Settling Time (ms)

AFN-FTSC 3 2 0 5
FTSC 10 20 0 20

5.3. Experimental Validation

A comparative study between the proposed and existing controllers was performed,
using integrals of error-based performance indices that are defined as the integral of
absolute error (IAE), integral of squared error (ISE), and an integral of time-weighted
squared error (ITSE). The mathematical expressions for these indices can be expressed
as in [26]:

IAE =
∫ T

0
|e(t)|dt, ISE =

∫ T

0
e(t)2dt, &ITSE =

∫ T

0
te(t)2dt (58)

where T denotes simulation time with e(t) as the error signal. The smaller value of these
indices indicates the better performance, as these indices basically represent the deviation
from the ideal condition. All these three indices are calculated for both controllers and
presented in Figure 16, which clearly demonstrates significantly smaller values for the
AFN-FTSC algorithm when compared with the FTSC algorithm.
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6. Conclusions

In this study, a robust regulator is developed by combining the synergetic theory of
control (STC) with a terminal attractor method to track the desired output voltage across
the load connected to a buck DC/DC converter. The time-varying dynamic reaching law
is employed to ensure the finite-time convergence of the tracking voltage errors and the
FNN model guarantees the estimation of the unknown converter nonlinear dynamics.
Experimental results are analyzed under various conditions including qualitative and
quantitative ways. Comparisons were made with an existing FTSC, and the newly designed
AFN-FTSC performs better in all conditions. Based on the analyses presented in this study,
the key findings can be summarized as:

• The designed AFN-FTSC properly tracks the reference value of the output voltage
with the minimum overshoot and faster settling time—even variations in the input
voltage, load resistance, and reference voltage.

• The steady-state is significantly low under any operating scenario.

The impacts of model perturbations and external disturbances are not incorporated
into the mathematical model, although these have been included during the analysis in
different platforms. Future work will further improve the AFN-FTSC design process by
capturing these impacts within the model.
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