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Abstract: The state of health and remaining useful life of lithium-ion batteries are important indicators
to ensure the reliable operation of these batteries. However, because they cannot be directly measured
and are affected by many factors, they are difficult to predict. This paper presents method of jointly
predicting state of health and RUL based on the long short-term memory neural network and
Gaussian process regression. This method extracts the batteries’ health factors from the charging
curve, selects health factors with more relevance than the setting standard as the characteristic of
capacity by the maximum information coefficient method, and establishes the battery aging and
remaining useful life prediction models with Gaussian process regression. On this basis, the long
short-term memory neural network is used to predict the trend of the change in health factors with the
increase in cycles, and the results are input into a Gaussian process regression aging model to predict
the state of health. Taking the health factors and state of health as the characteristics of remaining
useful battery life, a battery remaining useful life model based on Gaussian process regression is
established, and the change trend in the remaining useful life can be obtained by inputting the
predicted health factors and state of health. In this study, four battery data sets with different depths
of charge were used to verify the accuracy and adaptability of the algorithm. The results show that
the proposed algorithm has high accuracy and reliability.

Keywords: lithium-ion battery; state of health; remaining useful life; long short-term memory;
Gaussian process regression

1. Introduction

Lithium-ion batteries have many advantages, such as high energy density, low self-
discharge, and long service life, and have been applied in many fields [1,2]. However, with
the continuous charging and discharging process of lithium-ion batteries, the performance
of these batteries deteriorates, e.g., through a reduction in capacity and an increase in
impedance, which may create internal short circuit, thermal runaway, or other problems,
leading to equipment and system failures, and even catastrophic accidents [3]. Therefore,
it is very important to accurately estimate and predict the battery state to improve the
reliability of the battery. State of health (SOH) and remaining useful life (RUL) are important
indicators used to characterize the degree of battery aging [4].

At present, SOH and RUL estimation methods are mainly divided into model-based
methods and data-driven methods. Model-based methods include the equivalent circuit
model and the electrochemical model, according to different modeling mechanisms. Ac-
cording to the physical and chemical reactions inside the battery, the electrochemical model
deduces the degradation mechanism of battery performance in relation to the mechanism,
such as lithium-ion loss, active material loss, and conductivity loss.

The pseudo two-dimensional (P2D) [5] model describes the internal dynamic mech-
anism of lithium-ion batteries through a series of partial differential equations (PDE). It
can accurately estimate the battery state. This model is suitable for batteries with differ-
ent materials and can be developed and extended to more complex multifield coupling
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models. However, for complex models such as batteries, find analytical solutions with
PDE is difficult [6]. Generally, the single particle model (SPM) can be adopted, or PDE
can be reduced to ordinary differential equations to reduce the amount of calculation and
the complexity of the model. Reference [7] established mathematical equations based on
porous electrode theory and concentrated solution theory to describe the internal physical
and chemical behaviors of a power battery in the process of charging and discharging, and
meshed and discretized the PDE using the finite analysis method to reduce their order
to that of an ordinary differential equation. Reference [8] established an electrochemical
thermal coupling model, reduced the order of the electrochemical model, and estimated
the battery SOH based on the model parameters. However, simplifying the model also
reduces its accuracy, so it is worth considering how to balance the amount of calculation
and the accuracy of the model [9–12].

The equivalent circuit model ignores the complex physical and chemical reactions
inside the battery, and simulates the output characteristics of the battery through a series
parallel circuit of resistance and capacitance. Reference [13] compared and analyzed the
complexity, accuracy, and robustness of 12 equivalent circuit models in SOH estimation.
Based on the second-order equivalent circuit model, Reference [14] proposed a new SOC-
SOH relation function, which can be used for capacity update in SOC estimation. However,
the equivalent circuit model usually has poor accuracy and generalizability, and is only
suitable for limited operating conditions.

Some scholars have used empirical models to describe the capacity deterioration curve,
and use the Kalman filter (KF), particle filter (PF) [15], and its improved forms, such as the
unscented Kalman filter (UKF), adaptive unscented Kalman filter (AUKF) [16], interactive
multi model particle filter, or other extrapolated models [17], to estimate SOH and predict
RUL. However, empirical models cannot reflect the impact of operating conditions on
battery life. The semiempirical model, established according to the aging mechanism, can
take into account the impact of different service conditions on battery aging performance.
It is mainly established based on external factors, including the operating environment
and working condition of the battery, such as temperature, charge and discharge ratio,
depth of discharge (DOD), charge and discharge cut-off voltage [18], etc. Generally, the
Arrhenius, inverse power law, and double exponential formulas are used as the basis of the
semiempirical model. Reference [19] studied the aging characteristics of LiFePO4 batter-
ies, and established a generalized battery life model based on ampere hour throughput,
charge and discharge rates, and temperature with the Arrhenius formula. Reference [20]
established a three-parameter capacity decline model based on the double exponential
formula, and the result showed that the model had a better prediction effect than the
double exponential formula. In addition to temperature and magnification, Reference [21]
considered the influence of cut-off voltage on LFP battery capacity and internal resistance,
explored the coupling effect of two influencing factors on battery aging, and established
a multi-influence factor coupling the life prediction model combined with the Arrhenius
formula and the inverse power law formula. However, semiempirical models cannot reflect
the complexity of the internal electrochemical reaction and degradation mechanism of the
battery, which leads to the low prediction accuracy of the semiempirical model in the late
stage of battery decline.

Data-driven methods can be used to directly mine the deterioration information
and the evolution law of the health state of lithium-ion batteries through historical data,
without establishing a clear model formula. Existing methods include neural networks
and regression methods, such as the artificial neural network (ANN), support vector
machine (SVM), autoregressive model (AR model), etc. Reference [22] predicted the
battery RUL online with the AR model improved by the particle swarm optimization
algorithm. The calculation of the AR model is simple, but the prediction result has no
expression of uncertainty. Reference [23] proposed the RUL prediction method based on
the autoregressive integrated moving average (ARIMA) model. However, the ARIMA
model requires the stability of time series data and has high requirements for battery
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operating conditions. Reference [24] considered a dynamically driven recurrent network
(DDRN) to reduce the complexity of the network structure and improve the robustness of
the algorithm. However, DDRN has the problem of gradient disappearance. Reference [25]
established a regression model with an SVM algorithm to estimate battery RUL by training
battery terminal voltage and voltage derivative during charging. However, due to its own
characteristics, the SVM algorithm easily falls into local minima.

Gaussian process regression (GPR) is a probability prediction method based on a
Bayesian framework. It has the characteristics of a nonparametric expression and can be
used to solve regression problems with large dimensions, a small amount of data, and
nonlinearity [26,27]. GPR is simpler than neural network algorithms, and can greatly
reduce the amount of calculation required for RUL prediction.

SOH and RUL predictions based on data-driven methods can be divided into direct
and indirect methods. Based on the trend in the capacity decline, the former takes the curve
as a feature to directly predict the change in battery residual capacity. Due to the different
trends in batteries in different recession periods, this method cannot accurately predict the
recession trend of the whole life cycle of batteries. Indirect data-driven methods can achieve
better a prediction effect by extracting health factors (HFs) that can characterize the degree
of battery aging and taking them as the features to predict battery RUL. Reference [28]
extracted the constant current (CC) charging time and constant voltage (CV) charging
time as the HFs. Reference [29] selected the time required for the voltage change in the
same time interval during the discharge process and the same temperature change during
the discharge process to predict battery RUL. Reference [30] extracted the time when the
voltage dropped from 3.9 to 3.5 V during the discharge process and the time required for
the temperature to rise to the maximum. Due to the large uncertainty in the discharge
conditions during actual operation, the charging curve is relatively stable, so extracting
features from it is easy.

Because simple one-to-one mapping is not possible between the remaining available
capacity, or SOH, and the number of battery cycles due to the capacity regeneration phe-
nomenon, or RUL, traditional data-driven methods are not applicable. Moreover, SOH and
RUL are strongly correlated; thus, separately estimating them may reduce the prediction
accuracy. To fully reflect the health status of a battery, it is necessary to comprehensively
diagnose the current SOH and RUL of the battery to solve the problem of no one-to-one
mapping for both SOH and RUL and the problem of the lack of consideration of the corre-
lation between SOH and RUL. However, commonly used methods often estimate only one
of them, and separately estimating the two increases the amount of computation and the
algorithm complexity.

Moreover, to provide instruction for maintenance and fault alarms, it is necessary
to predict the trend of the change in batteries’ SOH and RUL in the future. SOH and
RUL cannot be sufficiently predicted with direct data-driven methods; however, they can
be predicted by predicting the change trend of HFs in the future. Based on the above
reasons, in this study, we developed a data-driven prediction method combining GPR
and long short-term memory (LSTM) to utilize both advantages of the regression and
indirect data-driven methods. Specifically, we extracted HFs from the charging curve of the
battery, analyzed the correlation between HFs and capacity with the maximum information
coefficient (MIC), and selected the HFs with high correlation. Through LSTM, the change
trend of HFs in the aging process was predicted, and the predicted HFs were used as
the input and capacity as the output of Gaussian process regression model, to accurately
estimate RUL.

The remainder of this paper is structured as follows: we first introduce the extraction
and selection of HFs, then define the overall procedure of SOH and RUL estimation. We
then describe the verification results of the method, and finally provide our conclusions.
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2. Health Factor Selection and Optimization
2.1. Extracting Health Factors

We selected 4 battery data sets from the lithium-ion battery test data published by
NASA to verify the method due to the limited experiment conditions [31].The battery
parameters and operating conditions are shown in Table 1.

Table 1. Battery parameters and operating conditions.

Battery
Index

CC Charge
Current (A)

Rated
Voltage (V)

Charging
Cut-Off
Current

(mA)

Discharge
Current (A)

Discharging
Cut-Off
Current

(V)

Rated
Capacity

(Ah)

B0005 1.5 4.2 20 2 2.7 2
B0006 1.5 4.2 20 2 2.5 2
B0007 1.5 4.2 20 2 2.2 2
B0018 1.5 4.2 20 2 2.5 1.86

We only extracted HFs in the process of battery charging. When charging the battery,
CC charging is first carried out, and CV charging is started after the voltage rises to the
charging cut-off voltage. Then, the battery keeps CV charging until the current drops to the
charging cut-off current. We selected six health characteristics from the charging current
and voltage curves, including:

1. HF1: the time of voltage rising from 3.9 to 4.2 V during CC charging;
2. HF2: voltage increase within 600 s after reaching 3.9 V in CC charging process;
3. HF3: current reduction within 900 s after entering CV charging process.

Because a battery can be represented with an 1st-order RC equivalent circuit and the
response of the equivalent circuit compies with exponential expression, after the battery
starts CV charging, the fitting curve expression of the current is follows:

I = HF4 + HF5e−HF6/t (1)

where I denotes the current; HF4–HF6 denote the selected HFs, which are related to the
battery time constant.

Figures 1 and 2 show the current and voltage curves of a B0005 battery at the 40th, 80th,
120th, and 160th cycles. The capacity curve of the battery is shown in Figure 3. HF1–HF6
after standardization are shown in Figure 4. During the cycle of battery charging and
discharging, due to the side reaction between the electrode and electrolyte, lithium ions
are continuously consumed, and the capacity shows a downward trend. However, during
repeated processes of charging and discharging, the side reaction products may be counter-
acted to some extent. Therefore, compared with the previous cycle, the battery performance
of the next cycle is better, and the capacity relatively increases. This phenomenon is called
capacity regeneration, which causes the local dynamic fluctuations [32,33] in capacity.
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2.2. Selecting Health Factors

As shown in Figure 4, the change trends of each HF are different, so it is difficult
to directly determine the correlation between HFs and the capacity. Therefore, we used
the maximum information coefficient (MIC) to measure the correlation between HFs and
the capacity.

The basic principle of the MIC is that when calculating the correlation between two
variables, the two variables are meshed on the scatter diagram formed in two-dimensional
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space; then, the joint approximate probability density of the two variables is obtained
according to the mesh, to obtain the mutual information value between the two variables
for normalization. There are corresponding normalized mutual information values at
different grid numbers and positions, and the maximum value is the MIC. The advantage
of the MIC lies in its generality and equality. The generality means that when there are
enough samples, it can identify a wide range of correlations, not limited to specific types,
such as linear correlations, periodic functional correlations, parabolic correlations, and
no-functional correlations. Equality means that for different correlation types, when adding
the same degree of noise, the MICs between variables are similar. The MIC is evaluated as
follows [34]:

mic(x, y) = max
a×b<B

I(x; y)
log min(a, b)

(2)

where a and b are the number of meshing in the x and y directions, respectively; I is the
mutual information value of variables x and y; and B is set to the amount of data to the
power of 0.6. For discrete variables X, Y, the scatter diagram composed of X, Y is meshed
in i columns and j rows with given i, j, and the maximum mutual information value is
calculated [35]:

MIC[x; y] = max
|X||Y|<B

I[X; Y]
log(min(|X|, |Y|)) (3)

Figure 5 shows the correlation analysis results between HF1–HF6 and capacity. It can
be seen that the correlations between the selected HFs and capacity are different. Because
variables are commonly regarded as highly correlated when correlation coefficients are
larger than 0.8, HFs with an MIC value greater than 0.8 were selected as the input of GPR
model, that is, HF1, HF2, HF3, and HF6.
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3. SOH and RUL Prediction
3.1. GPR Model

The probability density function of univariate Gaussian distribution is expressed as
follows [35]:

p(x) =
1

σ
√

2π
e(−

(x−µ)2

2σ2 ) (4)
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where σ2 is the variance of random variables; µ is the mean value of random variables.
Assuming that each dimension is independent of each other, the multivariate Gaussian
distribution can be expressed as:

p(x1, x2, . . . , xn) =
n

∏
i=1

p(xi) (5)

Therefore, the Gaussian regression process can be expressed as [27]:

f (x) ∼ N(µ(x), k(x, x′)) (6)

where µ(x) represents the mean function; k(x, x′) represents the covariance function, which
is also known as the kernel function, and is expressed as [27]:

k(x, x′) = θ0e
(− (x−x′)2

2θ2
1

)
+ σ2δij (7)

where δij is the Dirac function. When i = j, δij = 1; otherwise, it is 0.
The prior model of the Gaussian process is f (x) ∼ N(µ(x), k(x, x′)). Supposing that

this model is f (x) ∼ N(µ f , K f f ) , and the observed data (the given discrete data) are
(x̂, ŷ) and ŷ, and f (x) satisfies the joint Gaussian distribution; then, the joint probability

density formula can be expressed as [27]:[
f (x)

ŷ

]
∼ N(

[
µ f
µy

]
,

[
K f f K f y
KT

f y Kyy

]
) (8)

K f f = k(x, x)
K f y = k(x, x̂)
Kyy = k(x̂, x̂)

(9)

where x is the independent variable that needs to be predicted; x̂ is the observed indepen-
dent variable, which is already known. The following can be determined with Bayesian
probability expression:

f ∼ N(KT
f y + µ f , Kyy − KT

f yK−1
f f K f y) (10)

Then, the predicted mean value is calculated as follows:

ymean = KT
f yK−1

f f ŷ (11)

The predicted error is calculated as follows:

yσ = Kyy − KT
f yK−1

f f K f y (12)

If the super parameters θ0 and θ1 in the covariance function are determined, then the
predicted value can be obtained.

The hyperparameters can be optimized by the maximum likelihood expression. The
expression of maximum likelihood is as follows:

log p(y|θ0, θ1) = log N(0, Kyy(θ0, θ1))

= − 1
2 yTK−1

yy y− 1
2 log

∣∣Kyy
∣∣− N

2 log(2π)
(13)

The partial derivative of the likelihood function can be solved by the conjugate gradient
method: 

∂
∂θi

log p(y|x, θ) = 1
2

{[
ααT − (K f f (x, x))−1·

∂(K f f (x,x))
∂θi

]}
α = (K f f (x, x))−1y

(14)
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3.2. LSTM

The LSTM cell is composed of an input gate, a forgetting gate, an output gate, and cell
state.

1. Input gate determines how much of the input data of the network needs to be saved
to the unit state at the current moment;

2. Forgetting gate determines how much unit state at the previous moment needs to be
retained at the current moment;

3. Output gate controls how much current unit state needs to be output at the current
moment.

The LSTM cell replaces the recurrent neural network (RNN) cell in the hidden layer
with LSTM cells, so that it has long-term memory ability. After continuous evolution, the
cell structure of the most widely used LSTM model is shown in Figure 6, and its forward
calculation method can be expressed as:

it = σ(Wxixt + Whiht−1 + Wcict−1 + bi) (15)

ft = σ(Wx f xi + Wh f ht−1 + Wc f ct−1 + b f ) (16)

ct = ftct−1 + ittanh(Wxcxt + Whcht−1 + bc) (17)

ot = σ(Wxoxt + Whoht−1 + Wcoci + bo) (18)

ht = ottanhct (19)

where i, f , c, and o are input gate, forgetting gate, cell state, and output gate, respectively;
W and b are the corresponding weight coefficient matrix and offset, respectively; σ and
tanh are the sigmoid function and hyperbolic tangent activation function, respectively.

Sustainability 2022, 14, x FOR PEER REVIEW 10 of 18 
 

 

 
Figure 6. Principle of LSTM. 

For the LSTM training process, the backpropagation through time (BPTT) algorithm 
is adopted, which is similar to the back propagation (BP) algorithm. There are roughly 4 
steps: 
1. Calculate the output value of LSTM cells according to the forward calculation 

method Formulas (15–19); 
2. Calculate the error term of each LSTM cell backwards, with directions of time and 

network level; 
3. Calculate the gradient of each weight value according to the corresponding error 

term; 
4. The weight value is updated by optimization algorithm for gradient. 

We used adaptive moment estimation (Adam) to optimize the gradient. Adam is a 
first-order optimization algorithm that can replace the traditional random gradient de-
scent process. It can iteratively update the weights of neural networks based on training 
data. The algorithm combines the first-order momentum of traditional SGDM (SGD with 
momentum) and the second-order momentum of AdaDelta. It not only has the advantage 
of adaptive learning, but also shows good convergence speed and effect. 

3.3. Structure of SOH and RUL Prediction 
After obtaining the measured HFs series data of the first k cycles, the trend in the HFs 

with the number of cycles can be predicted with LSTM. Each predicted HF is input into 
the three GPR HF-LSTM models, and the corresponding SOH prediction value can be ob-
tained through the GPR SOH model. Offline training is carried out by setting three stand-
ardized HFs and capacity as the input and output, respectively. The RUL prediction pro-
cess of battery based on HFs is shown in Figure 7. 

Figure 6. Principle of LSTM.

For the LSTM training process, the backpropagation through time (BPTT) algorithm
is adopted, which is similar to the back propagation (BP) algorithm. There are roughly 4
steps:

1. Calculate the output value of LSTM cells according to the forward calculation method
Formulas (15–19);

2. Calculate the error term of each LSTM cell backwards, with directions of time and
network level;

3. Calculate the gradient of each weight value according to the corresponding error
term;

4. The weight value is updated by optimization algorithm for gradient.

We used adaptive moment estimation (Adam) to optimize the gradient. Adam is a
first-order optimization algorithm that can replace the traditional random gradient descent
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process. It can iteratively update the weights of neural networks based on training data. The
algorithm combines the first-order momentum of traditional SGDM (SGD with momentum)
and the second-order momentum of AdaDelta. It not only has the advantage of adaptive
learning, but also shows good convergence speed and effect.

3.3. Structure of SOH and RUL Prediction

After obtaining the measured HFs series data of the first k cycles, the trend in the HFs
with the number of cycles can be predicted with LSTM. Each predicted HF is input into the
three GPR HF-LSTM models, and the corresponding SOH prediction value can be obtained
through the GPR SOH model. Offline training is carried out by setting three standardized
HFs and capacity as the input and output, respectively. The RUL prediction process of
battery based on HFs is shown in Figure 7.
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4. Results

In order to verify the prediction accuracy and reliability of the proposed algorithm
for different batteries, we used the data of four batteries provided in Table 1. Mean square
error (MSE), mean absolute error (MAE), and root mean square error (RMSE) were used as
the indicators of algorithm performance:

MSE =
1
n

n

∑
i=1

(yi − ŷi)
2 (20)

RMSE =

√
1
n

n

∑
i=1

(yi − ŷi)
2 (21)

MAE =
1
n

n

∑
i=1
|yi − ŷi| (22)

where n is the length of training set; yi is the experiment data of SOH or RUL; ŷi is prediction
data of SOH or RUL.

In each cycle, the selected four HFs were extracted from the charging current, voltage
curve. In order to verify the accuracy and reliability of the established battery aging model,
the first half of the four batteries’ data was used as the training set, and the second half was
used as the test set. To improve the accuracy of prediction, when predicting with LSTM, the
sliding window method was adopted; that is, certain cycle data were predicted based on
the training set, and the obtained prediction results were added to the end of the training
set to predict the next cycle data. Figure 8 shows the prediction results of the HFs based
on LSTM, in which the black line is the real HF data, and the red line is the prediction
data based on LSTM. The prediction results based on the LSTM sliding window prediction
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method better followed the trend in HF, but there was still a certain deviation from the
experimental values in the late stage of battery recession.

Using the four HFs predicted by LSTM as the input of the GPR model to predict the
SOH of batteries, Figure 9 shows the prediction results and relative errors of batteries
B0005, B0006, B0007, and B0018 from left to right. The black line is the experimental data,
and the red line is the predicted data, which follows the experimental data well. Table 2
shows the predicted SOH of the four batteries. Although there was a certain deviation in
the prediction of the HFs in the late period of battery recession, the GPR model could still
maintain a high-precision prediction of SOH, including the local capacity regeneration part,
and the prediction MAE was less than 0.01, which verified the effectiveness of the method.

Table 2. SOH prediction results of 4 batteries based on GPR.

Battery Index MSE RMSE MAE

B0005 1.55 × 10−4 0.012 0.007
B0006 1.62 × 10−4 0.013 0.008
B0007 7.66 × 10−5 0.009 0.005
B0018 2.11 × 10−4 0.015 0.010

In order to explore the influence of different training set sizes on the effectiveness
of the model, 50%, 60%, 70%, and 80% training set sizes were used to predict the SOH
of B0005.

The prediction results are shown in Figure 10. From left to right are the prediction
results with training set sizes of 60%, 70%, and 80% of the original data set length for
battery B0005. It can be seen that the estimated values of the four batteries were quite close
to the true values, and the corresponding SOH estimation error was smaller. When the
training set was 80% of the original data set, the relative error of all points was within 1%.

RUL estimation is an estimation of the number of cycles left for the battery capacity to
decay to EOL. In order to ensure the accurate prediction of the change in HFs and reduce
the computational complexity as much as possible, we took the predicted HFs and SOH
as the input of the GPR model and the remaining cycle number (RUL) as the output. The
prediction results are shown in Figure 11. The black line is the real RUL and the red line is
the estimated value.

It can be seen from the results that the change trend in the RUL prediction result
basically conformed to the real RUL change trend. The relative prediction error was
basically distributed within ± 0.5% for B0005, ± 0.4% for B0006, ± 1% for B0007, and ± 1%
for B0018. Table 3 shows the calculation results of MSE, RMSE, and MAE. The MAE of each
battery was less than one.

Table 3. RUL prediction results of 4 batteries based on GPR.

Battery Index MSE RMSE MAE

B0005 9.4526 × 103 97.2244 0.2746
B0006 7.1663 × 103 84.6543 0.2550
B0007 7.4450 × 103 86.2844 0.3326
B0018 30.6684 5.5379 0.5789
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5. Conclusions

In this study, a joint estimation method of SOH and RUL based on GPR and LSTM
was designed. By extracting six HFs from the charging current and voltage curves and
analyzing the correlations between HFs and capacity with MIC, four HFs with the highest
correlation were selected as the characteristic inputs of SOH in the GPR model. Then,
four HFs were predicted based on LSTM, and the predicted HFs were input into the GPR
model for SOH to obtain the predicted SOH. Then, the predicted SOH was input into the
GPR model for RUL to predict RUL. In order to verify the reliability and accuracy of the
algorithm, we used a four-battery data set with different discharge depths from NASA data.
The results showed that the proposed joint estimation method of SOH and RUL based on
GPR and LSTM has high accuracy and reliability.
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