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Abstract: The outbreak of the COVID-19 has brought about huge economic loss and civil aviation
industries all over the world have suffered severe damage. An effective method is urgently needed
to accurately predict air-transport demand under the influences of such accidental factors. This paper
proposes a novel predicting framework for the air-transport demand considering the uncertainties
caused by accidental factors including regional wars, climatic anomalies, and virus outbreaks. By
employing a seasonal autoregressive integrated moving average (sARIMA) model as the basic model,
a particle filter (PF)-based sARIMA-pf model is proposed. The applicability of adapting the high-
order sARIMA model as the state transition model in a PF framework is shown and proven to
be effective. The proposed method has the advantage of coping with short-term prediction with
known uncertainties. By conducting case studies on the prediction of air passenger traffic volume in
China, the sARIMA-pf model showed better performance than the sARIMA model and improved
the accuracy by 49.29% and 44.96% under the conventional and pandemic scenarios, respectively,
when using the root mean square error (RMSE) as the indicator.

Keywords: predicting model; air-transport-demand forecasting; seasonal autoregressive integrated
moving average (sARIMA) model

1. Introduction

The COVID-19 pandemic has had a huge impact on the world economy, and especially
on the civil aviation industry. According to the International Air Transport Association
(IATA), the number of air passengers around the world decreased by 50% in 2021 compared
to before COVID-19 and nearly USD 200 billion was lost in the past two years [1]. Air-
transport demand is an important foundation on which airlines make flight schedules and
airports make ground-support schemes. Facing the uncertainties caused by more and more
accidental factors such as regional wars, climatic anomalies, and virus outbreaks, pursuing
more dependable prediction methods to forecast air-transport demand inevitably becomes
a central challenge for the civil aviation industry [2].

Air-transport-demand forecasting has been the focus of much research over recent
decades. Prediction methods can be generally divided in to two categories: data-driven
methods and model-based methods [3]. The traditional data-driven methods use his-
torical data to fit the existing mathematical relationships such as linear and non-linear
relationships, and the prediction results are obtained by extending the fitted methods to
future time points. This method has been widely used in the engineering practice [4]. In
fact, in most cases, the development of the air-transport demand can hardly be regarded
as a linear or non-linear trend, instead, owing to holiday and fare factors, it should be
regarded as a stochastic process with periodicity. The model-based methods try to model
the stochastic process as a more complex relationship, as well as consider the influences of
associated factors. One of the typical model-based methods is the autoregressive moving
average (ARMA) model proposed by Box and Jenkins [5]. This model is further devel-
oped into the autoregressive integrated moving average (ARIMA) model and the seasonal
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ARIMA (sARIMA) model [6] to deal with the non-stationary data problem. Alberto and
Postorino [7] conducted a test of ARIMA models on the Reggio Calabria airport and the
test results showed that the models could predict the trend of the passenger throughput
with a satisfactory result. Since air-transport demand shows periodic variations, sARIMA
models have receiving wider attention than the other time-series models. Tsui et al. [8]
forecasted Hong Kong airport’s passenger throughput with the sARIMA model and the
multivariate ARIMA model (ARIMAX), and both models predicted a steady growth in
future airport passenger traffic in Hong Kong.

Accidental factors make short-term air-transport demand change rapidly, as reported
by IATA. Barczak et al. [9] estimated the differences between the demand that was observed
during the pandemic and the demand that was forecast based on the pre-pandemic trend.
The results showed that all the tested models failed when COVID-19 occurred, although all
the tested models performed well ignoring the occurrence of the pandemic. The traditional
models failed to describe the influences of the accidental factors because the models
were established using only endogenous variables, but the accidental factors should be
regarded as external variables for the air-transport-demand process. In other words, facing
sudden uncertainty, the ARIMA-like models are conducted without incorporating more
uncertain information.

Considering that the uncertainties caused by short-term external factors are difficult
to model, two technological paths are getting increasing attention. One of the paths is a
machine-learning method. Zhu et al. [10] proposed a novel deep-learning model framework
to predict the airport throughput during the pandemic and their method showed better
performance than baselines methods in departure-throughput predictions. As well as
methods based on the neural networks, support vector machine methods [11,12] and K-
nearest neighbor methods [12] are also commonly used machine learning models and often
increase prediction accuracy. Although machine-learning methods have the advantage
of predicting air-transport demand taking into account uncertainties caused by external
variables such as a black box with the support of large number of data, it is still hard
to interpret the relationships between the prediction results and the external variables.
The methods are difficult to be utilize when there are less data to support them, and the
scenarios with insufficient data are the situations faced by air-transport-demand forecasting.
In the other path, hybrid models are applied by employing the information fusion ability of
multiple methods. Jin et al. [13] tried to improve the prediction performance by proposing
a new hybrid ensemble approach. By combining the kernel extreme learning machine with
the ARMA model, their methods showed better robustness compared with the methods
using single models. Wong et al. [14] combined the Markovian model with the Grey model
and found that a fuzzy-Markovian model showed better performance on the observations
with trends and intercepts. Normally, such hybrid methods show better performance
under the certain circumstances, but the methods are also limited by the characteristics
of the combined models. The method with universal applicability to different kinds of
uncertainties is still under-researched.

Filtering methods [15,16] are commonly used to build the framework for solving vari-
ous prediction problems with complex uncertainties [17,18], especially for the situations
when there are less data. Filtering methods are able to make full use of the known informa-
tion and are suitable to be employed for air-transport-demand forecasting. Typical filtering
methods includes Kalman filter (KF), extended KF (EKF), and unscented KF (UKF) [19].
Since KF methods suppose that the noise signal should conform to Gaussian distribution,
which is against the fact that to predict the air-transport demand, the accidental factors
tend to follow arbitrary distributions, the particle filtering (PF) method with wider ap-
plicability including non-Gaussian and non-linear hypotheses was introduced [20]. Such
kinds of models compromise the merits of data-driven models and have less demand in
data quantity.

In this work, a novel universal framework for predicting air-transport demand with
uncertainties is proposed. To overcome the disadvantages of the existing models, particle
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filtering is employed to establish the predicting framework and an sARIMA model is
chosen as the basic model for common air-transport-demand forecasting. By using the
framework, time-series models including ARIMA-based models can all be used as the
basic model dealing with different forecasting scenarios. The proposed predicting method
is called the sARIMA-pf method, and combines both time-series models and filtering
methods to promote credibility with multiple uncertainties caused by accidental factors
such as wars, epidemics, and extreme weather. One of the main contributions of this work
is that the applicability of a high-order sARIMA used as the state transition model of the
particle filter framework is shown and the effectiveness is proved. The rest of the paper
is organized as follows: The framework for predicting the air-transport demand and the
proposed sARIMA-pf technique is described in detail in Section 2. The situation of a high-
order sARIMA model used as the state transition model in a PF framework is derived. In
Section 3, the application of the method is verified by conducting the method on the volume
of air passenger traffic of China and the comparisons with methods including sARIMA
models under both step-by-step and target-time predicting scenarios are discussed. In
Section 4, some conclusions and remarks are made.

2. Modeling Approaches
2.1. Particle-Filter Based Predicting Framework

The fluctuation of air traffic demand is influenced by multiple factors such as weather,
substitution, fare changes, and epidemics. These external factors cause a difference between
the real air-traffic demand and the volume of air-passenger traffic. In other words, the
real air-traffic demand cannot be measured and can only be estimated by theory, and the
volume of air-passenger traffic can be regarded as the observation of the real air-traffic
demand. The proposed framework tries to establish a model to describe the theoretical
development process and the observed volume of air passenger traffic.

Supposing that the real demand can be described as a sequence x0:k = {x0, x1, . . . , xk},
where xk is the real demand at a certain time k. The corresponding observing value which is
reflected by the volume of air passenger traffic or the airport throughput can be described as
another sequence y0:k = {y0, y1, . . . , yk}, where yk is the observed value at a certain time k.
Then, the relationship between the real demand and the observation can be represented as

yk = h(xk, vk) (1)

where h represents the measurement function and vk ∈ Rny is used to describe the uncer-
tainties of the observation process. xk ∈ Rnx is also called the state value of the observing
system, yk ∈ Rny is the measuring value of the system, nx is the dimension of the states,
and ny is the dimension of the observations. It should be noted that the uncertainties of the
observation process are mainly caused by statistical errors such as missing, repeated, and
wrong records of the number of passengers for the prediction.

Meanwhile, the real demand is supposed to be follow the law of its own development.
If the law of development is modelled, it can be described as

xk = f (xk−1, uk) (2)

where uk ∈ Rnx is the independent, identically distributed uncertainties with known
probability densities and f represents the state transition function. It should be noted that
the uncertainties of the development model include all the accidental factors.

For a practical prediction process, when an observation is obtained the number of
passengers cannot be remeasured and the real demand cannot be obtained. Therefore,
to promote the degree of credibility the process is translated into the process to find the
posterior estimate of the real demand.
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According to the Bayesian rule, the posterior estimation is common given by

p(x|y) = p(y|x)p(x)
p(y)

=
p(y|x)p(x)∫
p(y|x)p(x)dx

(3)

where p(x) and p(y) are the probability distributions of state x and observation y, and they
should satisfy p(y) > 0. Then, the problem for the prediction is to obtain the probability
distributions p(xk|y0:k) . p(xk|y0:k) is to estimate the value of xk using the observing
information from the sequence y0:k = {y0, y1, . . . , yk}. p(x0) = p(x0|y0) is supposed to be
known distribution.

The prediction method can be regarded as the iteration of two main steps. The first step
is the estimating step, in which the state value is estimated using the known information.
The estimated value can be obtained by

p(xk|y0:k) =
p(yk|xk)p(xk|y0:k−1)

p(yk|y1:k−1)
(4)

The next step is the predicting step. The idea is to obtain the a priori estimate of
the state. According to the Chapman–Kolmogorov formula, the a priori estimate can be
obtained by

p(xk|y0:k−1) =
∫

p(xk|xk−1, y0:k−1)p(xk−1|y0:k−1)dxk−1
=
∫

p(xk|xk−1)p(xk−1|y0:k−1)dxk−1
(5)

where p(xk|xk−1) can be obtained by Equation (2). For the Equation (5), the value of
p(xk−1|y0:k−1) is obtained by the last estimating step. Since the process is iteratively
calculated, the estimating step can also be regarded as the updating step to calculate the
value for predicting step.

In engineering practice, the posterior probability is rarely obtained using an analytical
solution and to solve Equation (5), the particle filtering method is employed. Supposing that{

xi
0:k, i = 1, 2, . . . , N

}
is a set of particles, and N is the number of the particles, a continuous

probability distribution can be discretely described by the probability of occurrence of
particles at each sampled value. The probability of particles’ occurrence can be obtained
from the importance distribution q(x0:k|y0:k) , and the importance weight for each particle
can be calculated by

ωi
k =

p(x0:k|y0:k)

q(x0:k|y0:k)
∝ ωi

k−1

p(yk

∣∣∣xi
k)p(xi

k

∣∣∣xi
k−1)

q(xi
k

∣∣∣xi
k−1, yk)

(6)

where ωi
k is the weight of a particle at time k, and the posteriori distribution p(xk|y0:k) can

be calculated by

p(xk|y0:k) ≈
N

∑
i=1

ωi
kδ(xk − xi

k) (7)

where δ is the Dirac function [21]. The weights of the particles are the probability of the
uncertainties by the accidental factors.

2.2. Seasonal Autoregressive Integrated Moving Average (sARIMA) Model

The ARIMA model is a type of time-series model, which is commonly used to model
the air traffic demand. In this work, the sARIMA model is employed as part of the
development model for the real-demand prediction as is described in Equation (2).

Since the sARIMA model is based on the ARIMA model, the ARIMA model is first in-
troduced. When the differential order is set as 1, the model ARMA(p′, q) or ARIMA(p′, 1, q)
can be described by

xk − φ1xk−1 − φ2xk−2 − . . .− φp′xk−p′ = εk + θ1εk−1 + θ2εk−2 + . . . + θqεk−q, (8)
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where εk is the random error at time k, which is generally assumed to be independent,
identically distributed variables sampled from a normal distribution with zero mean.
φi(i = 1, 2, . . . , p′) and θj(j = 1, 2, . . . , q) are model parameters. p′ and q are integers
and often referred to as orders of the model. To introduce the model ARIMA(p, d, q), the
lag operator L should firstly be defined. For the sequence x0:k = {x0, x1, . . . , xk}, the lag
operator can be described as

Lxt = xt−1, t = 2, . . . , k. (9)

Then the ARIMA(p′, 1, q) can be written as

(1−
p′

∑
i=1

φiLi)xi = (1 +
q

∑
i=1

θiLi)εk (10)

Assuming that the polynomial (1−
p
∑

i=1
φiLi)xi has a unit root of multiplicity d, then

Equation (10) can be rewritten as

(1−
p′

∑
i=1

φiLi) = (1−
p′−d

∑
i=1

ϕiLi)(1− L)d (11)

Substituting p = p′ − d into Equation (11) yields

(1−
p

∑
i=1

ϕiLi)(1− L)dxk = (1 +
q

∑
i=1

θiLi)εk (12)

which can be generalized as

(1−
p

∑
i=1

ϕiLi)(1− L)dxk = δ + (1 +
q

∑
i=1

θiLi)εk (13)

Based on the work of Box and Jenkins [5], a practical approach has been developed
to build ARIMA models. The Box–Jenkins methodology includes three iterative steps of
model identification, parameter estimation, and diagnostic checking. The basic idea of
model identification is that if a time-series is generated from an ARIMA process, it should
have some theoretical autocorrelation properties. By matching the empirical autocorrelation
patterns with the theoretical ones, it is often possible to identify one or several potential
models for the given time series [22]. This three-step model-building process is typically
repeated several times until a satisfactory model is finally selected. The final selected model
can then be used for prediction purposes.

sARIMA models are capable of modeling seasonal data compared with the non-
seasonal ARIMA models. A seasonal ARIMA model is formed by including additional
seasonal terms, which can be written as

ARIMA(p, d, q)(P, D, Q)m (14)

where m is the number of observations per each time period and P, D, and Q are the
seasonal parameters of the model. The seasonal terms are multiplied by the non-seasonal
terms to obtain the representation of sARIMA models. For details refer to [23].

2.3. The Proposed sARIMA-Pf Method

When the model whose order is p as is given by Equation (8) is utilized as the devel-
opment model of the real demand, Equation (2) should be rewritten as

xk = f (xk−1, xk−2, . . . , xk−p, uk) (15)
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It should be noted that all the ARIMA-based models can be transformed to the form
given by Equation (15).

Although the form of the model is different, the PF framework still takes hold and can
be proven as follows. For the prediction step, the prior PDF of the state at time k is

p(xk |y0:k−1) =
∫ ∫

. . .
∫

p(xk , xk−1, . . . , xk−p |y1:k−1)dxk−1dxk−2 . . . dxk−p

=
∫ ∫

. . .
∫

p(xk |xk−1, xk−2, . . . , xk−p , y0:k−1)p(xk−1|y0:k−1) . . . p(xk−p |y0:k−1)dxk−1dxk−2 . . . dxk−p

=
∫ ∫

. . .
∫

p(xk |xk−1, xk−2, . . . , xk−p)p(xk−1|y0:k−1) . . . p(xk−p |y0:k−p)dxk−1dxk−2 . . . dxk−p

(16)

where p(xk|xk−1, xk−2, . . . , xk−p) can be obtained by Equation (15), and p(xk−p

∣∣∣y0:k−p) is
obtained by the update step in loop k− p. p(x0) = p(x0|y0:0) is known previously.

For the update step, with a new observation yk, the posterior probability distribution
of the state can be calculated by Equations (5) and (6). Thus, the Bayesian solution is
capable of being used in a high-order model.

Then, the proposed sARIMA-pf method can be described by the three main steps:
Step 1 Initialization: Given the historical observations y0:k = {y0, y1, . . . , yk}, the

sARIMA model xk = f0(xk−1, xk−2, . . . , xk−p0 , εk) is firstly built. The number of particles N
is set. The particles and their weights are initialized as {x0

i = x0 + ε0, ω0
i = 1

N }N
i=1, where

ε0 is the probability distribution of the external accidental factors.
Step 2 Iteration: For the next time points k + 1, when the new observation yk+1 is

obtained, calculating the posterior probability distribution of the state at the time point
k + 1 by using Equations (5) and (6) and updating the prior probability distribution of
the state at point k + 2 by using Equation (15). Normalizing the weight of each particle
and conducting the resample according to the updating weights. Rebuilding the sARIMA
model using the new observation sequence y0:k+1 = {y0, y1, . . . , yk+1}. For the next time
points k + 2, k + 3, . . ., iterating the above process as needed, until it reaches the target
time point.

Step 3 Prediction: The last a priori probability distribution of the state is the predicting
result and the confidence interval concerning the uncertainties by the accidental factors can
be obtained by counting the distribution of the particles.

2.4. Error Calculation

Mean square error (MSE) is commonly used to evaluate the performance of the pre-
diction [24]. The model with lowest MSE is considered as the best model when using
the MSE criterion. There are also other criteria such as root mean square error (RMSE),
mean percentage error (MPE), and mean absolute error (MAE). By using such criteria, the
performance of the different predicting methods can be compared and analyzed. Since the
evaluating results of these criteria are nearly the same, the MSE and RMSE are employed
in this paper to test the performance of the proposed method. The MSE and RMSE can be
calculated by

MSE = 1
m

m
∑

i=1
(yi − ŷi)

2

RMSE =
√

MSE
(17)

where m is the length of the predicting data, yi is the observed value, and ŷi is the pre-
dicted value.

3. Case Study
3.1. The Predicting Scenario and the Uncertainties Modeling

To verify the effectiveness of the proposed method, the air passenger traffic volume
of China is employed to represent the air-transport demand in China. The air passenger
traffic volume can be obtained from Civil Aviation Administration of China (CAAC, http:
//www.caac.gov.cn/en/SY/ (accessed on 27 October 2022)). As shown in Figure 1, the
monthly air passenger traffic volume data from February 2006 to June 2022 were utilized to
fit the model and test the results.

http://www.caac.gov.cn/en/SY/
http://www.caac.gov.cn/en/SY/
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Two predicting scenarios were selected to test the performance of the proposed method.
One of scenarios is regarded as the conventional scenario to predict the air passenger traffic
volume before the outbreak of COVID-19. The other one is to predict the air passenger
traffic volume under the COVID-19 pandemic. For the conventional scenario, the sARIMA
method is usually believed to be one of the most accurate methods, hence, sARIMA was
used for comparison. For the pandemic scenario, considering the sARIMA method may
failed for long-term prediction, the step-by-step prediction was conducted for comparison.

Theoretically, with sufficient statistics, all kinds of known uncertainties can be modeled
as a certain distribution. For single airports or airlines, the uncertainties may come from
weather, economics, and so on. Geological disasters, changing weather, and economic
activity usually happen regionally and only lead to limited impact on the air passenger
traffic volume, which can be proved by the small difference in 2008 when the Wenchuan
earthquake occurred and the Olympic games were held in Beijing, as shown in Figure 1.
Even in 2003, when SARS-CoV was widely spread, it took only three months for the air
passenger traffic volume of China to recover to the pre-pandemic levels. To simplify the
fusion of different distributions and considering all the known and unknown uncertainties
in this case, the growth rate of air passenger traffic volume was utilized as the indicator.
It should be noted that the chosen indicator may represent the combined effect of both
interior and external accidental factors, and it can be replaced by other distributions of
uncertainties. The distribution of the growth rate of the air passenger traffic volume is
shown in Figure 2. The distribution can be fitted as the Gaussian distribution N~(0.185,
0.249) and the probability of each value can be calculated by

prob =
1√

2 ∗ pi ∗ 0.249
∗ e−

1
2 (

(x−0.185)2
0.249 ). (18)
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3.2. Case Study of Air Passenger Traffic Volume Prediction

The performance of the proposed sARIMA-pf method was tested using the data from
before the outbreak of COVID-19 to obtain a comparable result with the conventional
methods. There were 167 data points before the outbreak of COVID-19. The data is from
February 2006 to December 2019 and the first step was to build the sARIMA models.

Seasonality can be identified by a visual examination of the data sequence, using
the autocorrelation function (ACF) and the partial autocorrelation function (PACF). The
result of ACF displays the time lag on the horizontal axis and the vertical axis displays the
autocorrelation coefficient.

The result of ACF on the raw data from February 2006 to December 2019 is displayed in
Figures 3 and 4, from which it can be seen that ACF of the raw data is not rapid convergence
to the threshold value, which means the raw data is not stable and cannot be used to build
ARMA model directly. The raw data should be calculated by the differential function.
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The differential data is shown in Figure 5. It can be seen that the trend is wiped off
and the periodic fluctuation is retained compared with the raw data shown in Figure 1.
By conducting the ACF on the differential data, as shown in Figure 6, we can find that the
differential data display rapid convergence to the threshold value, which means that the
differential data is stable. The largest peak arises where the lag equals 12, which proves the
data is seasonal and suitable for modeling by sARIMA. The seasonal period is set as 12.
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Practically, the simplest model that adequately represents the problem should be
used [25]. This means that the forecasting model should use the least number of parameters
to avoid overfitting. The Akaike information criterion (AIC) and Schwarz’s Bayesian
information criterion (BIC) were used in this work. AIC and BIC can by calculated by

AIC = N log( SSE
N ) + 2(k + 2)

BIC = N log( SSE
N ) + (k + 2) log(N)

(19)

where SSE is the sum of squared errors and k is the number of parameters in the model.
The results are given in Table 1. Since the minimum value of AIC occurs when the order of
AR is 3 and the order of MA is 4, ARIMA(3,1,4) is selected as the model. The distribution of
air passenger traffic volume after using the differential method is shown in Figure 7, from
which we can find that it satisfies the normal distribution. Then, sARIMA(3,1,4) (1,1,1)12, is
set as the model for the proposed framework.

Table 1. ARIMA models and results.

Model AIC BIC Model AIC BIC

ARIMA(1,1,1) 1.9040 1.9131 ARIMA(3,1,1) 1.9052 1.9203
ARIMA(1,1,2) 1.8971 1.9093 ARIMA(3,1,2) 1.9072 1.9254
ARIMA(1,1,3) 1.9058 1.9210 ARIMA(3,1,3) 1.9086 1.9298
ARIMA(1,1,4) 1.9061 1.9243 ARIMA(3,1,4) 1.8900 1.9142
ARIMA(2,1,1) 1.9040 1.9161 ARIMA(4,1,1) 1.9049 1.9232
ARIMA(2,1,2) 1.9048 1.9200 ARIMA(4,1,2) 1.8994 1.9207
ARIMA(2,1,3) 1.8996 1.9178 ARIMA(4,1,3) 1.8964 1.9207
ARIMA(2,1,4) 1.8997 1.9210 ARIMA(4,1,4) 1.8909 1.9183
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Figure 7. The distribution air passenger traffic volume using the differential method.

Then, the sARIMA can be used to build the sARIMA-pf model by the steps proposed
in Section 2.4. One hundred of the 167 data points (from February to May 2014) were used
as the modeling data to build both the sARIMA model and the sARIMA-pf model. To
better illustrate the effectiveness of the proposed method, the Grey model GM (1,1) [14] and
the second-order exponential smoothing model [4] with a smoothing factor α = 0.15 were
also trained with the same data. The rest of the data were used to test the performance of
the models. Both MSE and RMSE were calculated, and the results are given in Table 2. The
proposed sARIMA-pf model displays smaller error than the other models, which means
that the proposed sARIMA-pf model performs better than the other models under the
conventional scenario, as shown in Figure 8. Compared with the sARIMA model, the
sARIMA-pf model promotes the accuracy by 49.29% evaluated using RMSE.

Table 2. Errors from the models under the conventional scenario.

Model MSE RMSE

GM(1,1) 62,166 249.3309
Second-order exponential smoothing with α = 0.15 513,140 716.3373

sARIMA 111,850 334.4425
sARIMA-pf 28,759 169.5857

Sustainability 2022, 14, x FOR PEER REVIEW 11 of 14 
 

 

 

Figure 7. The distribution air passenger traffic volume using the differential method. 

Then, the sARIMA can be used to build the sARIMA-pf model by the steps proposed 

in Section 2.4. One hundred of the 167 data points (from February to May 2014) were used 

as the modeling data to build both the sARIMA model and the sARIMA-pf model. To 

better illustrate the effectiveness of the proposed method, the Grey model GM (1,1) [14] 

and the second-order exponential smoothing model [4] with a smoothing factor =0.15  

were also trained with the same data. The rest of the data were used to test the perfor-

mance of the models. Both MSE and RMSE were calculated, and the results are given in 

Table 2. The proposed sARIMA-pf model displays smaller error than the other models, 

which means that the proposed sARIMA-pf model performs better than the other models 

under the conventional scenario, as shown in Figure 8. Compared with the sARIMA 

model, the sARIMA-pf model promotes the accuracy by 49.29% evaluated using RMSE. 

 

Figure 8. The predicting result using sARIMA-pf method. 

Table 2. Errors from the models under the conventional scenario. 

Model MSE RMSE 

GM(1,1) 62,166 249. 3309 

Second-order exponential 

smoothing with =0.15   
513,140 716. 3373 

sARIMA 111,850 334. 4425 

sARIMA-pf 28,759 169. 5857 

  

Figure 8. The predicting result using sARIMA-pf method.

3.3. Case Study of Air Passenger Traffic Volume Prediction under the Pandemic Scenario

This case study shows the performance of the proposed sARIMA-pf model under the
influences of COVID-19. As a comparison, the performance of sARIMA was tested first.
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As shown in Figure 9, 167 of the 197 data points (from February 2006 to December 2019)
were used to build the sARIMA model, and the 95% confidence interval was given by the
green and red lines. The sARIMA model fails to predict the sharp decrease shown by the
yellow line caused by the COVID-19 from January 2020. It is easy to deduce that when the
number of the data used to build the model increases, the sARIMA model still cannot work
under the scenario without employing external information, which can be regarded as the
disadvantage of using the time series to conduct the target-time prediction.
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Figure 9. The predicting results using sARIMA under the pandemic scenario.

A step-by-step prediction was also conducted, and the result is shown in Figure 10.
One hundred of the 197 data points were used to build the initial models. In this part,
each newly obtained observation was integrated into the models. For the sARIMA model,
each time the model is rebuilt using all the known information at the predicting time point,
which is called step-by-step prediction. The step-by-step prediction result of sARIMA
model is given by the yellow line shown in Figure 10. The Grey model GM (1,1) and
the second-order exponential smoothing model were tested with the same strategy. As a
comparison, the result of the target-time prediction using the sARIMA model, the Grey
model GM (1,1), and the second-order exponential smoothing model are given by the blue,
cyan, and purple lines. Obviously, all the three models failed in conducting the target-time
prediction.
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The sARIMA-pf model shows great advantages compared with the sARIMA model,
the Grey model GM (1,1), and the second-order exponential smoothing model. In Figure 10,
the sARIMA-pf model achieves better performance following the data points after the
outbreak of COVID-19. To evaluate the performance, MSE and RMSE was calculated and
listed in Table 3. The result shows that the sARIMA-pf model performs better than the
sARIMA model predicted step-by step and far better than the other models. For the certain
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scenario, sARIMA-pf model promotes the accuracy by 44.96% evaluated using RMSE
compared with the sARIMA model.

Table 3. Errors from the models under the pandemic scenario.

Model MSE RMSE

GM(1,1) 14,940,000 3865.3
Second-order exponential smoothing with α = 0.15 11,395,000 3375.6

sARIMA-pf 295,030 543.1681
sARIMA-target time 1,606,400 1267.4

sARIMA-step-by-step 973,740 986.7838

4. Conclusions

This paper proposed a novel framework to cope with the air-transport demand forecast
task considering uncertainties caused by accidental factors. Combined with the particle
filter method, an sARIMA model was selected as the basic model of the framework to
build a novel sARIMA-pf model. The performance of the proposed method was verified in
different air passenger traffic volume prediction scenarios. For the conventional scenario
without the influences by the outbreak of COVID-19, the proposed method increased
the accuracy by 49.29%, evaluated using RMSE compared with sARIMA model. For the
pandemic scenario considering the accidental factors, the proposed method increased
the accuracy by 44.96%, evaluated using RMSE compared with the sARIMA model. The
proposed method was verified to be effective on multi-scenario prediction.

One of the main contributions of this work is that the applicability of a high-order
sARIMA used as the state transition model of the particle filter framework is shown and
the effectiveness is proved. For traditional particle filter based predicting frameworks, the
state transition models are represented by one-order recursive models, and such types of
models cannot be used for the air-transport-demand forecasting considering the seasonal
periodicity of the data. The proposed high-order sARIMA method can further be used in
other engineering areas, such as the failure prediction of mechanical parts, if the conditions
which are required by ARIMA-like models are satisfied.
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