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Abstract: Despite the emergence of a presale mechanism that reduces manufacturing and ordering
risks for retailers, optimizing the real-time pricing strategy in this mechanism and unknown demand
environment remains an unsolved issue. Consequently, we propose an automatic real-time pricing
system for e-retailers under the inventory backlog impact in the presale mode, using deep reinforce-
ment learning technology based on the Dueling DQN algorithm. This system models the multicycle
pricing problem with a finite sales horizon as a Markov decision process (MDP) to cope with the
uncertain environment. We train and evaluate the proposed environment and agent in a simula-
tion environment and compare it with two tabular reinforcement learning algorithms (Q-learning
and SARSA). The computational results demonstrate that our proposed real-time pricing learning
framework for joint inventory impact can effectively maximize retailers’ profits and has universal
applicability to a wide range of presale models. Furthermore, according to a series of experiments,
we find that retailers should not neglect the impact of the presale or previous prices on consumers’
purchase behavior. If consumers pay more attention to past prices, the retailer must decrease the
current price. When the cost of inventory backlog increases, they need to offer deeper discounts in the
early selling period. Additionally, introducing blockchain technology can improve the transparency
of commodity traceability information, thus increasing consumer demand for purchase.

Keywords: presale; dynamic pricing; deep reinforcement learning; revenue management; blockchain

1. Introduction

With the development and progress of the Internet, e-commerce has changed people’s
traditional consumption patterns. A growing number of subscribers engage in online con-
sumption, expanding the scale of online sales. To promote the purchase of more potential
consumers, several firms have started to market their products using diversified methods.
Among them, presale has emerged as the preferred sales strategy for the majority of re-
tailers because it may assist both parties in exchanging information beforehand, reducing
manufacturing risks and maximizing profits [1]. During the presale period, consumers
can only decide whether to purchase based on their perception of the price if they are not
informed of the formal price. The reference price and other factors influence customers’
purchasing decisions once the formal sales season has begun [2]. Different pricing tactics
impact the purchasing behavior of customers and the production, inventory, and profit of
retailers. Therefore, optimizing the pricing strategy is a significant concern for merchants in
the presale mode, which also plays a core role in efficient market operation [3]. While most
presale mechanism research focuses on fixed-pricing mechanisms and two-stage decision
making, the actual sales environment is complex and changeable, and this method is no
longer applicable, especially when selling new products with no prior data to use as a
reference. There is a certain amount of risk in price setting, which needs to be adjusted
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in real time in accordance with market conditions. Therefore, it is necessary to research
and provide a solution for multi-cycle dynamic pricing based on the impact of presale and
inventory overstocking.

To obtain a competitive edge and maximize profits, retailers should gather consumer
information and constantly readjust prices throughout the commodities’ sales cycle at the
lowest possible cost [4]. Instead of static pricing, dynamic pricing can utilize consumers’
willingness to pay to readjust prices in response to various environmental effect factors [5].
Accordingly, dynamic pricing has become the preferred option for most retailers that can
routinely alter prices according to inventory and demand information, which is also an
essential component of price strategy [6,7]. Dynamic pricing strategy applies to various
industries, such as airline and energy [8,9], which has extended to online retail [10]. E-
commerce platforms have severe centralization, information islands, and trust issues as
their scale grows, which has a negative impact on the supply chain’s overall efficiency [11,12].
Furthermore, it is crucial to record the corresponding operation in each link for future
investigation while storing many orders, logistics, inventory, and other information in a
distributed environment during the transaction. Blockchain technology is a decentralized
distributed database technology with decentralization and encryption security features,
which can efficaciously solve these issues [13–15]. E-retailers utilize this technology to
share and maintain data at a reduced cost to capture consumer behavior data and estimate
demand. Furthermore, the data in the blockchain system are transparent, improving
consumer willingness to pay by enabling them to track the origin of goods and acquire
accurate information about them.

Considerable research efforts are devoted to establishing mathematical models with
a known environment to seek the optimal price through dynamic programming (DP)
and other methods. However, because of the dynamic nature of the actual environment,
establishing known demand models will lead to unilateral results, which cannot accurately
reflect the actual situation. Unstandardized models can lead to inconsistent estimations of
price elasticity and poor pricing decisions [16]. Further, it is easy to fall into a dimensional
disaster when using DP to solve the problem, leading to the calculation’s complexity
and consuming a significant expenditure of time. Consequently, the key issue is how
to best optimize price strategy in a presale mode with the impact of uncertain demand
and inventory backlog. As the technology of machine learning advances by leaps and
bounds, the model-free reinforcement learning algorithm can be commendably applied
to tackle the issue. We adopt the deep reinforcement learning method to optimize the
strategy by interacting with the environment to cope with the indeterminacy of demand
and insufficient computing power. Deep reinforcement learning (DRL) is an amalgamation
of the perceptual ability of deep learning and the decision-making ability of reinforcement
learning, which avoids dimension issues and result limitations [17,18]. It is predominantly
used in the intelligent power grid, optimization, and scheduling [19,20]. Krichen et al. [21]
proposed a state-of-the-art formal method for examining the verification and validation
of machine-learning systems. Raman et al. [22] described a novel approach towards the
application of machine-learning-based classifiers and formal methods for analyzing and
evaluating emergent behavior of complex system of systems. However, DRL is rarely
employed in revenue management and e-commerce presale environments. We aim to
establish a discrete finite horizon MDP of the sales environment and propose an algorithm
based on Dueling DQN (Dueling DQN-DP) to address the problem of maximizing retailers’
accumulated revenue in different periods under the presale mode. The calculation of the
Q-value is decentralized to improve the algorithm’s stability. The main contributions of
this paper are as follows:

• A general model for automatic real-time pricing in a dynamic presale environment is
proposed to achieve optimal inventory and revenue.

• A Dueling DQN-DP algorithm is proposed to solve the dynamic pricing problem
in a finite presale horizon, thus efficaciously improving the long-term profits of the
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retailer. Experiments show that the algorithm used in this paper can learn better
pricing strategies than the tabular Q-learning and SARSA algorithms.

• Currently, few works in the literature apply the theory of deep reinforcement learning
to solve the dynamic pricing problem under presale mode. Therefore, this is an
innovation to optimize the multi-period dynamic pricing strategy under presale mode
in this article.

• A more realistic presale simulation environment is designed to train and evaluate the
performance of the DRL dynamic pricing algorithm and prove that the model can be
widely applied in a market environment with uncertain demand.

• The influence of different inventory cost and price deviation coefficients on deci-
sion making and profit is explored, and suggestions for retailers’ pricing or service
strategies are put forward.

The rest of this paper is structured as follows. Section 2 reviews the relevant literature.
Section 3 introduces the relevant parameters and establishes a mathematical model of
dynamic pricing under the presale mode. Section 4 proposes a dynamic pricing algorithm
based on DRL to solve the model. In Section 5, we use several numerical experiments
to evaluate the performance of the DRL algorithm and compare it with other tabular
reinforcement learning methods. Finally, we summarize and prospect the research of this
paper in Section 6.

2. Related Literature

We divide the previous literature into three categories: pricing strategy in presale
mode; blockchain in supply chain management; and reinforcement learning technologies
in revenue management.

2.1. Presale Strategies and Pricing Mechanism

The continuous development of e-commerce makes competition in the market partic-
ularly fierce, leading to the majority of enterprises beginning to adopt a presale strategy
to increase sales. Numerous models for pricing strategy in presale mode have been devel-
oped [23–25].

Presale price includes discount, premium, and formal sales price [26]. Alexandrov
et al. [27] demonstrated that after selecting appropriate costs and valuations, the presale
model could be equivalent to bundling, which had a crucial impact on the profit of enter-
prises. In [28], the joint optimization problem of multiple dynamic marketing decisions
under presale mode was studied and modeled as a deterministic Markov decision pro-
cess to prove that increasing the sales cycle of commodities through presale strategy is
conducive to improving enterprise profits. In recent years, many scholars have studied
different presale mechanisms and pricing strategies, including static pricing, dynamic
pricing, and whether to publish the price of the formal sales period in the presale period.

Dynamic pricing is the core technology in revenue management, so we mainly study
the dynamic pricing strategy under the given inventory and undisclosed formal sales price.
Chu et al. [29] found that several optimal pricing strategies depend on the information
acquired at the time of purchase. Compared with releasing all price information in the
presale period, merchants could obtain better profits when they publish part of the informa-
tion. Ref. [30] introduced the price mechanism of not disclosing the official price during the
presale period to study consumer behavior and the expected profits of enterprises. Shugan
et al. [31] found that the model of limited sales would prompt consumers to purchase at a
higher presale price to enable businesses to obtain greater profits. Because consumers have
different criteria for judging the purchase price of commodities in different sales periods,
their purchase behavior is not merely related to the price and quality of commodities, but
also the dynamic reference price [32,33]. Rios et al. [34] provided a solution for retailers’
dynamic pricing in the actual environment by establishing an optimization mechanism for
seasonal commodity sales to develop the optimal dynamic pricing and inventory strategy.
David et al. [35] studied the relationship between reference price, demand, and profit based
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on a dynamic pricing mechanism. The results showed that dynamic pricing could help
reduce the adverse effects of the reference price. Ref. [36] considered a dynamic pricing
problem with an unknown potential demand model belonging to a finite set of demand
functions.

2.2. Blockchain Technology in Supply Chain Management

Blockchain technology is applied in supply chain management to provide consumers
with authentic and efficacious information and enhance the transparency and traceability
of the supply chain [37]. Du et al. [38] utilized blockchain technology to manage the supply
chain finance platform to improve the efficiency of capital flow and information flow at a
lower cost and adopted homomorphic encryption to protect user privacy. Ref. [39] achieved
full chain transparency and information sharing through the multi-signature method
of blockchain, thereby improving the ability of commodity supply chain governance.
Furthermore, regulatory issues cannot be ignored when blockchain is applied to supply
chain management [40]. Li et al. [41] introduced an efficient consensus mechanism to
improve the efficiency of the consensus process and leveraged the deployed blockchain
network to store records securely. Han et al. [42] proposed a blockchain-based auditable
access control system to ensure private data security in IoT environments and realize
effective management of these data.

Considering that the characteristics of blockchain can increase the transparency and
authenticity of commodity information, the application of blockchain in supply chain
management can help participants trace the source effectively and provide convenience for
consumers to obtain the information of commodities, thus increasing commodity sales.

2.3. Reinforcement Learning Techniques in Revenue Management

Numerous academics started researching the topic of intelligent revenue management
as a result of the advancement of artificial intelligence technology. Revenue management
research aims to maximize profits, which is consistent with the goal of reinforcement
learning. Reinforcement learning (RL) is a branch of machine learning that interacts with
the environment and maximizes reward through continuous exploration and trial and
error. RL is a branch of machine learning that interacts with the environment continuously
through trial and error to learn so that agents can obtain maximum benefits. A summary of
previous studies on revenue management is shown in Table 1.

Table 1. Application of reinforcement learning (RL) in revenue management.

RL Techniques Authors Year Environment

Q-learning
Rana et al. [43] 2014 Monopoly

Chinthalapati et al. [44] 2006 Competition
Kutschinski et al. [45] 2013 Competition

SARSA Collins et al. [46] 2013 Competition

DQN
Bondoux et al. [47] 2020 Monopoly

Zhou et al. [48] 2022 Monopoly
Wang et al. [49] 2021 Monopoly

Q-learning and SARSA are classical algorithms in reinforcement learning, and many
scholars have applied them to revenue management research. Rana et al. [43] modeled
the pricing problem of maximizing revenue under limited inventory and non-stationary
demand as a Markov decision process and used Q(λ) and Q-learning algorithms to solve
it. In addition, Q-learning and SARSA are also used to solve the pricing problems in the
electronic retail market and the aviation industry in the non-monopoly environment, taking
into account price sensitivity and inventory, as well as other factors [44–46].

However, classical tabular algorithms are only suitable for small-scale state space,
and they are liable to fall into the curse of dimensionality for large-scale systems. Some
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studies have combined reinforcement learning with deep learning and used deep neural
networks to approximate the value function to address this challenge. Bondoux et al. [47]
proposed an RL-based airline revenue management system that did not require demand
prediction and proved that this method could converge to the optimal solution. Moreover,
some scholars have studied the pricing problem under joint inventory to solve the optimal
ordering and pricing strategy [48,49].

Above all, current research on pricing under the presale model mainly focuses on
two-stage decision making and the commitment price mechanism. However, merchants
must adjust prices based on shifting environmental factors during the selling process.
When consumers do not have sufficient information about the commodity, their demand is
affected by the presale or upfront price. Consequently, we consider the dynamic pricing
problem of limited sales in a multi-stage pricing presale model. To avoid the curse of
dimensionality and the limitations of known demand models, we utilize a model-free
deep reinforcement learning (DRL) method to solve the problem by fitting the value
function with neural networks. Compared with traditional tabular reinforcement learning
algorithms, the DRL algorithm used in this article has proven to be superior. This enriches
the research on the dynamic pricing decision of merchants in the presale model combined
with reinforcement learning.

3. Problem Description and Modeling

This section introduces the hypothesis and model of dynamic pricing under the presale
model.

3.1. Problem Hypothesis and Parameter Description

We consider a pricing problem of a single new product sold to consumers by a retailer
using the strategy of presale with limited quantities under the monopoly mode of flash
sales. Customers’ uncertain purchase decisions are a result of their unfamiliarity with
the true quality and effect of the new products. Meanwhile, retailers’ lack of access to
historical data and the complexity of the environment create demand risks. Therefore, the
retailer uses dynamic pricing strategies to maximize profits. We categorize the product
sales cycle into presale, formal sales, and final sales phases. The entire time dimension
is divided into T periods of price updating, as shown in Figure 1. The retailer observes
and receives environmental information at the beginning of each period and then sets
the current price according to consumer arrival rate and inventory. After the arrival of
demand, the current revenue and inventory are updated, and the corresponding storage
cost is generated until the end of the sales period or until the inventory is exhausted. We
summarize the notations of the dynamic pricing model in Table 2. Specifically, time horizon
t ∈ T = {0, 1, . . . , T1, T1 + 1, . . . , T2} is the set of finite discrete times at which pricing
actions are executed, where T2 is the last selling period.
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Table 2. Relevant notations and descriptions of dynamic pricing model.

Notation Explanation

pt Sales price at period t
c Order cost per unit
p0 Initial price of commodities
ci Storage cost per unit
t Time step for adjusting pricing
kt Initial inventory at period t
dt Sales volume at period t
δ Parameters of reference price effects

3.2. Model Description

Because the retailer sells in limited quantities, there is a fixed subscription charge. In
addition, consumers have different reference prices in each sales period. Specifically, the
setting of the reference price in this article is as follows:

rt+1 =

{
p0, i f t ≤ T1
pt, i f T1 < t ≤ T2

(1)

The reference price for consumers in the formal sales period and the final phase of
the sales period are the presale price and the previous sale price, respectively. Consumers’
reference prices are influenced by the presale period once the formal sales season begins,
helping to direct their purchasing decisions. The impact of the presale period on consumers
is reduced at the final sales phase, making them pay more attention to the price of the
previous period. Assume that all consumers in the market are loss-neutral and the price
deviation coefficient is δ. The price deviation coefficient represents the sensitivity of
consumers to price deviation, which is the degree to which past prices have an impact on
consumer purchasing behavior. Update the inventory at the end of each period, and the
unsold commodities incur storage charges, as shown in Equation (2).

ct,inventory = (kt − dt)ci (2)

Based on the above assumptions, the dynamic pricing model of this problem is as
follows:

max
T
∑

t=0
(ptdt − ct,inventory)− ck0

s.t.
T
∑

t=0
dt ≤ k0

ct,inventory = (kt − dt)ci
pt ∈ P
dt ≥ 0, t = 0, 1, 2, . . . , T

(3)

3.3. Distributed Data Management

The essence of blockchain is a particular distributed database, where the data schema
is globally unified and stored in each participating node as a copy. Data loss of a single node
does not affect the whole system, as shown in Figure 2. The characteristics of blockchain
technology also make it apply to supply chain management to improve traceability.
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4. Dynamic Pricing Model Based on Deep Reinforcement Learning
4.1. Markov Decision Process

The Markov decision process (MDP) solves sequential reinforcement learning prob-
lems, providing a framework for agent and environment interaction [50]. In this study, we
model the dynamic pricing problem as a discrete finite MDP and construct a quaternion
M = (S, A, P, R), where S represents the state space, A represents the action space, P represents
the state transition function, and R represents the return function. The main components of
dynamic pricing MDP are as follows:

• State space S: the collection of all states in the state space. st = (λt, kt), where λt
represents the consumer’s arrival state at the beginning of period t, which is the
perception of the pricing environment, and the customer flow in different periods
affects the customer arrival rate. kt represents the inventory level, composed of the
remaining inventory from the current time step to the end of the sales period.

• Action space A denotes the set of all executable actions in the action space. Assume
the agent only takes discrete actions at fixed times to adjust the price. In this paper, we
adopt the discount rate to adjust the price and define the action space as the discrete
discount set that the retailer can choose, and at represents the discount selected at
time t, at ∈ A. p0 is the maximum reservation price acceptable to consumers, and
pt = p0·at.

• State transition probability P: p(st + 1|st, at) represents the probability of transferring
from st to st+1 after action at is executed in state st.

• Reward R: the immediate return obtained by the agent after executing action at in each
decision step is as follows:

rt = rincome − ct,inventory = dt pt − (kt − dt)ci (4)

The retailer’s ultimate goal is to find strategy π : S→ A , which represents the map-
ping from the state to the price of the selected commodity, allowing the retailer to maximize
its cumulative profit over the entire sales period. The optimal strategy is as follows:

π∗ = argmaxπE[∑T
t=0 rt|π ] (5)

Reinforcement learning means agents choose actions based on the rewards obtained
by interacting with the environment to maximize the cumulative reward. The interaction
process between the agent and the environment is shown in Figure 3.
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4.2. Algorithm Description

Q-learning is a value-based reinforcement learning algorithm used to obtain the
maximum reward by constructing a table to record the Q-value under different states
and actions and selecting the optimal action [51]. The state action value function Qπ(s, a)
represents the expected reward of performing action at according to strategy π when the
state is st.

Qπ(s, a) = E[∑T
t′=t γt′−trt′ |st = s, at = a, π] (6)

Based on Equation (6), the state action value function follows the Bellman optimal
equation under the optimal strategy. The optimal value function is as follows:

Q∗(s, a) = ∑s′∼S P
(
s′
∣∣s, a)[r + γmaxa′Q

∗(s′, a′)] (7)

Q-learning algorithm converges Qπ(s, a) through continuous iteration, and its state–
action pair updating method is shown in Formula (8), where a represents the learning rate,
γ represents the decay coefficient of the reward, and a ∈ [0, 1]:

Q(s, a)← Q(s, a) + a
[
r + γmaxa′Q

(
s′, a′

)
−Q(s, a)] (8)

However, the large dimension of the state or action in the actual situation may fall
into dimensional catastrophes that make computations difficult and time consuming. The
Q-learning algorithm records the Q-value of all actions in each state. It takes a long time to
estimate the Q-table and it is challenging to reach convergence when the space of states
and actions is huge because this results in a very big Q-value table that must be built. In
order to handle the issue of dimensional disaster, Mnih et al. [52] proposed the calculation
of Q(s, a), implemented by the deep neural network. The DQN algorithm is a combination
of reinforcement learning and deep learning. Based on the Q-learning algorithm, the
neural network is added to approximate the Q-value. Furthermore, the DQN algorithm
adopts the experience playback method to store the data experienced by the agent in the
replay memory and extracts a small batch of data from it during each update to break the
correlation between the data. Wang et al. [53] proposed the Dueling DQN algorithm with a
dual-network structure to improve the accuracy of value function estimation and divided
Q-network into two parts: value function V(s,a,m) and advantage function A(s,a,ω,l), as
shown in Equation (9). We centralize the calculation of the Q-value, ensure that the relative
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order of all dominant functions remains unchanged in each state, and remove redundant
degrees of freedom to improve the algorithm’s stability, as shown in Equation (10).

Q(s, a, ω, m, l) = V(s, ω, m) + A(s, a, ω, l) (9)

Q(s, a, ω, m, l) = V(s, ω, l) + [A(s, a, ω, l)− 1
|A|∑a∈A A(s, a, ω, l)] (10)

The Dueling DQN algorithm in this paper builds an evaluation and target network
with the same structure. The calculation formula of the target network is shown in
Equation (11). The target network is fixed in the updating process to make the algorithm
training stable. After a certain number of times, the weight of the evaluation network is
copied to the target network, thus reducing the correlation between the predicted Q-value
and the target Q-value and the possibility of divergence of the loss value during training
and improving the stability of learning. The loss function of DQN adopts the mean squared
error (MSE) to minimize the loss between the target Q-value and the predicted Q-value, as
shown in Equation (12). The MSE is a common regression estimation error-measurement
method in machine learning, used to estimate the degree of inconsistency between the
predicted value and the true value of the model. In the DQN algorithm, the loss function is
to minimize the error between the predicted Q-value and the target Q-value, and then train
the neural network based on the loss function through backpropagation.

TargetQ = r + γmaxa′Q
(
s′, a′; θ

)
(11)

L(θ) = E[(TargetQ−Q
(

s, a; θ))2
]

(12)

In this algorithm, action is selected through strategy ε− greedy to balance exploration
and utilization so that it can generate higher returns. The value of exploration rate ε is
attenuated exponentially, and εdecay is used to control the attenuation rate, as shown in
Equation (13) and Figure 4. A pseudo-code of the Dueling DQN algorithm is shown in
Algorithm 1.

ε = εend + (εinit − εend)exp(− step
εdecay

) (13)
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Algorithm 1: Pseudo-code of the Dueling DQN-DP algorithm for dynamic pricing problem in
presale mode

Input: Parameters of the env: c, ci, p0, k0, δ, T;
parameters of the Dueling DQN-DP algorithm: α, B, γ, ζ, εinit, εend, εdecay

Output: Optimal pricing strategy π∗

Initialize experience replay memory D to capacity N
Initialize the Q-network weights θ

Initialize the target network weights θ−

For episode = 1, M do
Reset the environment and initialize state s1 = (λ1, k1)
For t = 1, T do
With probability ε select a random action at
otherwise select at = argmaxa(st, at; θ)
Execute action at and observe reward rt and st+1
Store transition (st, at, rt, st+1) in D
Set st+1 = st
Sample random minibatch B of transitions (st, at, rt, st+1) from D

Set yi =

{
rj if episode terminates at step j + 1

rj + γmaxa′ Q̂
(
st+1, a′; θ−

)
otherwise

Use gradient descent to train the loss function with respect to the network parameters θ

L(θ) = E
[(

TargetQ−Q
(

s, a; θ))2
]

Every ξ steps update the target network parameters θ− ← θ

End For
End For

5. Numerical Experiments

In this section, we evaluate the applicability of the Dueling DQN-DP algorithm in dy-
namic pricing under presale mode through numerical experiments and make a comparative
analysis with other reinforcement learning algorithms.

5.1. Experimental Environment Settings

Based on the above-mentioned models and algorithms, our DNN is designed as a
fully connected neural network with two hidden layers, each of which has 128 neurons and
uses the ReLU activation function. The hyperparameter settings used in this experiment
are shown in Table 3.

Table 3. The specific hyperparameter values for our numerical experiment.

Hyperparameter Value Explanation

N 10,000 Experience replay
B 32 Batch size
a 0.001 Learning rate
γ 0.95 Discount factor
ζ 100 Target network update frequency

εinit 1.0 Initial exploration rate
εend 0.01 Final exploration rate

εdecay 100 Decay factor

We adopt the Adam optimizer [54] to optimize the DNN, which can automatically
adjust the learning rate so that the training can converge rapidly and learn accurately.
Experiments were carried out in Python 3.9, and the results were obtained from a computer
with an i5-7200U CPU 2.50 GHz and 8.00 GB of RAM. Experimental data were generated
according to the following model:

Consumer arrival model. In this experiment, the arrival model of consumers refers
to the literature [43]. λ(t) refers to consumers’ average arrival rate, a Poisson distribution
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with discrete time, as shown in Equation (14). The initial arrival rate of consumers is
randomly selected from the uniform distribution [h1, h2].

λ(t) = λ(0)− σt, t = 0, 1, . . . , T (14)

Demand function. Our depiction of a realistic sales environment takes into account
the temporal fluctuations in demand, with consumers exhibiting varying purchasing
needs across different time periods. Therefore, we divide the sales cycle into three parts:
(1) Presale. The current price is inversely related to consumer demand; (2) Formal sales.
The presale price has an impact on consumer demand, and the gap in price between the
current and presale periods is inversely proportional; (3) The final sales phase. Due to
the considerable duration between the final phase of sales and the presale period, the
consumer’s reference price is affected by the nearest price [32]. The description of the
specific demand function is as follows:

D(t) =


λ(t)− b1 pt t = 0
λ(t)− b2 pt − δt(pt − p0) t = 1, 2, . . . , T1

λ(t)− b2 pt − δt(pt − pt−1) t = T1 + 1, T1 + 2, . . . , T2

(15)

The maximum number of pricing times in the sales cycle is T = 8, and the price
discount set A = {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0}. It is stipulated that the minimum
price of goods should not be lower than its cost price. The primary environment parameter
settings are shown in Table 4.

Table 4. The basic environmental parameter values setting.

Parameter k0 T1 T2 p0 c ci δ [h1, h2] σ b1 b2

Value 2500 4 7 50 3 1 1.5 [400,420] 5 3 3

5.2. Algorithm Evaluation and Performance Comparison

In this subsection, we evaluate the performance of Dueling DQN, SARSA, Q-learning,
and other algorithms by comparing the percentage of average revenue and revenue from
the optimal strategy. The performance of these algorithms is measured by the percentage
of deviations from the optimal policy. The optimal strategy of dynamic pricing is solved
by dynamic programming. All rewards received by the agent are obtained by running
5000 episodes, and the average reward for each algorithm is summarized in Table 5. The
main method for analyzing algorithm performance in reinforcement learning is through
average return. The optimal revenue for this problem is 82,112, while the average revenue
for Dueling DQN is 75,195.95. This indicates that the proposed method can achieve
91.58 percent of the optimal profit.

Table 5. Comparison of the average revenue from different algorithms.

Model Percentage of the Optimal Strategy

Q-learning 77.84%
SARSA 78.41%
DQN 88.87%

Dueling DQN 91.58%

We adopt the same iteration steps and parameters to compare the performance of
Dueling DQN, SARSA, Q-learning, and other algorithms. As concluded in Figure 5, com-
pared with SARSA and Q-learning algorithms, Nature DQN and Dueling DQN algorithms
improve continuously in continual environmental interaction, thus learning superior pric-
ing strategies. However, the Dueling DQN algorithm converges faster and reaches stable
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conditions with slight fluctuations after 500 training episodes, while Nature DQN needs
1200 steps. The Dueling DQN algorithm generally learns the state value function with
advantage and affects the Q-value of all actions in each update. It is possible to complete
more updates in fewer times, leading to a faster convergence rate and more accurate learn-
ing than the Nature DQN. Table 6 shows that DRL has better performance and stability
and can improve the average rate of return by more than 10% compared with other tabular
reinforcement learning algorithms under the same conditions.
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Table 6. Percentage of optimal strategies compared between different algorithms.

Model Average Revenue ±
Standard Deviation Max Min Ratio of Models to

Dueling DQN

Q-learning 63,919.83 ± 5970.21 74,931 8115 85.01%
SARSA 64,374.69 ± 5895.57 74,153 11,284 85.61%
DQN 72,974.94 ± 7243.83 80,650 14,640 97.05%

Dueling DQN 75,195.95 ± 4936.19 81,177 15,285 100%

Figure 6 and Table 7 record the profit, sales volume, price, and remaining inventory of
the four algorithms in each sales period under the optimal strategy. The two traditional
RL algorithms often carry out promotions to attract consumers to reduce inventory when
there is a cost of inventory backlog. Moreover, the profits of these two algorithms are
lower than that of DRL because selling more commodities at a lower price reduces the
current profit when backlog costs exist. Figure 7 shows the comparison between the
optimal pricing, profit, and sales of dueling DQN-DP and dynamic programming. It can
be further explained by the near-optimal characteristic of the method proposed in this
paper. Although there are slight differences between the Dueling DQN-DP and the optimal
strategy as the sales period ends, both achieve more sales volume and profits by reducing
prices.
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Figure 6. (a) Optimal sales volume in each period; (b) optimal price of Dueling DQN and the optimal
profit of each algorithm in each period.

Table 7. Optimal price and remnant inventory of different algorithms in each period.

Period
Dueling DQN DQN Q-Learning SARSA

Price
(USD) Inventory Price

(USD) Inventory Price
(USD) Inventory Price

(USD) Inventory

0 50 2250 50 2250 50 2250 50 2250
1 50 2005 50 2005 30 1915 30 1915
2 50 1765 50 1765 40 1615 45 1645
3 30 1380 50 1530 35 1193 30 1260
4 50 1150 50 1300 45 918 35 895
5 50 925 50 1075 40 626 45 655
6 50 705 50 855 40 376 40 405
7 35 288 30 370 40 131 35 145
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Figure 7. Optimal pricing, profit, and sales for dynamic programming and Dueling DQN.
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5.3. Impact of Price Deviation Coefficient and Inventory Backlog

The inventory backlog cost affects retailers’ profit in each period. Figure 7 displays
the optimal cumulative profit and sales volume under the joint influence of the inventory
backlog cost and the reference price coefficient. It is evident that retailers can sell more
commodities and gain higher profits when the reference price has a greater influence on
consumers. Therefore, retailers should not overlook the impact of reference prices when
making pricing decisions. The findings demonstrate that retailers need to adopt a dynamic
pricing strategy to maximize profit under the influence of reference price and reasonably
reduce current pricing to increase sales when customers have a better memory of previous
prices. Conversely, with the increase in inventory cost, the revenue gained by retailers
decreases. The specific pricing and sales are shown in Figure 8. When the cost per unit of
inventory rises, retailers sell at a discount in the lead-up to the sale, allowing them to sell
more commodities to reduce the backlog of expenses.
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Figure 8. (a) Optimal profits under the influence of different inventory costs and reference prices;
(b) sales volume of optimal strategy under the influence of different inventory costs and reference
prices.

5.4. Applications in Complex Environments

In the practical sales environment, various interfering factors are constantly changing,
so four different types of market environments are given in this subsection to test the
application of DRL in different environments. The concrete settings are shown in Table 8,
and the demand function at the final phase of sales in Market 4 is updated to the following:

D(t) = λ(t)− 15t·exp(− pt

50t
) (16)

Table 8. Different market environment settings.

Market b f δ

1 2 3 1.5
2 3 2 2
3 1.5 2 2.5
4 3 3 1.5
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In this experiment, we carried out 5000 iterations for these market environments, and
the results are shown in Figure 9. The Dueling DQN algorithm can converge in different
environments and obtain better returns. It can be seen in Figure 10 that the average return
can reach more than 90% of the optimal strategy, indicating that the method proposed in
this paper can be applied to various environments and has universal applicability.
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5.5. Analysis of Distributed Data Management Effect Based on Blockchain

Retailers must manage large amounts of payment, inventory, and other information
generated during the ordering and selling process. Therefore, we utilize blockchain tech-
nology’s distributed storage, data sharing, and high-security features to manage data.
Transactions, logistics, payment, inventory, and other data are stored in copies in par-
ticipating nodes, which can accurately and quickly trace the source of commodities and
obtain sales information. Data traceability is achieved through the design mechanism of
timestamp and the chain connection between blocks, as shown in Figure 11.
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Blockchain is a decentralized distributed database that enables more extensive infor-
mation sharing across regions and subjects. The technology allows e-retailers to share more
private data, improving the efficiency of product traceability and inspection. Furthermore,
it can enable consumers to access more transparent and realistic information about com-
modities, enhance corporate identity, and increase consumers’ willingness to pay, as shown
in Figure 12.
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shown that masterminds can use diverse discount strategies at the early stage of sales to 
stimulate consumers to buy and reduce inventory expenses when the inventory cost in-
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6. Conclusions

In this paper, we investigate the dynamic pricing problem of limited sales in the
presale environment with uncertain demand, establish the objective function of retailers,
and transform the problem into discrete finite MDP. To optimize the strategy and maximize
profit, we utilize deep reinforcement learning theory. We establish a learning framework
based on the Dueling DQN-DP algorithm to solve dynamic pricing problems, reducing
assumptions about the demand function and making the model more universal, which
can address the uncertainty brought on by retailers adopting presale mode to sell new
products. Utilizing RL to solve the optimal pricing problem can reduce the cost of dynamic
pricing, avoid dimension disasters, and improve computing efficiency. Specifically, we
evaluate the performance of our proposed algorithm by comparing it with the nature
DQN algorithm and common tabular reinforcement learning algorithms (Q-learning and
SARSA). Experimental results demonstrate that Dueling DQN can effectively figure out
the dynamic pricing problem in the presale environment by learning preferred pricing
strategies with a faster convergence rate. The Q-learning and SARSA algorithms can only
achieve around 85.01% and 85.61% performance compared that of our Dueling DQN-DP
algorithm, respectively. This paper enriches the research on dynamic pricing strategies
considering the impact of inventory backlog and provides corresponding references for
studying the impact of other marketing methods on dynamic pricing strategies. The
method proposed in this paper does not require model configuration and can handle
high-dimensional space problems. It has positive significance in exploring dynamic pricing
strategies in uncertain environments. It contributes to the understanding of the impact
of inventory overstocking on dynamic pricing strategy research and serves as a resource
for the study of dynamic pricing strategies in other marketing technologies or fields.
Furthermore, we consider the impact of reference price and inventory overstock costs on
retailers’ pricing. When consumers prioritize past prices, masterminds ought to formulate
discount strategies to sell more commodities and thus acquire a higher profit. Additionally,
it is shown that masterminds can use diverse discount strategies at the early stage of sales
to stimulate consumers to buy and reduce inventory expenses when the inventory cost
increases.

We improve the sophistication of the simulation environment model and introduce the
time variance of consumer demand. According to the price reference effect and the amount
of time left in the sales period, consumer demand fluctuates continually throughout time,
which is more in line with reality. The experiment also includes a variety of market settings
to corroborate the developed model’s universal applicability. The results illustrate that the
Dueling DQN algorithm remains valid and capable of learning excellent strategies. It has
generalizability and can be applied to more realistic environments.

The following points are relevant for the expansion of this research direction in the
future:

• In this paper, we focus on monopolistic pricing. However, there is more than one
retailer in the physical sales environment. Businesses need to consider competitors’
prices when setting their own prices because they influence customers’ decisions to
purchase the same goods. In future research, multiple agents can be considered to
make pricing decisions in a competitive environment for the expansion of this research
direction in the future.

• The blockchain system is transparent in data access, which leads to a disclosure risk of
information. Consequently, the blockchain system needs to implement more efficient
smart contracts.

• Assumptions about the strategic behavior of consumers should be made. Consumers
make cross-period purchases based on price, quality, and other factors to maximize
their expected utility.

• Risk-sensitive sellers and consumers could be considered.
• The return rate should be taken into account by merchants in the revenue management

of e-commerce transactions.
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