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Abstract: Recent developments have increased the availability and prevalence of renewable energy
sources (RESs) in grid-connected microgrids (MGs). As a result, the operation of an MG with numer-
ous RESs has received considerable attention during the past few years. However, the variability
and unpredictability of RESs have a substantial adverse effect on the accuracy of MG energy man-
agement. In order to obtain accurate outcomes, the analysis of the MG operation must consider
the uncertainty parameters of RESs, market pricing, and electrical loads. As a result, our study has
focused on load demand variations, intermittent RESs, and market price volatility. In this regard,
energy storage is the most crucial facility to strengthen the MG’s reliability, especially in light of
the rising generation of RESs. This work provides a two-stage optimization method for creating
grid-connected MG operations. The optimal size and location of the energy storage are first provided
to support the hosting capacity (HC) and the self-consumption rate (SCR) of the RESs. Second, an
optimal constrained operating strategy for the grid-connected MG is proposed to minimize the MG
operating cost while taking into account the optimal size and location of the energy storage that
was formerly determined. The charge–discharge balance is the primary criterion in determining the
most effective operating plan, which also considers the RES and MG limitations on operation. The
well-known Harris hawks optimizer (HHO) is used to solve the optimization problem. The results
showed that the proper positioning of the battery energy storage enhances the MG’s performance,
supports the RESs’ SCR (reached 100% throughout the day), and increases the HC of RESs (rising
from 8.863 MW to 10.213 MW). Additionally, when a battery energy storage system is connected to
the MG, the operating costs are significantly reduced, with a savings percentage rate of 23.8%.

Keywords: economic analysis; hosting capacity; market price; microgrid; bi-level optimization;
renewable energy sources; sodium–sulfur batteries; uncertainty

1. Introduction

Due to the rapid growth of the international economy, electricity demand is increasing
dramatically. As a result, pollution of the environment and fuel shortage are ongoing
issues [1]. The global electricity market report demonstrates the strong connection between
the growth of the global economy and the increase in electricity demand. In 2021, the
worldwide gross domestic product increased by 5.9%, while in 2022, it increased by 4.9%.
As a result, the global electricity demand increased by 6% in 2021 and 2.4% in 2022 [2]. To
meet electrical requirements and reduce pollution, renewable energy sources (RESs) are
used [3,4]. Nearly 320 GW of RES capacity was available in 2022: an increase of over 8%.
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On the other hand, excessive usage of RESs may result in issues with the power system [5],
including overloaded electrical system components, increased power losses, increased
transmission line loading, issues with over-voltage, and a higher risk of short circuits [6,7].

Diverse techniques are used in research studies to address these issues and boost the
capacity of RESs:

• The conventional grid support technique employs a variety of economically effective
autonomous inverter control techniques [8].

• To reserve bus voltage in this manner, a tap changer with a low-voltage transformer is
utilized [9].

• Active power curtailment of RESs approach that uses active power curtailment
schemes to avoid voltage increases in feeders with high RES penetration [10].

• Demand-side management method: with this approach, users’ energy consumption is
decreased to diminish the issue of overvoltage [11].

• Reactive power control method: in this method, the relationship between the reactive
power and active power of RESs is controlled to support the voltage buses of the
electrical system [12].

• Energy storage systems (ESSs) address the issues brought on by high RES generation;
the ESS is incorporated into the electrical power system in this approach [13].

In order to support renewable energies, the RES’s hosting capacity (HC) without
electrical operational issues must be improved [14]. The microgrid (MG) aims to combine
RESs for self-consumption, using the energy as it is being produced to make RESs a
commoditized alternative for electricity production and more cost-effective [15]. Therefore,
RES generation is prioritized for self-consumption. In order to reduce overall operating
costs, excess RES output should be added to the distribution or transmission grid when
RES power exceeds the electrical load, i.e., to be stored [16–19].

Bearing these considerations in mind, enhancing the HC of RESs becomes crucial for
the MGs and electrical power systems in general. Additionally, many factors, including
topographical boundaries and intermittency, adversely impact the output power of RESs;
managing these factors presents a significant problem [19,20]. A promising piece of equip-
ment is an ESS, which has the potential to increase system reliability, increase its capacity
for renewable energy sources, and make it more resilient to interruptions [21].

In order to improve the performance of electrical power systems, such as lowered
transmission losses, increased energy efficiency, supported power quality, and reduced
environmental pollution [22], MG systems connect ESS units, renewable and non-renewable
energy resources, and diverse controllers. In addition, the transformer connecting the main
grid and the MG can occasionally experience an overload because of the increased electrical
load [23]. The accepted approach thus calls for strengthening the transformer to boost its
capacity (reinforcement), but drawbacks include a lack of ability to reinforce the transformer
and a low rate of return on investment [24]. As a result, to address the issue of transformer
overloading, demand during peak hours must be reduced [25]. As a result, the method
used to implement the best ESS allocation and reasonably schedule the output power
of distributed generators (DGs), ESSs, and main grids in accordance with conditions for
renewable and non-renewable energy resources and electrical demand not only affects the
consistency of the energy supply of the electrical power system but also controls the cost
and reliability of its operation to a significant extent.

The battery management system (BMS) is essential for controlling the state of power
batteries, ensuring their safety, and improving their service efficiency [26]. BMS should
keep the battery in appropriate working conditions and protect it from overcharge, over-
discharge, and abnormal thermal conditions. A battery is a multistate, complicated nonlin-
ear system. As a result, creating an effective and precise BMS serves as both the foundation
for battery control and the key to successful battery management [27]. Battery data gath-
ering, modeling and state estimation, charge and discharge control, problem detection
and warning, temperature management, balancing control, and communication are only a
few of a BMS’s fundamental duties, as depicted in Figure 1 [28]. SOX algorithms improve
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BMS and increase battery health and performance by measuring and predicting the state of
energy, state of charge, state of power, and state of health of the battery with a high degree
of accuracy, better fault tolerance, and robustness [29]. BMS controls the temperature of bat-
teries to keep them working safely and effectively. Low temperatures can cause a reduction
in battery capacity and poorer charging/discharging efficiency, while high temperatures
can hasten battery aging and pose safety issues [30]. After each charging cycle, the voltages
of all the cells in the battery pack are equalized through a process called battery balancing.
Either the highest-charged cell is discharged, or the charge is transferred from one cell to
another cell. Thus, the equalization management systems, one of the major components
of the BMS, are essential to reducing such inter-cell inconsistency by redistributing the
energy among the cells [31]. Due to the growing use of batteries in highly complex and
powerful applications, fault detection has emerged as a critical function of the BMS. This is
performed to guarantee the system’s safe and dependable functioning [32].
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Figure 1. Main functions of a battery management system.

BMS is not the same for all types of batteries or schemes. It is designed specifically
for the type of battery it is meant to manage. Different batteries have different chemistries,
voltages, and charge/discharge characteristics, so the BMS needs to be tailored to these
specifics [33]. For example, lithium-ion batteries require a different BMS compared to
lead–acid batteries. The BMS for a lithium-ion battery needs to monitor factors such as
cell voltage, temperature, and state of charge to ensure safe and efficient operation. Lead–
acid batteries have different parameters that need to be monitored [34]. Additionally,
different schemes (such as series or parallel configurations) may require specialized BMS
setups to ensure that each cell or battery module is properly balanced and protected. It is
crucial to match the BMS with the specific battery chemistry and configuration to optimize
performance and safety [35]. The BMS for sodium–sulfur (NaS) batteries is unique to this
specific type of battery chemistry. NaS batteries operate on a high-temperature principle,
utilizing molten sodium and sulfur as active materials [36]. The BMS for NaS batteries needs
to be designed to handle the unique characteristics of this chemistry. It monitors parameters
such as temperature, cell voltage, state of charge, and cell balancing. Additionally, it
manages the high operating temperatures that NaS batteries require for proper function.
Since NaS batteries are commonly used in large-scale energy storage applications, the
BMS also plays a critical role in ensuring the safety, performance, and longevity of the
battery system. It helps prevent issues such as overcharging, over-discharging, and thermal
runaway, which are crucial for maintaining the integrity of the battery and preventing
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safety hazards. The BMS for NaS batteries is tailored to the specific characteristics and
operating conditions of NaS chemistry, ensuring the safe and efficient operation of these
high-temperature batteries [37].

In order to improve the operation of the MG, various research papers have been
published in recent years to examine the best ESS allocation and schedule the output power
of DGs, ESSs, and the main grid. Numerous articles focused solely on the optimal ESS
size [38–40]. For instance, active dispatch mode, a novel method suggested by Li et al. [38],
allows for optimizing ESS capacity while enhancing electrical power system reliability.
Additionally, the developed method considered the uncertainty characteristics and operated
the ESS to shift peak demand. To reduce the cost of maintaining the electrical power system,
Hou et al. [39] developed an optimal capacity model for wind turbines, photovoltaics,
and ESSs. The model considered various ESS kinds, including compressed air, gravity
storage, and battery storage. A mixed-integer linear program was suggested by Panuschka
and Hofmann [40] to optimize the ESS in large industrial loads and increase flexibility.
Additionally, many studies [41–43] focus on investigating how the ESS’s location affects the
functionality of the MG in addition to its size. In order to reduce the cost of operating the
MG, Chen and Duan [41] presented an optimization methodology for determining the best
location and size for ESS and DG. Mostafa et al. [42] presented an optimization technique
to obtain the best ESS allocation for improving the voltage stability and performance of the
MG by lowering power losses. A mathematical model was developed by Qiu et al. [43] to
analyze the best ESS and micro-turbine scheduling and energy scheduling for the MG to
manage its operation. However, most of the earlier studies had not looked at the effects of
ESSs on the SCR, HC of the RESs, and overloading rates of transformers.

This work addresses this research gap by introducing a two-stage optimization ap-
proach to develop the operation of grid-connected MG while taking market price volatility,
intermittent RES, and fluctuations in electricity demand into account. Firstly, the optimal
size and location of the ESS are determined to support the HC and the SCR rate of the
RESs. Secondly, the optimal working strategy is executed for the grid-connected MG to
minimize the MG working cost, considering the EES’s optimal size and location, which
was obtained first.

The explained problem is investigated using the Harris hawks optimizer (HHO).
During its wildlife rabbit hunting operations, the HHO imitates Harris hawks. With this
intelligent strategy, Harris hawks can imitate several hunting attitudes based on different
situations and rabbit evasion techniques [44]. HHO is superior to several swarm intelli-
gence optimization algorithms, including Gaussian process optimization, firefly algorithm,
biogeography-based optimization, particle swarm optimization, and grey wolf optimization
algorithm, according to results verified over a variety of engineering optimization problems
and benchmark functions [44]. The outcomes also show that HHO achieves a respectable
balance between exploitation and exploration, enhancing the HHO’s capacity to produce
superior outcomes [44]. Furthermore, [45] demonstrated that the HHO is a potentially
significant optimizer that supports the investigation of complex non-linear problems.

The following is a summary of this paper’s principal advances:

• This work examines the impact of the ESS on RES hosting capacity and transformer
loads connected to the MG with the main grid.

• An optimal ESS allocation is proposed to support the self-consumption rate of the
RESs and reduce the overall operating costs of the MG while taking into account the
actual operation of the MG with a high penetration level of RESs and taking market
price volatility, intermittent RES, and changes in electrical load demand into account.

• The presented operation mode operates ESS units actively to optimally utilize the
benefits from the ESS and minimize the operation cost of the various DGs included in
the MG, taking into account the various cost factors, efficiency, and lifecycle of ESS.
This is performed through operation constraints of the grid-connected MG, real-time
modification, and energy management strategies.
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The rest of the article is structured as follows: The MG arrangement, HC for RESs, and
modeling of uncertainty are clarified in Section 2. The problem’s mathematical formulation,
HHO, and its application to address the problem are presented in Section 3. In Section 4,
we give the simulation findings and discuss them. Section 5 concludes with a brief review
of the work completed, the findings of the study, and future research.

2. Microgrid Configuration

The IEEE 33-bus system discussed in [13] has been employed in this study. The MG
under-investigation is depicted in Figure 2. The entire data from [13] for each photovoltaic
(PV) and wind turbine (WT) unit is provided in Table 1.
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Table 1. The entire data for WTs and PVs.

RES Type Properties Values

PV
Location 7 9 11 21 33

size (MW) 0.24 0.36 0.36 0.36 0.6

WT
Location 6 12 18 19 31

size (MW) 1.2 0.6 0.6 0.96 1.2

2.1. Wind Turbine Units

The WT units related to wind speed are usually separated into four parts, as expressed
in Equation (1) [19].

PowerWT
h =



0 velWT,h < velcut−in
WT

PowerWT
R

(
(velWT,h)

3−(velcut−in
WT )

3

(velRWT)
3−(velcut−in

WT )
3

)
velcut−in

WT ≤ velWT,h < velRWT

PowerWT
R velRWT ≤ velWT,h < velcut−out

WT
0 velWT,h ≥ velcut−out

WT

(1)

where velWT,h, velRWT , velcut−out
WT , and velcut−in

WT express the current hourly wind speed,
rated WT speed, the cut-out WT speed, and cut-in WT speed, respectively. PowerWT

h and
PowerWT

R denote the output and rated powers of the WT, respectively.

2.2. Photovoltaic (PV) Stations

The output power of a PV station relates to the solar irradiance and the ambient
temperature, as represented by Equation (2) [19].

PowerPV
h = NUPV PowerPV

R

(
GI
GI0

)(
1− TCco f f (TCambient − 25)

)
ηvηR (2)

where PowerPV
R and PowerPV

h express the rated power and the output of the PV stations. ηv
and ηR express the efficiency of the inverter and the PV relative efficiency. NUPV denotes
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the number of PV stations. TCco f f and TCambient express the temperature coefficient and
the ambient temperature. GI and GI0 are the global and standard solar irradiance under
standard test conditions.

2.3. Operation of the Main Grid

The operation cost of the main grid
(

Costgrid
)

relates to the output of the main grid(
Powergrid

h

)
and market energy price

(
MPgrid

h

)
in (USD/kW) considering several market

price scenarios (NS) and their probabilities
(
xs

h
)

as represented by Equation (3).

Costgrid = ∑NS
s=1

(
xs

h.MPgrid
h ·Powergrid

h

)
(3)

2.4. Battery Storage System

Battery energy storage systems (BSSs) come in a variety of forms, including lead–
acid, lithium-ion, sodium–sulfur, nickel–cadmium, etc. [21]. The HC value of RES, grid
stability, power calculations, peak load reduction, and energy management of the MG
are all obviously impacted differently by each type’s technological characteristics [19].
The technology of NaS is one of the most promising ones, which uses liquid sodium
as the negative electrode and liquid sulfur as the positive electrode and is composed
of inexpensive materials. High energy capacity, high efficiency, long cycling life, high
operating temperature, and reasonable prices are some of the benefits of NaS batteries [5,15].
Additionally, Mostafa et al. [21] developed a methodology for calculating storage costs that
considers both the technical and economic aspects of each storage type’s many storage types.
The conclusion of the study confirmed that because of its high efficiency, long lifespan,
and affordable replacement prices, NaS storage offers the best cost among alternative
storage options.

The capital cost (BSSc) of the BSS is related to its power (PowerBS) and energy
(EnergyBS) capacities as given in Equation (4).

BSSc =
(

CostP·PowerBS
)
+
(

CostE·EnergyBS
)

(4)

where CostP (USD/kW) and CostE (USD/kWh) are the costs related to the power and
energy sizes of the storage.

2.5. Renewable Energy Hosting Capacity

The electrical power system used to be one-way, with energy flowing from the main
grid to demands. The electrical network should allow for an exchange of power as RESs are
increasingly used [46]. The high penetration level of RES, however, could have an adverse
impact on how the electrical power grid functions and possibly result in several operational
issues, including overloading of electrical system components, increased power losses,
increased transmission line loading, overvoltage issues, and an increased risk of short
circuits [47]. Researchers must determine how many RESs the power grid can accommodate
without surpassing its operational limit. Electrical power system RES capacity may expand
despite power grid limits [48]. Supporting the electrical network’s HC increases RES
penetration without electrical problems [48]. Figure 3 shows RES hosting capacity. Hosting
capacity of RESs (HCRES) represents the ratio between the injected output power of RESs
(PowerRESs) and the apparent power of demand (Sload), as given in Equation (5) [47]. The
self-consumption rate of RESs (Ψ) expresses the ratio between the actual energy of RES
(EnergyRES) and the overall produced RES energy (Energyrated

RES ) as given in Equation (6) [48].

HCRES% =
PowerRESs

Sload
·100 (5)
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Ψ =
EnergyRES

Energyrated
RES

(6)

The power systems need to improve Ψ and HCRES. The ESSs are essential electrical
network elements that can effectively perform this [49].
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2.6. Uncertainty Modeling

In stochastic optimization, creating suitable scenarios is crucial to enabling decisions
based on precise assessments of uncertainties [19]. As a result, to accurately reflect the usual
measurement, the uncertainties’ estimations must use a realistic method. Each uncertainty
modeling technique would require a distinct design for the system. Consequently, it is
critical to use the appropriate approach when modeling uncertainty. In contrast to the
deterministic technique, which relies on precise knowledge of well-known characteristics,
uncertainty modeling simulates the volatility in market price, RES output power, and
electrical load. In order to imitate the probability properties of the parameters, random
distributions are employed as inputs to the random optimization problem [50]. To illustrate
the numerous system parameter uncertainties, this study develops a number of scenarios,
each with a known probability. Uncertain scenarios for electricity demand, RES capacity
for generation, and market pricing are generated using the fuzzy clustering method (FCM).
Then, grouping these instances into a more reasonable set is desirable.

FCM is used in this work to split a specific number of data (M) into a specific number
of clusters (O), with O = 10, as specified in [51]. As the number of scenarios rises, the
problem becomes more complex and challenging, requiring a larger processing package.

A matrix Z with a collection of column vectors zj, where j = 1, 2,..., M, collects the data
required for clustering. To group Z, FCM requires the elements O and the fuzziness compo-
nent (d), where d > k and d > 1. The procedure is presupposed to end at a predetermined
tolerance (eps). There are five phases in the FCM clustering algorithm:

• Phase 1: A membership matrix (k =
[
kij
]

O×M) is initialized randomly, where the sum
of each column j in k must equal 1. O random centroids are chosen from the data.
These centroids are gathered in a vector = [Oi]1×O.
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• Phase 2: compute the new centroids utilizing Equation (7):

Oi =
∑M

i=1 kd
ij × zj

∑M
i=1 kd

ij
(7)

• Phase 3: compute the elements of the membership matrix
(

k =
[
kij
]

O×M

)
for each

element in Z, where:

kij =
1

∑O
p=1

(
‖zj−Oi‖
‖zj−Op‖

) 2
d−1

(8)

• Phase 4: compute f (n)FCM = ∑M
j=1 ∑O

i=1 kd
ij

∥∥zj −Oi
∥∥, where f (n)FCM represents the objective

function value at the nth iteration.
• Phase 5: if

∥∥∥ f (n)FCM − f (n−1)
FCM

∥∥∥ < eps, ∀n, stop the algorithm; otherwise, repeat the
procedure starting from Phase 2.

3. Problem Formulation

Problem formulation can be divided into objective function system constraints and
optimization algorithms, as follows.

3.1. Objective Function

Two levels are used to introduce the objective function. First, the BSS’s optimal size
and location, as specified by OF1 in Equation (9), are implemented to increase the SCR
of all RESs in the MG, where Ψ(x) reflects the self-consumption of all RESs in the MG.
Second, using the optimal BSS size and position that was initially determined, an optimal
operating strategy is implemented for the grid-connected MG, as shown in Equation (10),
to reduce the MG operating cost where OF2 expresses the total cost of BSS per day (TCSS)
(USD/day), generation costs of WT and PV (USD/kWh), and the operation cost of the
utility (USD/kWh), considering the several PV output power scenarios (MS) and their
probabilities

(
bpv,s

h

)
, several WT output power scenarios (WS) and their probabilities(

bwt,s
h

)
, and numerous market price scenarios (NS) and their probabilities

(
xs

h
)
.

OF1 = maxΨ(x) =
H

∑
h=1

(
EnergyRES,h

Energyrated
RES,h

)
(9)

OF2 = ∑H
h=1 ∑NS

s=1

(
xs

h·MPgrid
h ·Powergrid

h

)
+ ∑MS

s=1

(
bpv,s

h ·BPV
h ·PowerPV

h

)
+ ∑WS

s=1

(
bwt,s

h ·BWT
h ·PowerWT

h

)
+ TCSS (10)

where EnergyRES,h and Energyrated
RES,h are the total RESs energy. Powergrid

h , PowerWT
h , and

PowerPV
h are the main grid, WT, and PV output powers at each hour h, respectively. MPgrid

h ,
BWT

h , and BPV
h are the kWh price of the main grid, WT, and PV at h, respectively.

Life cycle assessment includes all costs of batteries, such as capital cost, operation and
maintenance cost, and replacement cost of batteries [52]. In this research, it was assumed
that the purchase price of BSS covers all of its components, including the capital and
replacement costs during the course of the project. The capital cost (CBSc) of the BSS is
related to its power (PowerBS) and energy (EnergyBS) capacities as given in Equation (11).

CBSc =
(

CostP·PowerBS
)
+
(

CostE·EnergyBS
)

(11)

where CostP (USD/kW) and CostE (USD/kWh) are the coefficient cost of BSS function of
rated power of BSS and its energy. To obtain the replacement number of BSS, first, the num-
ber of cycles achieved over the BSS (Battery cycles) is obtained by Equations (12) and (13)
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to determine the BSS lifetime. Second, Equation (14) used to obtain the lifetime of BSS (LBS)
relying on the life cycle of a battery (BatteryLi f ecycles) and Batterycycles.

nBattery(h, j) =
(

ka(h) − ka(h−1)

)
ya(h), ∀h ∈ H, ∀j ∈ D (12)

Batterycycles =
D

∑
j=1

H

∑
h=1

nBattery(h, j) (13)

LBS =
BatteryLi f ecycles

Batterycycles
(14)

where nBattery(h, j) expresses the BSS cycles, and D represents the total number of operating
days per year. BSS has two statuses: charge and discharge, ka(h) represents the status of BSS
at each hour during the operating days per year. Therefore, the BSS replacement number
(RNBattery) through the project lifetime (Q) is represented by Equation (15).

RNBattery =
Q

LBSS
(15)

Accordingly, TCSS (USD/day) can be obtained by using Equation (16) as a function
of the interest rate i.

TCSS =
1

D·Q

(
i(1 + i)Q

(1 + i)Q − 1
·CBSc·RNBattery

)
(16)

3.2. Constraints

For the solution to be applicable, the investigation must incorporate many sets of
constraints, as follows:

3.2.1. RES Constraints

The generated power by WT must be restricted by its minimum power value PowerWT
h,min

and its maximum power value PowerWT
h,max as represented in Equation (17). Similarly, the

generated power by PV must be restricted by its minimum power value PowerPV
h,min and its

maximum power value PowerPV
h,max as represented in Equation (18).

PowerWT
h,min ≤ PowerWT

h ≤ PowerWT
h,max, ∀h (17)

PowerPV
h,min ≤ PowerPV

h ≤ PowerPV
h,max, ∀h (18)

3.2.2. Power Balance

The total produced output power from the different DGs must be equal to the total load
scenarios (Pload,s,h) and their probabilities (ψs,h) at all times during the day, as represented
in Equation (19).

NS
∑

s=1
xs

h·Powergrid
h +∑MS

s=1

(
bpv,s

h ·PowerPV
h

)
+ ∑WS

s=1

(
bwt,s

h ·PowerWT
h

)
+PowerBS

DIS,h

= ∑LS
s=1

(
ψs,h·Pload,s,h

)
+ PowerBS

CH,h +
NR
∑

b=1
Powerlosses

b,h ∀h ∈ H

(19)

where PowerBS
DIS,h and PowerBS

CH,h are the BSS discharge and charge, respectively. Powerlosses
b,h

and NR are the active MG loss of the bth line and the number of lines.
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3.2.3. Voltage Limits

The root mean square (rms) value of the bus voltage
(

Voltagebus
)

must not decrease

below the minimum voltage Voltagebus
min which is set to 0.95 p.u. value, and do not increase

over the maximum voltage value Voltagebus
max which is set to 1.05 p.u. in this study, as

represented in Equation (20).

Voltagebus
min ≤ Voltagebus ≤ Voltagebus

max (20)

3.2.4. Carrying Current Capacity Limit

The current flowing in each branch (TIline
RMS) must not exceed the maximum carrying

capacity of the branch (TIline−max
RMS ), as given by Equation (21).

TIline
RMS ≤ TIline−max

RMS (21)

3.2.5. Energy Storing Limits

BSSs have many limits that must be considered in this study, such as the charging power
(PowerBS

CH,h) and the discharging power (PowerBS
DIS,h), as represented by Equations (22) and (23).

PowerBS
CH,h ≤ PowerBS−max

CH,h , ∀h ≤ H (22)

PowerBS
DIS,h ≤ PowerBS−max

DIS,h , ∀h ≤ H (23)

The state of charge of BSS (BSOCh) must be restricted by its minimum (BSOCh
min) and

maximum (BSOCh
max) thresholds as specified in Equation (24) with respect to the efficiency

of charge (ηBat) of the BSS. The current BSOCh is a function of the previous BSOCh−1 and
the charge and discharge capacities at h as specified in Equation (25). The initial BSOC(

BSOCin
)

is considered at h = 1, as specified in Equation (25).

BSOCh
min ≤ BSOCh ≤ BSOCh

max, ∀h ≤ H (24)

BSOCh =

{
BSOCin + ∆h ηBat PowerBS

CH,h − ∆h PowerBS
DIS,h, h = 1

BSOCh−1 + ∆h ηBat PowerBS
CH,h − ∆h PowerBS

DIS,h, ∀h ≥ 2, h ∈ H
(25)

At the end of the day, the BSOCh should be the same BSOCin to maintain BSOCin is
always constant, as represented by Equation (26).

BSOCh = BSOCin, h = H (26)

Equation (27) demonstrates that when the efficiency ηBat is taken into account, the
discharge power is always equal to the charge power.

∑T
t=1 PowerBS

DIS,h =
T

∑
t=1

PowerBS
CH,h·η

Bat (27)

3.3. Harris Hawks Optimizer

Heidari et al. presented the Harris hawks optimizer (HHO) in 2019 [53,54], a recent
population-based optimization method. A flock of hawks will startle its prey, usually
a rabbit, by attacking it from several angles. A leader hawk encircles the victim in this
synchronized attack. The hawks’ abilities to alter their hunting strategies in response to
the hunting environment and the rabbits’ struggle to avoid capture. The three stages of
Harris hawk hunting are exploration, the transition from exploration to exploitation, and
globalization of search (exploitation). The hawks scour the immediate region throughout
their excursion, using their outstanding vision to find rabbits. The first tactic relies on
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all the hawks cooperating to shock the rabbit, whereas the second focuses on having the
hawks’ leader attack the rabbit following the rabbit’s abilities. Hawks may choose where to
sit depending on the locations of nearby hawks, as expressed in (28), provided that α < 0.5
is fulfilled and each choice is given an equal probability.

H (t + 1) =


HR(t)− α |HR(t)− 2τ H(t)| Q ≥ 0.5

(H Best(t)−
(

1
M

M
∑

i=1
Hi(t))

)
− ϕ (LB +∅ (UB− LB) Q < 0.5

(28)

where H(t + 1) denotes the hawks’ location vector at iteration t + 1, H(t) denotes the
Hawks’ location vector during iteration t. The place of the prey is represented by HBest(t);
the total number of hawks is represented by M; and the random values α, τ, ϕ, ∅, and Q
are generated from the range [0, 1].

HHO can transition from exploration to exploitation by using rabbit escape energy (E):

E = 2 Eo

(
1− t

T

)
(29)

Eo is the rabbit’s initial random energy, which is calculated for each iteration from the
range [−1, 1], and T stands for the maximum number of iterations. According to the rabbit
escape scenario, Harris hawks can hunt using either a hard besiege or a delicate attachment
method. The rabbit attempts to escape the gentle besiege with p ≥ 0.5 and |E| ≥ 0.5 but
finally fails. These attacks involve the hawks softly around the rabbit to make it more tired
before coming in from nowhere. Equations (30) and (31) are used to express this behavior.

H(t + 1) = ∆H(t)− E|(J·HBest(t))− H(t)| (30)

∆H(t) = HBest(t)− H(t) (31)

where J is the rabbit’s random escape strength and ∆H(t) is the difference between the
HBest(t) and H(t) in iteration t.

The rabbit is worn out and has minimal escape energy throughout the difficult besiege,
where r ≥ 0.5 and |E| < 0.5. As a result, the hawks seldom ever surround the rabbit to
launch an unexpected assault. This behavior is represented by Equation (32).

H(t + 1) = HBest(t)− E|∆H(t)| (32)

Further, more advanced soft and hard siege techniques are possible, as mentioned
in [53]. For further information regarding the HHO, the reader could refer to [53,54].

4. Numerical Results and Their Discussion

To more effectively solve the uncertainty parameters and comprehend the implica-
tions of parameter uncertainty on the result, the stochastic technique makes use of many
scenarios and the corresponding probability. Using historical data, 1000 scenarios have
been developed to simulate the uncertainty of each PV and WT, load demand, and market
price change. Then, in order to shorten calculation time, the number of PV, WT, demand,
and market price scenarios is reduced to the ten most-probable scenarios using a scenario
reduction technique based on the FCM clustering algorithm.

Following the scenario reduction technique, the clustering powers of the PV installed
in bus 7 and their probabilities are shown in Figure 4. The clustering power of the PV
systems installed in buses 9, 11, and 21 is shown in Figure 5, along with their probabil-
ities. In addition, Figure 6 displays the clustered power of PV installed in bus 33 and
their probabilities.
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The clustering powers of the WTs placed in buses 6 and 31, as well as their probabilities,
are presented in Figure 7. The WT systems installed in buses 12 and 18 have the same
output power because they have the same historical data and size. The clustering powers
of the WT placed in buses 12 and 18 and their probabilities are shown in Figure 8. The
clustering powers of WT installed in bus 19 are shown in Figure 9 and their probabilities.
The demand for electricity is never uniform; it changes every hour. The maximum load
in the MG under study is 3.715 MW; the hourly load is a percentage of the maximum
load. The key factor contributing to the complexity of MG management is the inherent
variability of the load that customers need. As a result, this analysis takes the electrical
load’s uncertainty into account. Figure 10 depicts the power load clustering scenarios and
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their probabilities for each hour of the day. Figure 11 illustrates the market price clustering
scenarios and their probabilities for each hour of the day.
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Figure 7. Hourly power scenarios and their probabilities of WTs installed in buses 6 and 31.

The system voltage fluctuations and total power loss will be adversely affected by the
placement of the BSS in the MG. Therefore, developing an optimal approach for choosing
the appropriate location and size for the BSS is essential. The SCR and HC of RESs must
be improved, and the operation cost of the MG must be minimized while taking into
account operational microgrid constraints such as PV and WT uncertainty, electrical load
variation, market price fluctuations, RES power limits, power balance limits, voltage limits,
line capacity constraints, and energy storage limits. In order to maximize SCR to 100%
and reduce MG operation cost while considering operational MG limits, BSS is added to
each bus, boosting its capacity. This plan was carried out using the HHO, including the
following steps:



Sustainability 2023, 15, 15133 14 of 24

• Read all RES, BSS, and MG data in Step 1.
• Execute the MG’s load flow in Step 2 and store the results.
• In Step 3, start the HHO program.
• Step 4 attaches the BSS to each bus using various power and energy values.
• Step 5: Run the load flow and obtain the value of the objective function for each size.
• Step 6: Repetition of Steps 4 and 5 will help to determine the best BSS size and location

for the most remarkable (the best global) objective function.
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The PV’s and WT’s specified bids are set to 2.8 (USD/kWh) and 1.72 (USD/kWh),
respectively [2]. Table 2 provides information on the cost, efficiency, and durability of the
NaS battery used in this study [2,13].

Table 2. Efficiency, cost factors, and lifecycle of NaS batteries [2,13].

Battery Capital Power
Cost (USD/kW)

Capital Energy
Cost (USD/kWh) Efficiency (%) Lifecycle Lifetime (Years)

NaS 350 300 95 4500 15
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The appropriate position and size of the NaS batteries are given in Table 3 in order
to maximize SCR and lower the operating cost of the MG. The MG’s cost-effectiveness is
established by lowering running expenses and maximizing the system’s self-consumption
of PV and WT after determining the NaS’s optimal position.

Table 3. Optimal allocation of the NaS battery.

Battery Location Power (MW) Energy (MWh)

NaS 6 2.06 12.37

Figure 12 shows the SCR of WTs and PVs on an hourly basis without the NaS battery.
It is clear that neither of them always consumes themselves entirely. The self-consumption
of WT varies between 81.8% and 91.4% from hours 3 to 5, and it equals 90.1% in hour
7. Additionally, the self-consumption of PV varies between 31.8% and 66.2% from hour
13 to hour 14. Undoubtedly, the MG operator wants to increase the WT and PV’s self-
consumption to 100% at all times of the day in order to make them more commoditized
and accessible as options for electricity generation. After adding the NaS battery, the WT
and PV self-consumption equals 100% during the entire day. The NaS positively affects
RES self-consumption in this regard.
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Figure 13 shows the hourly HC of RESs in the investigated MG without and with
one NaS battery. As shown in this figure, the HC of RESs increases from 8.863 MW in the
absence of a NaS battery to 10.213 MW, improving the HC of RESs.
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The operational costs of the MG with and without the NaS battery are shown in Table 4,
which provides the MG economic analysis after determining the appropriate NaS battery
allocation from an economic perspective.

Table 4. Impact of the NaS battery on the MG from an economic perspective.

Case With No NaS With NaS

Operation cost (USD/day) 183,645.3 138,550.7
BSc (USD) ----- 4,432,225.5
RNBSS ----- 3
Cost NaS/day (USD/day) ----- 1457.2
Total operating cost/day (USD/day) 183,645.3 140,007.9
Saving (%) ----- 23.8

The total cost per day for the project includes the capital and replacement costs for
the NaS, as shown in Table 4. The project life span in this analysis is 25 years, and the
interest rate is 0.08. In order to know the NaS batteries’ replacement number over the
project’s duration, the batteries’ expected lifetimes are calculated. The saving percentage
is determined with respect to the base scenario while keeping in mind the life cycles of
the NaS provided in Table 2 and the overall number of cycles completed through the NaS(

Batterycycles

)
per year. The results showed that adding NaS to the MG considerably

reduces operating expenses.
The optimal output powers for the main grid, PV, WT, and NaS at each hour of the

day are presented in Figure 14. Figure 15 shows the NaS battery’s SOC for each hour of
the day. In order to comply with the MG constraints, Figures 14 and 15 indicate that the
battery storage is charged when the energy price is low and the overall load is not high,
such as the first periods from hour 1 to hour 7. When the energy market price is high, such
as between hours 16 and 21, the battery storage begins to discharge in order to lower the
MG’s operating costs. Figure 14 clearly shows that the BSS is charged in the early periods
because of the low market price and light total load. Figure 16 shows that the SOC of the
battery changed from 0% at hour 1 to 100% at hour 14.
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Figure 16. Charge and discharge power and SOC of the BSS.

The transformer between the primary grid and the considered MG provides power for
the MG’s electrical load. When the output power of the RESs diminishes, more electricity is
drawn from the main grid and delivered to the MG via the transformer. The transformer in
the MG under study has a rated capacity Srated

Tr and rated power (Powerrated
Tr ) of 3500 kVA

and 2976 kW, respectively. Transformer overloads may occur when the overall output power
of the RESs is low and the overall demand is high. Figure 17 shows the transformer’s load
rate both with and without storage. It also shows the transformer’s maximum rated power.

Power reversal occurs when there is a more significant difference between the total
output power of all RES and the entire load, such as between hours 12 and 14, where
MG operates without storage. Transformer overloads can also occur when there is a high
overall demand and a low overall output power from RESs, as shown in Figure 17 for
the case where MG runs without storage throughout the hours from hour 16 to hour 18.
The transformer load rate does not increase above its rated power after adding the BSS. It
is necessary to reduce the transformer load rate because the ESS relocated the load from



Sustainability 2023, 15, 15133 19 of 24

on-peak to off-peak hours of the day. As a result, it will delay the reinforcement of the
transformer size.
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Additionally, Figure 18 illustrates how the MG’s power losses in the early phases
increase compared to the basic situation. Another interesting finding from Figure 16 is that
the SoC of the BSS is continuous from hour 8 to hour 12. The power losses decreased from
hour 15 to hour 19 when the BSS discharged. The MG’s overall power losses for the day
nevertheless decreased from 1493.2 kW to 1471.1 kW after the addition of the BSS. The BSS
affects the MG’s overall power losses in this way.
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Figure 19 depicts the voltage profile of the MG at four distinct times following the
daily load profile: at h = 4 (low loading), h = 10 (very high loading), h = 14 (high loading),
and h = 21 (medium loading). It is crucial to note from Figure 19a that the voltage profile of
the MG at the fourth hour in the absence of a BSS is close to 1 per unit at all buses because
of the light load on each bus. Due to low market pricing and loads on each bus during
the integration of a BSS, the BSS is charged during the fourth hour, resulting in a lower
voltage profile for the MG than in the base scenario while taking into account the voltage
limitations on each bus. Figure 19b indicates that the voltage profile of the MG at the 10th
hour is the same in all cases due to the integrated BSS’s constant SOC. As seen in Figure 19c,
when the BSS is charged at this hour, the voltage profile of the MG at h = 14 decreases.
Figure 19d makes it clear that the MG’s voltage profile at h = 21 was superior to the base
case since the BSS is discharged at this time. In this way, the BSS improved the voltage
profile of the MG at these specific instances.
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To sum up, many research studies [54–62] have examined the economic MG opera-
tional costs using different characteristics. Some studies ignored uncertainty parameters
and focused on economics. Other researchers considered some uncertainty parameters but
ignored others. Table 5 presents a comparison between some studies and the proposed
study from where the renewable energy resources included in the MG, the uncertainty
parameters, the percentage of saving, and the studied topics discussed in the paper. The
methodology used in this study is generic and effective, as seen in Table 5.

Table 5. Overview of recent research works addressing the planning and operation of MGs.

Ref.

Renewables Used Uncertainty Topics Studied

PV WT PV WT Demand
Market

Price

Total Operation Cost
SCR of RESs HC

Transformer
Load Rate

Voltage
Profile

Power
LossesStudied Saving%

[55]
√ √ √ √

X X
√

7.00 X X X X X
[56]

√ √
X X X X

√
16.80

√
X

√ √ √

[57]
√

X
√

X
√

X
√

20.00
√

X X
√

X
[58]

√ √ √ √
X X

√
6.99 X X X X X

[59]
√ √

X X
√

X
√

20.50 X X X X X
[60]

√
X X X X X

√
25.10 X X X X X

[61]
√ √ √ √ √

X
√

10.00 X X X X X
[62] X

√
X

√ √
X

√
4.50 X X X

√
X

[63]
√ √

X X
√

X
√

3.20 X X X X
√

Proposed
√ √ √ √ √ √ √

23.80
√ √ √ √ √

5. Conclusions

An optimization model is suggested in this work to identify the optimal location and
size of a BSS in the grid-connected MG while taking into account the uncertainty of RESs,
variations in electrical loads, and fluctuations of market prices. This is carried out in order
to maximize RES self-consumption rate, RES hosting capacity, and MG operating cost
minimization. To address the economic sustainability of the BSS and to understand the
hosting capacity of RESs in the MGs as well as the load rate of the transformer that connects
the main grid and the MG, decision-makers can efficiently use the provided optimization
framework. The main conclusions of the paper are summarized as follows:

• The study demonstrated that the BSS has a beneficial effect on the RES’ SCR, showing
that after adopting the BSS, the RES’ SCR achieved 100% at all times of the day.

• Furthermore, it has been shown that adding NaS batteries improves the HC of RESs
greatly, as shown by the increase in HCRES from 8.863 MW in the absence of a NaS
battery to 10.213 MW.

• The results showed that the optimal placing of the BSS in the MG considerably reduces
its overall operating costs in terms of the cost of operation. The MG’s operating costs
were 183,645.3 (USD/day) before the BSS was installed; the MG’s operating costs were
140,007.9 (USD/day) after the BSS was installed. As a result, the savings percentage
rate was 23.8%.

• The optimal BSS placement helps reduce the overall active power losses.
• Transformer overloads are likely to occur within a few hours due to the high load and

low output power of RESs during these hours. Through comparison, we have found
that the BSS could shift the load from the day’s on-peak hours to the off-peak hours,
which is essential in lowering the transformer load rate. It is, therefore, used to delay
reinforcing the transformer.

Finally, future research should focus on the exploration of the hybridization of dif-
ferent BSSs in MGs to be more techno-economically effective while also enhancing the
performance of the MG and lowering operational costs. In addition, in future works, all
costs will be considered.
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