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Abstract: Municipal solid waste (MSW) management is an essential element of present-day society.
The proper storage and disposal of solid waste is critical to public health, safety, and environmental
performance. The direct recovery of MSW into useful energy is a critical task. In addition, the demand
for conventional power supplies is high. As a strategy to solve these two problems, the technology
to directly convert municipal solid waste into conventional energy to replace fossil fuels has been
obtained. The hydrothermal carbonization (HTC) process is a thermochemical conversion process that
utilizes heat to convert wet biomass feedstocks into hydrochar. Hydrochar with premium gasoline
properties is used for fuel combustion for strength. The properties of fuel hydrochar, including
C char (carbon content), HHV (higher heating value), and yield, are mainly based on the properties
of the MSW. This study aimed to predict the properties of fuel hydrochar using a machine learning
(ML) model. We employed an ensemble support vector machine (E-SVM) as the classifier, which
was combined with the slime mode algorithm (SMA) for optimization and developed based on
281 data points. The model was primarily trained and tested on a fusion of three datasets: sewage
sludge, leftovers, and cow dung. The proposed ESVM_SMA model achieved an excellent overall
performance with an average R2 of 0.94 and RMSE of 2.62.

Keywords: municipal solid waste; hydrothermal carbonization; slime mould algorithm; machine learning

1. Introduction

Humans create waste, and the way these pollutants are handled, cared for, processed,
and disposed of can cause health and environmental concerns. Challenges and barriers to
managing municipal solid waste (MSW) are critical in urban environments, especially those
in rapidly urbanizing developing countries. This has been recognized by many government
agencies; however, the overpopulation is beyond the ability of most community officials to
provide even the most basic services. Generally, one-third to two-thirds of solid waste is left
untreated. As a result, uncollected waste (often combined with manure) is inadvertently
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dumped in roads and ditches. This leads to spills, the spread of insect and rodent vectors,
and the spread of infection. Additionally, captured waste is often sent to unmanaged
landfills or is incinerated, polluting water and air sources. Some municipal wastes, such
as catering and household leftovers and municipal sewage sludge, also contain a high
moisture content, leading to increased pollution [1].

MSW is a diverse and complex energy source. Globally, with the tightening of disposal
policies, the proportion of municipal waste is increasing, especially in the context of a circu-
lar economy [2]. However, MSW in developing countries still faces five common problems.
These are: (1) inadequate access to services, (2) difficulties in operating services, (3) lim-
ited utilization of recycling activities, (4) poor management of non-industrial hazardous
materials, and (5) an inadequate disposal of landfills. In addition to these problems, our tra-
ditional energy supply is also decreasing. This is coupled with higher rates of consumption
than production, increasing the demand for non-traditional energy sources [3]. Solar, wind,
geothermal, hydroelectric, and biomass are all examples of renewable resources that can
be used to replace fossil fuels. Biomass, especially from the wood industry and farmland
and horticulture waste or residues, is inexpensive. It is also the most convenient to use.
These biomasses can be recovered and pressed into uniform shapes and sizes for easy
storage, distribution, and use [4,5]. A biomass formed from MSW, such as food residues,
animal manure, and sludge, is a promising but difficult resource to manage due to its high
organic matter content and natural capacity for liquid retention [6,7]. In addition, large
amounts of organic wastes with a high water content are considered carriers of toxic metals,
microorganisms, antibiotics, micropollutants, and carbon dioxide, posing a threat to the
environment [8–10].

The concept of recycling waste, especially high-moisture waste, has attracted extensive
attention in recent decades due to its benefits for a circular economy, resource recovery,
and environmental protection [11]. We can address the above challenges using MSW
as a suitable alternative to fossil fuels such as combustion [12] or gasification [13]. In
addition, technologies to recover energy and resources from wet waste offer a way to
minimize environmental degradation, minimize fossil fuel consumption, and minimize the
accumulation of high-moisture waste. To produce valuable products from household waste,
a hydrothermal carbonization (HTC) process may be used. HTC wastewater treatment
of sludge can help minimize environmental volumes and convert sludge into valuable
commodities [14]. HTC is a unique activity in which wet livestock is converted into a
marketable product at temperatures of approximately 350 degrees Celsius, using minimal
energy input. Aromatization, hydrolysis, dehydration, recondensation, and transient
reactions are a few of the many events that occur during HTC. The degree of transformation
is determined by the temperature and incubation period as well as various process-related
parameters and the livestock morphology [15]. HTC is gaining popularity as a long-term
thermochemical process for converting wet biomass to hydrochar (HC), which is a solid,
swamp-like substance.

For HTC to be a profitable product, we need to test its quality and usable ingredients in
waste. Producing hydrochar of the proper grade is a time-consuming and expensive process
that requires multiple iterations in pilot runs to create an effective working environment
with different types of waste. The standard trial strategy is an error-prone, one-factor-at-a-
time (OFAT) optimization method. The implementation of several experimental tests that
accompany hydrochar characterization is also labor-intensive [16]. Therefore, developing a
computational model that can predict HC characteristics and optimize the desired proper-
ties in an appropriate experimental setting is very useful to cheaply and efficiently augment
or accelerate research. Therefore, we developed an ML model for predicting HC attributes.
To produce reliable results, our model is optimized using ESVM and Bionic SMA. Bionic
computing is a branch of computer science that uses biological models to solve problems.
SMA is a population-based biomimetic technology based on the vibrational patterns of
the natural slime molds that we used in our research. SMA has a unique computational
formula that simulates the feedback mechanism of favorable and unfavorable propagating
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waves of slime molds. In addition, the effects of animal quality and HTC-related parame-
ters on the HC traits were examined. In addition, an algorithm was developed to predict
HC performance using ML techniques. It is efficiently linked through the SMA algorithm
to improve the performance of fuel properties (FP) and the carbon capture and storage
stability (CCS) according to different uses.

Several scholars have described distinct ML algorithms to determine HC characteristics
from high-moisture MSW. Classification and optimization are two common phrases in
all these approaches. For example, recent ML solutions in waste treatment and other
environmental issues, such as soil solubility and chemical-mixture toxicity prediction,
forecasting the generation of MSW, and the prediction of PM2.5 atmospheric concentrations,
have received much attention. Additionally, Li et al. examined the impact of feedstock
qualities and processing parameters on HTC outputs, and Ro et al. and others implemented
models [17–20]. However, the classification performance was low. In [21], to enhance the
precision of the methods mentioned above, Jie Li et al. developed a predictive model that
yielded the HHV and C_char of HC all at once with a high accuracy, using the multi-task
learning of a random forest (RF) and data from HC of food scraps, sludge, and manure.
Furthermore, for the hyperparameter tuning of an RF, ten-cross validation was utilized to
obtain an optimal model with a strong predictive capacity. Although the model had a high
degree of precision, it still needed to forecast other valuable data about the HC. In [22],
Ma. J et al. built an alternative model with an improved prediction accuracy. The features
of an HC made from sawdust (SD) and sewage sludge (SS) co-HTC and their gasification
performance in a CO2 atmosphere were systematically investigated. In their experiment, the
co-HTC of SD and SS was demonstrated to be an effective primary treatment of gasification
toward water and gas generation of outstanding quality [23]. Ismail et al. designed an
ANN–Kriging architecture for prognosticating the recovery of inorganic phosphorus and
carbon from HTC [24]. Experiments with poultry litter on the recovery of C and IP from
HTC for various settings were obtained for this system (time and /2 temperature). Kriging
interpolation was utilized to create a limited amount of extra sample points for gathered
trial scores to develop an ANN model for this model with increased precision. An enhanced
ANN algorithm was used to create a group of exponential equations. These equations
forecasted CR and IP based on process factors and then generated a system of LE, which
was utilized in the further dynamic optimization of the HTC process. Unlike ANN, the SVM
technique is predicated on the fundamental risk mitigation approach, aiming to reduce
the UB of misclassifications rather than the empirical error. SVM seems to have a distinct
benefit over ANN in that it could be conceptually studied using principles from statistical
ML theory. While we tended to discover a universal result in the course of training, we
encountered structural risk in complex models while training SVM. To obtain local minima,
the ANN applies the gradient descent learning technique. Consequently, overfitting occurs
frequently, particularly for challenging nonlinear processes. We therefore incorporated
E-SVM in our suggested model to avoid this issue [25]. Ensemble-SVM provides users with
quick access to tools for experimenting with SVM ensembles. Training ensemble models are
substantially faster than training ordinary LIBSVM models with a comparable prediction
accuracy. Due to their low training complexity, linear algorithms are commonly used in
large-scale learning.

The next sections of the study are organized in the following manner: Section 2
discusses the various alternative solutions published in the journal. Section 3 demonstrates
the ML model’s functioning with respect to the system and technique including the model’s
efficiency and obtained results. Finally, the Section 4 provides a conclusion and a discussion
on future research.

2. Materials and Methods

The proposed model’s overall flow is shown in Figure 1. The obtained data sets
regarding sewage sludge, food scraps, and animal manure were utilized as the initial
input. The datasets were then trained to estimate the most significant loss of function
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after preprocessing with the Pearson correlation coefficient. The learned dataset was then
optimized using the Smile mould algorithm. Lastly, the hydrochar characteristics were
predicted using the Ensemble-SVM.
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Figure 1. Block diagram of the proposed model.

2.1. Dataset and Preprocessing

Following the protocols mentioned in [11], a search of the existing HTC-related publi-
cations in the database was performed over the eighth month of 2017. Hydrochar literature
reviews were undertaken on food scraps, wastewater slurry, and livestock compost. Proxi-
mate analyses data and element analyses (H, O, C, and N) for those feedstocks, including
A—ash; V—Volatile-matter; and FC—fixed carbon, and the conditions of HC data, such as
water content (WC), time (t), and temperature (T) were gathered. Data on yield, HHV, and
C char were acquired for the HC properties [14]. The cattle dung was obtained from a feed
lot. From this dung, it was determined that the fresh cattle manure had a moisture content
of 85.12± 0.5 wt percent, and the moisture level of the cattle dung samples was decreased to
10.14 wt percent after processing in a greenhouse. After that, the air-dried cattle dung sam-
ples were compressed and presented at a size of 0.63 mm atoms. They were then retained
in a sealed vessel for pyrolysis tests. Furthermore, the moisture levels of samples of fc, V,
and A were determined on a dry-matter basis to be 15.12 wt%, 69.51 wt%, and 15.37 wt%,
respectively. According to the final study, the cattle manure comprised C-41.13 weight%,
H-5.89 weight%, N-2.69 weight%, S-0.37 weight% and 0–49.92 weight% [25]. In this study,
a maximum of 281 data samples containing comprehensive data were acquired.

2.2. Data Preprocessing

All data from input variables and outcome goals were standardized, and the val-
ues was determined using the following formula to ensure that the domain of variables
was homogeneous.

x∗i =
xi − u

s
(1)

where xi represents the value of the input feature i, x∗i represents the normalized value
of xi, and s and u represent the standard deviation and mean PCC (Pearson-correlation-
coefficient) for xi, respectively, which were was used to acquiring a quick grasp for the
correlation among the input variables and outcome goals. Then, Pxy was obtained using
Equation (2), which is the PCC value for target–target/feature–target.

Pxy =
∑n

i=1(xi − x) ∑n
i=1(yi − y)√

∑n
i=1(xi − x)

2
√

∑n
i=1(yi − y)

2
(2)

where
−
x or

−
y denote the average of the input variable x or outcome goal y, respectively.

PCC is a metric that measures how similar two vectors are. The range of Pxy was between
−1 and +1. Additionally, zero represents a non-linear correlation [11].

The entire dataset was separated into two random sections during the model building
phase. Ninety percent of sample points, or 281 sample points chosen randomly, were
designated as a training phase, The remaining one-tenth (25 data points) were designated
as a testing set for the generated model’s final assessment. In addition, the hyperparameters
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of different models were adjusted via a 10-fold cross-validation during learning to improve
predictive ability.

2.3. Ensemble-SVM for Classification

A compilation of multiple classification techniques whose independent choices were
merged in a particular manner to categorize the test instances is referred to as an ensemble
classifier. It is well established that such an ensemble’s efficiency frequently outperforms
the individual classifiers. The reason for ensembles outperforming specific classifiers was
demonstrated by Hansen et al., which is mentioned below.

Imagine there are n classifiers in the ensemble: f 1, f 2, . . . , fn, and x is data test. If
every classifier were the same, there would be inaccuracy for the same data, and an en-
semble would function as an individual classifier. Whenever the classifier is diverse and
the inaccuracies are not correlated, if fi(x) is incorrect, almost all the other classifiers could
be accurate. Then, the outcome of a majority of votes could be trusted. If p < 1/2 for a
specific classifier, then the probability, pE, that the popular vote outcome is erroneous is

∑n
k=[ n

2 ]
(pk(1− p)(n−k). ∑n

k=[ n
2 ]

(
1
2

)k( 1
2

)(n−k)
= ∑n

k=[ n
2 ]

(
1
2

)n
. The probability, pE, decreases

as the number of classifiers (n) increases. SVM is noted for its high generalization efficiency
and ease of learning precise global optimal parameters. For these benefits, its ensem-
ble would not be regarded as a viable strategy for significantly boosting the classifier’s
performance. However, practical SVMs use approximation techniques to minimize the com-
puting complexities of duration and storage. An individual SVM might not even be capable
of learning the accurate variables of the global optimum. Occasionally, support vectors
acquired during training are insufficient to classify every unfamiliar test sample adequately.

As a result, researchers cannot ensure that a single SVM will consistently deliver the
best overall classification efficiency across all test samples. We proposed an ensemble of
SVMs to solve this restriction. A similar assumption, which applies to a broad ensemble of
classifiers, can likewise apply to the SVM ensemble. The general design of the suggested
SVM ensemble is depicted in Figure 2. Using a bootstrap strategy, every SVM is trained indi-
vidually using duplicated training. Various combination procedures were used to combine
the constituent SVMs. All SVMs were synchronously fed with testing samples during the
testing step and, depending on the aggregate approach, a collective decision was derived.
Regarding multi-class classification, the benefit of employing an SVM ensemble above a
single SVM is that it can be achieved with equal effectiveness. As SVMs were designed to
perform two-class classifications, numerous SVMs must merge to acquire the multinomial
categorization described in Section 2.2. For multinomial categorization, the SVM classifier
does not function as well as it does for binary-class classification. Additionally, we could
enhance performance classification in multinomial categorization through an ensemble
SVM for which every SVM is structured to perform multinomial categorization [26].
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2.4. Slime Mould Optimization

The proposed model employs SMA for performing the optimization of hyperparame-
ters [27]. This was proposed due to the nature of the wavering style of fuligo septica (slime-
mold). Positive and negative feedback of slime mold movements was restored using the
mathematical model contained in the SMA [28]. The SMA could be consolidated with
multiple problems regarding optimization, including engineering problems. There are two
principal phases of the SMA algorithm: approaching food and warp food [29].

2.4.1. Approaching Food Algorithm

This is the phase in which the slime proceeds toward food. It depends on the food’s
odor, which is present in the air. This process is mathematically defined as follows:

X(t + 1) =


→
xb(t) +

→
vb ×

(
W ×

−→
XA (t)−

−→
XB (t)

)
, r < p

→
vc×

−−→
X(t), r ≥ p

(3)

where
→
vb refers to specifications ranging from −a to a;

→
vc portrays a specification that

reduces from one to zero in a linear manner; Xb constitutes the present, single location with
respect to a high concentration of odor; t shows the present iteration; X represents the slime
mold’s locality; XA and XB are arbitrarily picked singulars from the mold; and W denotes
the weight of the slime mold. The equation for p can be written as: p = tanh[S(i) – DF],

where i ∈ 1, 2, 3, . . . , n, and S(i) represents the fitness of
→
X [30]. As previously described, a

varies from −a to a, in which a can be written as:

a = arctanh
((
− t

maxt

)
+ 1
)

(4)

The
→
W equation is written as:

W(SmeelIndex(t))=

1 + r× log
(

bF−S(i)
bF−wF + 1

)
, condition

1− r× log
(

bF−S(i)
bF−wF + 1

)
, others

(5)

where SmeelIndex = sort(S)l; r represents the arbitrary value from the interval [0, 1]; bF
represents the maximum fitness acquired from the present process of iteration; and wF
represents the minimum fitness value acquired from the present process of iteration. The
Smeel Index mentions the series of fitness values [27].

2.4.2. Warp Food Algorithm

This phase shows the performance of the slime in executing the contraction of its
venous structure. It is mathematically written as:

→
X∗ =


rand× (UB− LB) + LB·rand < z

−−→
X(t) +

→
vb×

(
→
W ×

−−−→
XA(t)−

−−−→
XB(t)

)
, r < p

→
vc×

−−→
X(t), r ≥ p

(6)

where UB denotes the upper border and LB denotes the lower border in a search range, and
rand and r are the arbitrary specifications, ranging from 0 to 1 [31]. The acquired database
yielded an LB and UB of an extensive variety of contaminants, as well as their elementary
composition, proximal optimization, and operational state, The weighting factors of various
objectives, which are considered equally in the optimization of fuel properties and the
stability of carbon capture and storage (all µ set as 0.5), are shown in Table 1.
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Table 1. LB and UB of variables for various types of wastes, their elemental composition, proximal
composition, and operational condition.

Content
Sewage Sludge Food Waste Cattle Manure

LB UB LB UB LB UB

Elemental Composition

C (%) 22.2 51.9 38.92 46.2 33.92 46.2
O (%) 16.12 29 31.23 40.98 31.23 40.98
H (%) 4.17 6.73 4.17 7.62 4.62 6.23
N (%) 1.86 10.92 0.63 10.92 3.42 4.23

Proximate composition
Fc (%) 0.02 9.87 0.82 25.86 1.21 29.26
V (%) 45.98 83.62 71.52 87.23 29.26 39.5
A (%) 15.21 48.23 0.87 21.74 5.47 17.63

Operational conditions
T (◦C) 150 320 150 320 150 320

T (min) 9 220 8 220 5 220
WC (%) 75.23 95.24 74.86 95.87 94.97 74.56

2.5. Training and Evaluation

ML techniques have traditionally been regarded as an optimization problem to define
a loss function (cost function) that will then be minimized to optimize the model. Generally,
a cost function refers to the difference between the anticipated terms (which are acquired
by an ML model) and the terms of a real experiment. As shown in this paper, the cost
function of multi-task learning (Ltotal) is,

Ltotal(W) = ∑m
t=1 γtLt

[
h
(

xt
i ; wt

)
, yt

i
]

(7)

where m is number of total tasks; h accounts for ML model’s hypothesis function; [w1, w2
. . . wm] = W; the vector matrix (wt) of the hypothesis function is trained by Ltotal; λt is the
scalar coefficient, which evaluates importance of various loss objectives, for which each
of these projects is set to be the same; Lt represents the ML model’s task (t) loss function;
and xt

i and yt
i are the input and output values of the task t, respectively. The results of

the proposed model were evaluated based on the test data’s RMSE [32] and regression
coefficient (R2) for which Equations (8)–(11) were calculated to evaluate the performance of
the model [33]. The mathematical formulae are mentioned below:

R2 = 1−
∑N

i in 1

(
Yexp

i −Ypred
i

)2

∑N
i in 1

(
Yexp

i −Y−exp
ave

)2 (8)

RMSE =

√
1
N ∑N

i=1 (Y
exp
i −Ypred

i )
2

(9)

%error =
Yt

pred.i −Yt
exp.i

Yt
exp.i

× 100 (10)

MAPE =
100
n ∑n

i=1

∣∣∣∣∣Y
t
pred.i −Yt

exp.i

Yt
exp.i

∣∣∣∣∣ (11)

where Yt
pred.i represents the predicted value of target t; Yt

exp,i denotes the target’s experi-
mental data; and n shows the amount of data [34].

2.6. Analysis Method for Feature Importance

Specific methodologies are termed “black box” techniques as they provide no explana-
tory information on the relative effects of independent variables in the prediction phase,
which would be an essential subject of concern for environmentalists. Although ML ap-
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proaches have typically performed well, scientists have not remarked on the structural link
between input variables and modeled outcomes. Approaches to analyzing the contribution
of variables to SVM models have been established in previous studies; they were also
applied in this work, providing a transparent method for sustainable development [35].

3. Results and Discussion
3.1. Statistical Analysis of Sewage Sludge, Food Waste, Cattle Manure, and
Hydrochar Characteristics

Figure 3 depicts a descriptive statistical analysis for data on food scraps, wastewater
slurry, and livestock compost qualities. According to the average of the statistics concerned
with elemental exploration, food scraps demonstrated the highest C, H, and O contents and
the lowest N content. The basic composition of the sediment had the reverse trend, shown
in Figure 3a,b. In proximate analysis, the average moisture content of wastewater slurry and
scraps was nearly 90 percent, whereas cattle manure had a water content of approximately
70 percent. Additionally, food scraps were the most volatile, and fc demonstrated a five
percent ash concentration, which is much less than compared to the thirty percent for slurry
and eighteen percent for livestock compost. The highest ash content in sewage sludge
was caused by both the supply of the sewage and the filtration process. The most typical
temperature for HTC circumstances was 200–250 ◦C, and the time was between 60 and
90 min, Figure 3c–f. Regarding output goals, the average HC of slurry capitulated was the
greatest at sixty-five percent, resulting in the lowest carbon content and HHV. The median
carbon and energy recovered from three types of wastes and converted into HC were,
on the other hand, relatively close. Furthermore, the plot of O/C versus H/C suggests
that three types of chemical processes (dehydration, demethylation, and decarboxylation)
occurred during the process of performing HTC in waste with a high moisture content. The
violin plot statistical data of yield, C Char, CR, energy recovery (ER), and HHV is shown in
Figure 4a–c.

3.2. ML Model’s Hyperparameter Tuning and Variable Correlation

The initial connection among the input and output goals was studied based on the
PCC. Both C char and HHV of the HC were favorably correlated with the H, C, and V
feedstock composition, yet displayed strong negative correlations with the ash components,
as per the PCC feature–target matrix in Figure 5. In addition, HC’s N/C ratio was inversely
proportional to the N feedstock content and positively proportional to the O concentration.
The link between the input features and other targets such as O/C, ER, yield, H/C, and
CR, on the other hand, did not demonstrate any appreciable linear combination. However,
practically all of the objectives were strongly correlated. The C char, ER, HHV, CR, and ER
all demonstrated a strong positive correlation. Moreover, the yield was associated with CR
and ER but not with the HHV/C_char. The ratios of atoms were also associated somehow,
with H/C and O/C being inversely connected with the C char and HHV. Most of the
targets had combinations with one another, demonstrating that multi-task ML predictions
are feasible.

3.3. Evaluation of ML Model’s Optimization for Testing Dataset

The remaining one-tenth of the testing dataset was compared to the three best models
to determine the overall predictive performance for the multi-task HC property prediction.
Furthermore, one-task learning was built and evaluated with multi-task training, utilizing
identical hyperparameters from each model. The evaluation criteria for model prediction
accuracy were established as R2 and RMSE. If the RMSE value was low or the R2 value
was closer to 1.0, then the prediction accuracy would be high. For diagnosing ER, C char,
H/C, and CR, the R2 multi-task of RF was higher than the single-task R2, as can be seen
in Figure 5, but the latter remained significantly greater with respect to predicting targets.
The RF models, on the other hand, performed poorly (Figure 6a). Although the efficiency
for predicting a single task with an RF might be enhanced by setting hyperparameters
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for every function individually, it is laborious and costly to implement. All the R2 values
of the multi-task prediction of the optimized Ensemble SVM algorithm were over 0.85.
In addition, the mean R2 was 0.90, which is much greater than compared to the R2 for
predicting a task. With multi-task prediction, both the SVM and RF models achieved a
minimum average RMSE (Figure 6b). When comparing the suggested model to the existing
model shown in Table 2, Ensemble SVM ranked among the top because it had the lowest
RMSE and the highest R2.
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Figure 6. Prediction accuracy for the eight targets in the two distinct optimized models of (a) the
average R2 and (b) average RMSE (RF, ESVM).

Table 2. Machine learning studies are compared to past works focused on waste to resource management.

References Process of Waste
Conversion Feedstock Types Size of the

Data Set
Machine Learning

Model Task Type R2 Testing

Li et al. (2019) [22] HTC Organic wastes 248 Random Forest Multi 0.8–0.95

Ismail et al.
(2019) [24] HTC Poultry litter 21 NN Multi >0.90

Jiang et al.
(2019) [36]

HTC + pyrolysis Straw 30
Linear Regression Single 0.098–0.99

SVR Single 0.98–0.99

Li et al. (2020) [27] HTC Organic wastes 649 RF Single >0.90
475 RF Single >0.90

Cheng et al.
(2020) [37]

Hydrothermal
treatment

Microalgae,
crops/forest residues,

and organic wastes

800 Multiple linear
regression Multi 0.16–0.60

- Regression tree Multi 0.29–0.75
- RF Multi 0.70–0.90

Li, J., Zhu et al.
(2020) [11] HTC Food waste, sludge, and

manure
248

RF Multi 0.55–0.91
SVR Multi 0.88–0.96
NN Multi 0.88–0.95

This Work HTC
Sewage sludge, food

waste, and cattle
manure

281 Ensemble SVM Multi 0.89–0.97

3.4. Slime Mould Algorithm Optimization of Hydrochar Properties Based on Ensemble SVM

The optimal E-SVM model, which served as pass-over among input terms and hy-
drochar resultant features, was also used to merge with optimization techniques to maxi-
mize desirable features and provide the associated operational parameters for experimen-
tations to attain the intended results of hydrochar. Two of the hydrochar’s important FP,
notably ER and HHV, were optimized as potential fuel substitutes. Figure 7a shows the
Pareto curves of HHV vs. ER of an HC made using food scraps, compost, and sludge.
The highest levels of HHV and ER were found in food scraps, followed by sludge and
then manure. It appears unusual for a maximal ER to be over 100%, but it was logical
considering our ML model’s prediction errors due to insufficient capabilities. As tabulated
in Table 3, the non-inferior solution of input terms for the H and C compositions had
only a border constraint, implying that greater H and C concentrations of biofuel could
contribute more robust fuel attributes. The remediation of soil and carbon sequestering was
implemented on HC where the potentiality of the steadiness of CC and CCS was considered.
The hydrochar’s CR, C char, and atomic ratios were chosen with targets for demonstrating
the CCS stability for optimization. The Pareto curves illustrate CC vs. CCS, using an
HC obtained from various unwanted wastes associated with multi-attribute optimization,
shown in Figure 7b.
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Table 3. Maximum FP and CCS stability-based Pareto solutions for input and output.

Properties
Maximum Fuel Properties of Pareto Solution Maximum CCS Stability of Pareto Solution

Sewage Sludge Cattle Manure Food Waste Sewage Sludge Cattle Manure Food Waste

C (%) 50.98 48.40 63.87 50.98 48.40 63.87
O (%) 17.54 32.01 11.01 23.78 38.76 15.21
H (%) 4.31 5.09 3.25 4.31 5.09 3.25
N (%) 9.04 4.11 12.56 4.87 3.49 9.06
Fc (%) 11.02 13.23 15.26 8.04 13.11 12.01
V (%) 70.86 74.52 71.91 75.36 82.63 76.71
A (%) 20.32 13.65 11.87 14.32 6.31 13.44
T (◦C) 223.00 205.42 285.65 297.93 328.98 327.78
t (min) 6.00 6.00 6.08 29.56 57.06 14.14
WC (%) 76.02 76.05 76.02 88.04 74.91 95.78

HHV (MJ/kg) 29.37 21.66 36.43 27.11 25.44 33.21
YIELD (%) 70.31 80.06 70.65 65.07 46.57 66.18

ER (%) 104.87 95.32 113.27 96.45 71.65 107.33
CR (%) 92.54 92.41 106.21 91.53 65.65 103.26

C_char (%) 66.98 53.27 82.74 67.61 66.46 84.71
H/C 0.82 2.02 0.21 0.62 0.95 0.12
N/C 0.23 0.08 0.23 0.08 0.1 0.07
O/C 0.01 0.57 0.01 0.03 0.18 0.01

4. Conclusions

We developed a multi-task, high-accuracy prediction system to predict water char
grades and effectively combined it with SMA to optimize water char performance. An
ensemble machine learning algorithm was used to estimate the yields of hydrochar, HHV,
and C char based on the results of previous experimental studies and considering the
hydrochar fuel properties, which provided a good multi-task prediction performance.
The model optimized by ESVM had an average R2 of 0.94 and an RMSE of 2.62. In
addition, the yield of the hydrochar is mainly affected by the HC conditions, especially
temperature and water content. In contrast, the carbon and ash contents of sewage sludge,
food waste, and animal manure were major contributors to the HHV and C-char. Biofuel
ratios and functional states, especially elemental content and temperature, appear to be
critical for predicting HC CSS and FP efficiency based on an ML-constructed feature
analysis. The ensemble-ML-based slime mold model produced non-inferior solutions with
input constraints for optimizing the CCS/FP HC for different applications. The unique
importance of Pareto solutions and brackets can provide direction for the fabrication of ideal
hydrochar while saving labor, time, and money. In an effort to further reduce numerous
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hazardous emissions, MSW recycling and energy recovery should be precisely predicted
with experimental validation that is carried out using an optimized deep learning.
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