Capturing Firms’ Heterogeneity through Marketing and IT Capabilities in SMEs
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Abstract: To achieve sustainability, firms capable of surviving economic recessions is of key relevance; the capabilities that firms need to face dynamic environments remain an open question. In this work, a new procedure is proposed to capture firms’ heterogeneity with regard to the capabilities they possess in operating efficiently in dynamic environments. This approach enables the identification of the classes of firms that develop efficiency with a specific integration of resources. While the literature has most often measured firm capabilities using subjective measures, this study suggests the use of Data Envelopment Analysis to capture the ability to transform resources into outcomes and of Latent Class Regression to capture differences across firms that explain firms’ heterogeneity in the way they perform. By combining these two techniques, this work presents a way to identify those firms that need to invest in and develop certain capabilities. This work analyses a large dataset of manufacturing Small Medium Enterprises (SMEs) extracted from the Business and Strategy survey provided by Fundación de la Sociedad Estatal de Participaciones Industriales (SEPI) in Spain. The dataset used enfolds 10,960 observations from 2048 firms during the period 1994–2011. The complete dataset has been employed to calculate manufacturing firms’ efficiency. In a second step, data were cleaned to eliminate outliers, and to identify SMEs and observations with records of IT capabilities. As a result, 329 manufacturing SMEs were analysed to capture their heterogeneity. The results contribute to the current literature by explaining how manufacturing SMEs show a different need in their development of capabilities to be efficient and adapt to environmental changes. While approximately 20% of firms analysed really take advantage of recessions through their investment in R&D, the remaining 80% need to adjust their size or invest in IT capabilities to become competitive. The assumption shown in previous studies regarding the performance of SMEs to better confront recessions is discussed in this paper.
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1. Introduction

Since its foundation in 1993, the European Union (EU) has been faced with periods of prosperity and recession. The most recent crisis befell Europe in the late 2000s, and was known as the European sovereign debt crisis. Several countries were driven to catastrophic situations that affected their local economies and the standard of living of their citizens [1]. Four countries especially suffered from this crisis: Portugal, Ireland, Greece, and Spain (PIGS). These four countries overcame the situation in different ways. Economic troubles in Portugal forced it into a punishing bailout program, which cut public-sector wages and pensions and left it with an unemployment rate of 17.5% in early 2013. In 2010, Ireland faced the bankruptcies of the now defunct Anglo Irish Bank and Irish Nationwide, and was unable to rescue them on its own, thereby forcing a bailout from the EU and the International
Monetary Fund (IMF). Greece is currently undergoing the third infusion of funds in its bailout program, which started in 2009. Finally, in 2012, Spain acceded to the European Stability Mechanism to recapitalise its banks.

Spain was the only country of the PIGS that, during the European debt crisis, was not formally involved in a bailout. In 2007, Spain was ranked fifth with respect to its contribution to the business economic volume in Europe and, similar to most of the economies in the EU, its figures were explained by the increasing activity of two main sectors: services and construction. Moreover, from 1994 to 2007, with a short period of stability between 1999 and 2001, manufacturers increased their levels of labour productivity [2]. In 2010, the manufacturing industry was the only industry that presented growing rates in its contribution to the Gross National Product, while the two sectors that had traditionally contributed most to the GNP remained in recession. During 2010 and 2011, Spanish manufacturers' contributions to the GNP were rising, and achieved rates of growth higher than 3% in 2011 [3]. No other industry contribution to the GNP in the country was increasing with such intensity. The first quarter of 2012 started with a growth of 3% for Spanish manufacturers and fell to negative results in the second quarter of 2012 [4]. When, in 2012, the Spanish Government launched the anti-crisis Law which curbed salaries in the public sector (Real Decreto-ley 20/2012, de 13 de julio, de medidas para garantizar la estabilidad presupuestaria y de fomento de la competitividad; Royal Decree-Law 20/2012, July, 13, Measures to guarantee budgetary stability and to promote competitiveness), manufacturers suffered a new recession due to the paralysis of business for retailers and wholesalers [5] and, consequently, growth was not possible in the short/medium term. Togetherness, these circumstances led manufacturing firms to play a key role in the recovery of the crisis in Spain thereby making them an interesting setting to study.

This leads us to set certain research questions: How can the phenomenon of the manufacturers' growing contribution to GNP in periods of recession in Spain be explained? Do these firms have critical characteristics that make them the first to recover in periods of recession? This work presents a methodology that strives to answer these research questions. The application of the proposed procedure to other countries and other contexts is also proposed as a future line of research.

The majority of Spanish firms are SMEs, and represent more than 99% of the total number of firms [2,6]. In the case of industrial firms, in 2011, SMEs were responsible for 47.5% of the industry’s turnover, and for 48.6% of the total exports for manufacturers [7]. However, the relevance of SMEs is not exclusive to the Spanish case nor to the manufacturing sector. In the EU, SMEs represent 99% of all enterprises and contribute to more than half of all value added created by business [8]. The Organization for Economic Cooperation and Development (OECD) identifies SMEs as a driving force for societies that are more inclusive and prosperous, and calls for evidence in the analysis of the SME business environment [9]. Specifically, SMEs that frequently appear as a result of an entrepreneurial activity contribute to economic growth, development, employment, and innovation. In this context, it is of the highest importance to study how SMEs manage to survive and compete in periods of crisis [1].

The aim of the present study is to highlight what resources and capabilities allow SMEs to adapt to changing markets. Capabilities play a key role in dealing with environmental forces through resource integration [10]. The literature summarises the key elements in the Resource-Based View (RBV) theory to explain resilience based on the idea that SMEs are able to manage resources properly in order to survive [11].

This study proposes the use of longitudinal analysis to provide a perspective of the alignment of resources and capabilities to be successful and considers various changing market conditions for SMEs [12,13]. The data used in this research have been extensively detailed in the sample description section; it is important to mention, however, that the time frame (1994–2011) has been selected in such a way that it considers all years previous to the application of anti-crisis regulation, that is, before the end of 2011. In 2012, with the application of the European Stability Mechanism, market conditions radically changed for manufacturers. The anti-crisis measures entailed the interaction of two different environmental forces: the economic situation and political forces. This new situation made it necessary
for manufacturers to yet again adapt to a disruption in the market that appeared when they were still adjusting to cope with the recession. The results of these anti-crisis measures are impossible to measure nowadays because data are not yet available and the Spanish Government is still maintaining certain anti-crisis interventions with respect to public salaries. Consequently, the last year considered in this research is 2011.

Regarding the literature analysed, the method proposed in this paper constitutes an extension of previous work [14] by analysing how higher and lower levels of specific capabilities interact with the different levels of other capabilities. Not only do the results identify heterogeneity, but also how firms can be classified considering this heterogeneity, and how firms in a specific class of firms can achieve higher efficiency levels by managing their key capabilities. To achieve the goals of this work, an appropriate panel dataset has been used as well as methods that allow differences to be captured regarding how firms transform resources into results, thereby making it possible to explain heterogeneity. Data have been analysed using two different tools. Firstly, firms’ capabilities in transforming their resources into results have been captured using a methodology specifically designed to measure the efficiency of units in transforming input into outputs, known as Data Envelopment Analysis (DEA). This methodology provides an efficiency score for each company. Differences in efficiency levels have been used in previous studies to explain firms’ heterogeneity using the RBV [15,16]. As a second step, once an efficiency score has been obtained for each firm, the existence of a nominal variable that describes firms is proposed. This variable varies with the way that firms develop their efficiency. A simple example can be useful to illustrate this nominal variable: there is a difference in the way women and men use razors; it is clear and intrinsic to the nature of gender differences. Consequently, the razor market can be divided by gender, since there is an identified nominal variable, gender, which classifies consumers’ use. In the case of firms’ capabilities, it is observed that there are certain firms that behave differently from others, by transforming the same resources into different outputs; that is, there is durable firm’s heterogeneity that is latent. Is it possible to identify a nominal variable that explains this heterogeneity? In other words, what is the latent “gender” of the firm that aggregates firms depending on the way they adapt resources to market changes over time? The use of Latent Class Regression Analysis [17] in this work allows the levels of this latent nominal variable to be identified. As a result, a firm’s heterogeneity is captured by studying how it transforms resources into outcomes under different market conditions over time [13]. This approach presents a useful tool for decision makers interested in efficiency improvements and for the implementation of public policies in order to improve the growth rates of manufacturers and consequently, the GNP. In addition, a broad overview of company capabilities is shown in this work, whereby special attention is paid to the combination of Information and Technology (IT) capabilities that have yet to be studied jointly with marketing, innovation company capabilities, and market conditions in longitudinal analyses [18]. These should be considered as complementary capabilities that contribute to performance along with other firm assets and capabilities [19].

This work contributes to the existing literature by showing a framework that enables the identification of the resource integration needed in order to confront changes in market conditions due to environmental forces. To this end, a tool is provided that identifies firms with different needs for the development of capabilities in order to be more efficient in the market. This identification enables firms’ heterogeneity to be captured as a source of competitive advantage, and a variety of routines and investments that firms might execute over time to be identified, by making this knowledge available in the public domain. Consequently, the results provide useful implications to practitioners [20] and give firms the opportunity to learn and apply tested successful strategies. Additionally, industry and corporate effects are combined in this paper [21] with the analysis of resource integration proposed by the RBV of the firm [22]. The two approaches are complementary when heterogeneity crosses the boundaries of the industry and this is captured as an explanation of how firms respond to market changes, thereby setting a better integration of their resources to increase efficiency.
In the achievement of a sustainable future for society and the economic system, the identification and understanding of those SMEs that better confront unstable markets could not only help other firms to implement better strategies based on the lessons learned, but also establish public policies aimed at improving the economic system instead of implementing policies that may negatively affect firms during times of recession [23].

The paper is structured as follows: The Introduction covers the literature review and introduces the hypotheses. In the Section 2, the material and methods are presented. The paper then lays out the procedures and results, and finally a discussion is provided and the main conclusions are drawn.

1.1. Literature Review

Classic theories in industrial organisation explain how the most important resources of economic income for a business unit represent specific endowments, positions and strategies followed by the firm [21], and how industry and corporate effects should be complemented with the study of the resource environment of the firm in order to explain firm performance [24]. On the other hand, the RBV (or capabilities theory) focuses on firms’ resources that are rare, sustainable, and difficult to imitate because they represent a source of competitive advantage and a source of within-industry heterogeneity [25]. Specifically, in changing environments, these capabilities need to be adapted and, consequently, can be considered dynamic [22]. The need to adapt to external forces recognises the existence of environmental forces as well as certain idiosyncratic firm attributes that explain how firms adapt to changes in the environment [25]. Few studies consider both approaches, how firms resources into capabilities and how strategies, complemented with environmental factors, explain firms’ results [26]. Moreover, in the presence of environmental changes, such as rapid technological changes, firms need to develop dynamic capabilities in order to address these new situations [27]. In response to environmental and market changes, they should also develop identifiable organisational processes and reallocation of resources that, in moderately dynamic markets, could be understood as the traditional conception of routines [28]. Exposed to market conditions, the competitive advantage potential of firm’s capabilities can then be developed by an efficient combination of business processes and resources [29]. Consequently, to really capture the transformation of resources into competitive advantages over time, and to understand how the capability development and deployment affect firms’ performance under changing market conditions, it seems necessary to study both market conditions and firms’ resources and processes. Furthermore, the study of firms’ heterogeneity with respect to their adaptation to market conditions must include key aspects, such as the organisational capacity [15], the environmental and market complexity [30], and the competitive advantage developed for transforming firms’ resources into results [16].

Inter-firm heterogeneity in terms of adaptation to market conditions is referred to in this work as the transformation of resources to create higher levels of efficiency in specific situations over time. The relationship between firms’ heterogeneity and the market has been extensively studied in the literature from various points of view, thereby providing useful insights for decision makers. One of the perspectives taken by previous analyses [31] considers the productivity of heterogeneous firms in relation with different cap-and-trade program designs shows how these programs contribute to environmental quality while having no effect on the firms’ productivity. One interesting result [31] is that, in monopolistic situations, the reallocation of resources intensifies with the heterogeneity of firms. However, nothing is explained regarding what happens in non-monopolistic markets. Moreover, firms’ heterogeneity has been proven to be a key determinant of the relevant decisions taken by the firm; in particular, a recent study shows how a firm’s heterogeneity explains decisions concerning internationalisation [32]. Nevertheless, in [32], the phenomenon is studied using cross-sectional data gathered over one single period of time. Previous studies have shown that internationalisation decisions are dynamic and can be explained by a mix of resources and capabilities managed by the firm that determine the evolution from one state of internationalisation to another [33]. Heterogeneity in terms of individual characteristics of the firm also explains market selection [32,34].
and how firms become more global through their access to extensive labour markets that increase firms’ productivity [35].

Nevertheless, the effect of macro-environment forces on SME performance remains controversial. Several authors point to the idea that when firms become larger, they are less vulnerable to the macro-economic situation [8], which is in contrast to the extended idea that SMEs adapt better to changes in the market because they present higher levels of strategic and operational flexibility due to their reduced size [11,26]. The adaptability of SMEs to changes in market conditions due to environment forces is based on flexibility and on the existence of a proactive attitude of the firm. Environmental forces can change the labour market, consumer demand, supply ability, and costs, thereby resulting in a volatile and uncertain market that requires a high level of adaptation of the firm’s resources [10].

Nevertheless, most previous studies into firms’ capabilities are based on cross-sectional data that cannot capture this evolution over time and, consequently, cannot capture the firms’ adaptability to changes in the environment [10,36]. Repeated measures have rarely been used and only in specific contexts. For example, in [37], only firms that are leaders in technology are considered. Other studies enfold the resource-based view theory by studying the capabilities that drive firms to adopt outsourcing in order to achieve strategic goals [38]. Finally, there are other studies that measure a firm’s efficiency in transforming resources [16], but the results of these studies fail to explain how market conditions and strategic decisions affect a firm’s efficiency.

1.2. Hypotheses—Marketing and IT Capabilities

Certain firms achieve superior business efficiency since they have a greater understanding of customers’ needs and wants, they provide superior services, set better strategies than their competitors, match channel requirements and developments, and are exposed to the market environment, which, in short, means that they manage tangible and intangible assets better than their competitors [29]. Specifically, firm survival is based on being able to identify opportunities for the creation of value of a firm by the use of their capabilities as a means to improve their performance in the industry’s ever-changing landscape. Key pre-entry capabilities in diversification strategies that explain survival during an industry shakeout for manufacturers include technology, corporate-level integrative capabilities, marketing, and distribution [39]. Specifically, distribution, advertising, R&D, and IT capabilities have been identified as the key variables for survival as well as antecedents of performance for manufacturing SMEs [40]. The hypotheses presented in this study are based on the idea that these capabilities are a result of the correct combination of tangible and intangible assets, which explains how manufacturing SMEs respond to market changes with different levels of efficiency.

Firms’ tangible and intangible assets can be estimated by their R&D and Marketing intensity [41] and by the complexity of the market [30]. Specifically, in the Marketing literature, Marketing is referred to as the processes needed to meet customers’ needs, and marketing capability should be understood as the management of market sensing and customers-linking capabilities [42]. The present work specifically focuses on the study of marketing capabilities in explaining firms’ efficiency under different market conditions rather than marketing expenditures as an input and sales as an output to measure efficiency in marketing [43]. Efficiency refers to the outcomes a firm achieves relative to the resources it uses due to the implementation and adjustment of these business processes in response to market changes that allow firms to outperform their competitors [16]. On assuming that marketing capabilities should include the capacity to adapt to market and environment changes, the gap should be filled between environmental needs and organisational capacity as a source to explain a firm’s heterogeneity within the industry [30].

Given all previous reasoning, it is expected that:

**Hypotheses 1 (H1).** Marketing capabilities explain firms’ heterogeneity with respect to their efficiency in adapting to the market and environmental changes.
Within changing global environments, IT capabilities form part of this complex process; technological solutions are necessary to meet customers’ needs through the support of marketing activities with information technology [44]. Firms are in need of developing new knowledge regarding markets, products, and technologies, and of combining all of this knowledge in order to develop capabilities to become more competitive [45]. The joint analysis of marketing and IT has resulted in new approaches, such as e-marketing capabilities [18]. However, little attention has been paid to how small- and medium-sized producers are able to adapt to market changes by combining marketing and IT capabilities as the basis for the development of any strategic advantage when firms experience environmental turbulence [46]. In this work, the ways in which firms combine marketing and IT capabilities are suggested as predictors of firms’ efficiency. Firms can achieve a competitive advantage by using IT through the design of the appropriate IT structure and by building the capabilities needed for their management. On the one hand, IT resources include tangible, human-related, and relational resources, while, on the other hand, the concept of IT capability is defined as “a firm’s ability to mobilize and deploy IT resources effectively to perform strategic IT planning, develop Information Systems (IS) and leverage, use these systems, and manage IT functions and IT assets” [47] (p. 329). In the study of IT capabilities, as part of the process of business value creation, two elements should be included: the resources used by the company, and the results achieved by their use, which are a reflection of the capabilities of the company. It can be assumed that the results explained by the use of IT resources show the existence of IT capabilities in the company because resources themselves cannot create any business value. In this sense, capabilities can be seen as a transformer of inputs into outputs, in other words, a latent concept that can be measured by observing how two firms using the same resources may achieve different outcome levels [48]. For instance, the evaluation of IS has been implemented, and measures of its performance, as part of IT resource management, is integrated as a whole with all the company areas that interact to face changing environments in order to create learning and leverage, thereby contributing to the achievement of a firm’s goals [49]. Furthermore, depending on the extent to which a firm’s goals are achieved, there exist certain IT capabilities that contribute to the development of a competitive advantage reflected on higher levels of a company’s efficiency [50] that allow firms to create business value in changing environments [51].

The study of the relationship between IT capabilities and firms’ outcomes has failed to show conclusive results regarding a sustainable and positive effect of this capability on performance [52]. Not only do firms have to align IT capabilities with company strategies in order to achieve a better internal adjustment, but a firm’s environment also needs to be included in order to prevent firms from wasting their scarce resources [53] and to develop an ability to adapt to the changing environment that refers to IT capabilities.

Previous studies have shown that IT creates business value in certain circumstances while it fails to do so in other circumstances, and it is revealed that IT does not always lead to positive outcomes, which is because IT has a different utility in stable versus dynamic environments [47], and hence it is expected that IT capabilities capture firm heterogeneity over time [37]:

Hypotheses 2 (H2). IT capabilities explain firms’ heterogeneity with respect to their efficiency in adapting to the market and environmental changes.

2. Materials and Methods

2.1. Methodology

The empirical analysis has been developed in two phases. In the first step, DEA has been used to measure a firm’s efficiency [54]. Firms are more efficient than others when they are able to better manage their resources in order to achieve business goals [55]. This is related to relative efficiency and is closely tied to the concept of competitive advantage [16]. Deterministic frontier methods have been designed to assess an individual firm’s efficiency relative to the best performers in an industry and
are therefore well suited to address the challenges of measuring competitive advantage [43]. A firm’s efficiency is measured in terms of the distance of each specific firm from the industry’s efficient frontier from which results an efficiency score that is calculated as the possible percentage increase of “all outputs,” given the current input [16]. Data Envelopment Analysis is a multi-output, multi-input approach to the measurement of efficiency. According to the classic definition of efficiency [56], and using an output orientation, a unit is said to be efficient if it cannot increase any of its outputs without increasing any of its inputs or decreasing any of the other outputs. This efficiency score reflects the specificity of the firm in transforming resources into outputs. Data Envelopment Analysis has been preferred to stochastic production frontier analysis (SFA) for several reasons. First, DEA neither imposes a functional form nor a form of distributional assumptions on the variables, whereas stochastic frontier analysis requires the specification of a functional form, and a distributional assumption has to be made for the error and the inefficiency term. Furthermore, the relatively high value of the correlation among the three key inputs of our analysis may lead to multicollinearity problems that can severely affect the results of stochastic production frontiers (SPFs). Another reason is that SFA cannot successfully distinguish between technical improvements and efficiency improvements [57]; when using panel data, SPF estimators are often biased [58] and the independency of the inefficiency terms over the different time periods is difficult to hold [57]. Although DEA is not completely free of disadvantages, given the characteristics of the available data and the above reasons, this type of analysis was chosen in this particular study.

One key assumption in DEA is that firms have to be homogeneous. However, firms in different sectors use different technologies and may use different combinations of inputs to produce their outputs. Consequently, firms in the different sectors present sector specificities that cannot be ignored. To avoid problems of sector heterogeneity, certain previous studies introduce dummy variables for sector and time [59], but such a method assumes that the technology and the combination of inputs to produce outputs is the same for all sectors, and only allows constant deviations from the average frontier for each sector. In contrast, in the current study, each DEA model compares each observation with those operating in the same sector. Further to this, to avoid the mixed effect of firm efficiency and general economy seasonal effects, a different model has been run for each of the different time periods. Consequently, for each observation, the peer group was composed of those firms operating in the same sector and same time period as that of the unit under analysis. Further to this, to avoid the mixed effect of firm efficiency and general economy seasonal effects, a different model has been run for each of the different time periods. Consequently, for each observation, the peer group was composed of those firms operating in the same sector and same time period as that of the unit under analysis. While time-, country- and industry-specific frontiers have been used in some studies to take productivity differentials into account, how to account for a firm’s specific heterogeneity remains unclear [58]. As DEA efficiency rates are relative to the observations in the peer group, the resulting efficiency scores represent how efficient a firm is relative to the other firms operating in the same sector and same time period, and hence the seasonal circumstances under which it operates does not affect the efficiency score. If a firm receives an efficiency score equal to 1, it means that there is no other firm in that sector operating better than the firm under analysis in that time period. If a firm receives an efficiency score equal to 0.8, it means that there are other firms in the peer group (operating in the same sector and same time period) that are more efficient than the unit under analysis. In this case, the firm being analysed could become efficient by increasing its outputs by 25% (The expansion rate would be equal to: Expansion rate = 1/TE = 1/0.8 = 1.25). From this step, an efficiency score has been produced for each company for each year under analysis.

Secondly, another step is needed to explain the firm’s heterogeneity [58]. Heterogeneity has been studied in this work by considering that capabilities are latent aspects of the company that cannot be directly observed and, consequently, an a priori segmentation that supposes that resources and strategies from firms with similar characteristics will show a similar impact on efficiency would introduce some bias into the analysis. Consequently, Latent Class (LC) Regression has been applied. The basic idea of the LC Regression is to specify a regression model from the generalized linear modelling (GLM) family using repeated measures or panel data in which parameters differ across latent classes thereby allowing the identification of heterogeneous groups of firms [17]. This technique
searches for the “gender” of firms that affects their efficiency, that is, the analysis of classes with different regression coefficients enables the identification of how diverse levels of efficiency are achieved by different combinations of capabilities, that is, heterogeneity is explained, thereby making it possible to identify the capabilities that favour efficiency increases in each class of firm. Previous studies have tried to classify firms by considering their ability to transform resources into capabilities; however, they base their analysis on a priori segmentations, and suppose that firms behave in the way predicted [60].

To sum up, secondary data have been used to capture firms’ heterogeneity in a first step, and to capture the power of capabilities that explain this heterogeneity in a second step. Heterogeneity is understood as the differences that lead firms to perform differently and it is observed by calculating within-industry efficiency (by means of DEA) which is subsequently explained through latent class regression.

2.2. Description of the Dataset

This study uses longitudinal data provided by the Survey of Business Strategies (ESEE, “Encuesta Sobre Estrategias Empresariales”) which annually gathers data on Spanish manufacturing firms with 10 or more employees. The population used as a reference by Fundación SEPI for the ESEE is limited to manufacturers and excludes refineries and fuel treatment plants. Sample selection is based on a random method of exhaustive sampling. A more detailed description of the dataset can be found at [61]. In the dataset used for this research, there are 10,960 observations within a time span of 18 years (1994–2011) and includes a total of 20 different activities within the manufacturing sector. Since there were few observations in certain sectors, these were grouped in accordance with the NACE (NACE is the statistical classification of economic activities in the European Community. The term NACE is derived from the French “Nomenclature statistique des Activités économiques dans la Communauté Européenne”) Rev.2 classification into higher-level digits, resulting in a total of 9 sectors in the manufacturing activity. In the final sample, 12 of the 17 autonomous regions of Spain were represented. This sample was refined by eliminating outliers in order to calculate efficiency.

In a second step, the sample was cleaned again, mainly in order to constrain the sample to SMEs and to include the variables required for this study, that is, the variables regarding IT capabilities that were introduced in the survey in 2001, and therefore, although the whole dataset was used to calculate the efficiency score, the final sample size used for the LC Regression was composed of 329 manufacturing SMEs for a time span of 11 years [2001–2011].

3. Procedure and Results

3.1. Measuring Firms’ Efficiency: Procedure

The DEA technique was originally developed by [62] and was based on Farrell’s ideas. The original DEA model was developed by Charnes, Cooper and Rhodes in 1984. Since then, several DEA models have been proposed in the literature. The model used herein is that proposed by [63], commonly known in the literature as the BCC model. The main reason for the selection of the BCC model is that it allows more flexibility than the original CCR model. While the CCR model assumes constant returns to scale, the BCC model allows for varying returns to scale.

The following BCC DEA model was solved for each firm:

Maximize $\theta_{j0}$

Subject to

$$\sum_{j=1}^{n} \lambda_{j} x_{i,j} \leq x_{i,0}, \quad i = 1, 2, 3,$$

$$\sum_{j=1}^{n} \lambda_{j} y_{j} \geq \theta_{j0} y_{0}$$
where $x_{i,j}$ corresponds to the amount of the $i$-th input of firm $j$, and $x_{i,0j}$ corresponds to the amount of the $i$-th input of the firm being analysed. Analogously, $y_{r,j}$ represents the amount of output (in our case, there is just one output) of firm $j$, and $y_{j0}$ represents the amount of output of the firm under evaluation. $	heta$ represents the expansion factor. For simplicity, the sub-indexes standing for time, $t$, and sector, $s$, are omitted but, as stated before, this model was run for each time period and each sector separately. The performance associated to each firm is given by:

**Technical Efficiency**

$$y_{j0} = \text{TE} = 1/\theta_{j0}$$

which varies between zero and one. A unit is said to be efficient if theta equals 1 (TE = 1), and is inefficient otherwise (TE < 1). A DEA analysis not only provides a measure of inefficiency but it also provides a virtual efficient unit associated to each inefficient unit. Each virtual efficient unit is the ideal situation to which the associated inefficient unit should be transformed in order to reach efficiency. Hence, an inefficient unit should modify its outputs to reach efficiency. When using an output orientation, as in our case, a radial expansion of the outputs is performed by means of the optimal value of theta. If a unit is inefficient, it could become efficient if it expands its output levels by theta. For a wider explanation of the DEA technique, please refer to [54].

To analyse the evolution of productivity of manufacturing firms over the period analysed, several additional analyses were carried out: the technical change and the Malmquist Total Productivity index. The procedure followed is included in Appendix A. All efficiency related measures were calculated by programming in GAMS software (vers. 22.7, GAMS Development Corporation, Washington, DC, USA).

### 3.2. Measuring Firms’ Efficiency: Variables Employed and Results

A general measure of efficiency compared with those of the competitors can be obtained using a DEA model by considering the inputs of labour and capital and outputs such as sales. In our case, three inputs have been considered: Personnel costs (representing labour), purchases and fixed assets (representing capital). The output included in the analyses was that of total sales. This measure aims to capture whether labour and assets are efficiently used in order to adapt the company to the market represented in the sales output [43].

First, an outlier analysis based on the Mahalanobis distance was carried out and observations were eliminated based on a 5% significance level. Again, the outlier analyses were run separately for each industry sector because different sectors may use different combinations of inputs (resources) to produce their outputs. This reduced our sample size from 10,960 to 10,456 observations, which corresponds to 2048 firms operating over 18 years (1994–2011). Carrying out an outlier analysis prior to conduct a DEA analysis is important because extreme observations define the efficient frontier, consequently they can distort results making efficiency scores to appear unusually low. Three inputs were considered: personnel costs (representing labour), purchases and fixed assets (representing capital). The output considered was that of total sales. The descriptive statistics of our data are presented in Tables 1 and 2. The average value of personnel costs for the whole dataset was 6.54 million euros, average purchases were 24.27 million euros and average fixed assets were 14.73 million euros (Table 1). The average total sales was 32.68 million euros. In Table 2, we can observe that firm efficiency was correlated to the rest of the variables included in the analysis, negative correlation to the inputs and a high positive correlation to the output. The coefficients of correlation among the three inputs were all significant, as expected.
Despite having removed outliers, the average value for the DEA efficiency scores remains low (Table 2). The low values of the DEA scores are due to two main reasons. Firstly, the technique itself is that which generally offers lower scores [54]. Secondly, this issue is particularly relevant in the case of many observations (since the DEA scores tend to diminish as the number of observations increase).

Nine different sets of models (one per sector) were used, each of which was run 18 times (one per time period), which made up a total of 162 BBC DEA analyses. These DEA analyses provided us with an efficiency rate for each observation. In this step, all firms are individually compared to the set of firms in the same sector that operated in the same time period as the unit under analysis, and therefore the efficiency estimates are free of the influence of the time effect and the sector effect. On average, firms were not very efficient. The average value was 0.164 (Table 3) with a standard deviation equal to 0.28. Figure 1 shows the average efficiency scores over time. It can be observed that efficiency scores follow no pattern from 1994 to 2006. This seems logical since, although one would expect increases in efficiency over time for certain firms, the rest of the firms eventually catch up, thereby reducing the difference in efficiency gains between them again, and hence on average, the differences in efficiency scores between the firms should remain similar over time. Note that these scores are relative to the firms operating in the same sector and same time period, therefore they do not capture efficiency gains over time. Results showed that 645 observations were fully efficient, representing roughly 6% of the total number of observations. However, only 66 firms were fully efficient over the 18 time years considered and 96 firms showed average efficiency levels over time higher than 0.90.

Table 1. Average values of the variables involved in the efficiency analysis (in million euros) by sector (standard deviation in parenthesis).

<table>
<thead>
<tr>
<th>Sector 1</th>
<th>Sector 2</th>
<th>Sector 3</th>
<th>Sector 4</th>
<th>Sector 5</th>
<th>Sector 6</th>
<th>Sector 7</th>
<th>Sector 8</th>
<th>Sector 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personal cost</td>
<td>7.24 (13.15)</td>
<td>1.71 (2.69)</td>
<td>5.81 (8.25)</td>
<td>8.79 (13)</td>
<td>4.39 (6.53)</td>
<td>6.39 (9.85)</td>
<td>6.03 (11.02)</td>
<td>15.67 (31.18)</td>
</tr>
<tr>
<td>Buys</td>
<td>37.02 (73.06)</td>
<td>3.56 (5.55)</td>
<td>17.93 (28.09)</td>
<td>26.68 (57.06)</td>
<td>12.64 (21.34)</td>
<td>20.75 (43.55)</td>
<td>16.86 (39.48)</td>
<td>73.03 (249.1)</td>
</tr>
<tr>
<td>Fixed assets</td>
<td>21.87 (50.69)</td>
<td>1.78 (3.74)</td>
<td>18.91 (37.41)</td>
<td>18.72 (34.13)</td>
<td>8.72 (19.22)</td>
<td>20.02 (52.27)</td>
<td>6.82 (15.44)</td>
<td>27.08 (73.38)</td>
</tr>
<tr>
<td>Total sales</td>
<td>26.74 (57.83)</td>
<td>29.88 (69.53)</td>
<td>24.13 (40.03)</td>
<td>35.08 (83.95)</td>
<td>23.89 (48.9)</td>
<td>34.02 (70.43)</td>
<td>30.61 (57.78)</td>
<td>51.8 (173.56)</td>
</tr>
<tr>
<td>Firm efficiency</td>
<td>0.16 (0.29)</td>
<td>0.14 (0.27)</td>
<td>0.21 (0.31)</td>
<td>0.18 (0.3)</td>
<td>0.16 (0.27)</td>
<td>0.13 (0.25)</td>
<td>0.17 (0.27)</td>
<td>0.18 (0.3)</td>
</tr>
</tbody>
</table>

Table 2. Descriptive statistics of the variables involved in the efficiency analysis (in euros).

<table>
<thead>
<tr>
<th>Mean</th>
<th>St Dev</th>
<th>Coefficient of Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Personnel cost</td>
<td>6,541,366</td>
<td>13,625,365</td>
</tr>
<tr>
<td>Purchases</td>
<td>24,275,792</td>
<td>86,647,063</td>
</tr>
<tr>
<td>Fixed assets</td>
<td>14,731,413</td>
<td>41,612,030</td>
</tr>
<tr>
<td>Total sales</td>
<td>32,686,775</td>
<td>80,832,275</td>
</tr>
<tr>
<td>Firm efficiency</td>
<td>0.165</td>
<td>0.283</td>
</tr>
</tbody>
</table>

** Significant at the 1% level.
### Table 3. Evolution of average efficiency, technical change and Malmquist indexes.

<table>
<thead>
<tr>
<th>Year</th>
<th>Efficiency</th>
<th>Efficiency Change</th>
<th>Technical Change Index</th>
<th>Malmquist Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1994</td>
<td>0.142</td>
<td>0.768</td>
<td>2.773</td>
<td>2.131</td>
</tr>
<tr>
<td>1995</td>
<td>0.168</td>
<td>0.908</td>
<td>2.169</td>
<td>1.971</td>
</tr>
<tr>
<td>1996</td>
<td>0.167</td>
<td>0.903</td>
<td>2.314</td>
<td>2.089</td>
</tr>
<tr>
<td>1997</td>
<td>0.154</td>
<td>0.833</td>
<td>2.779</td>
<td>2.315</td>
</tr>
<tr>
<td>1998</td>
<td>0.152</td>
<td>0.822</td>
<td>2.844</td>
<td>2.336</td>
</tr>
<tr>
<td>1999</td>
<td>0.158</td>
<td>0.852</td>
<td>2.708</td>
<td>2.307</td>
</tr>
<tr>
<td>2000</td>
<td>0.168</td>
<td>0.907</td>
<td>2.633</td>
<td>2.388</td>
</tr>
<tr>
<td>2001</td>
<td>0.176</td>
<td>0.949</td>
<td>2.305</td>
<td>2.189</td>
</tr>
<tr>
<td>2002</td>
<td>0.172</td>
<td>0.929</td>
<td>2.764</td>
<td>2.569</td>
</tr>
<tr>
<td>2003</td>
<td>0.151</td>
<td>0.814</td>
<td>2.605</td>
<td>2.119</td>
</tr>
<tr>
<td>2004</td>
<td>0.155</td>
<td>0.838</td>
<td>2.819</td>
<td>2.363</td>
</tr>
<tr>
<td>2005</td>
<td>0.135</td>
<td>0.730</td>
<td>2.715</td>
<td>1.981</td>
</tr>
<tr>
<td>2006</td>
<td>0.171</td>
<td>0.922</td>
<td>1.652</td>
<td>1.524</td>
</tr>
<tr>
<td>2007</td>
<td>0.178</td>
<td>0.960</td>
<td>1.792</td>
<td>1.720</td>
</tr>
<tr>
<td>2008</td>
<td>0.170</td>
<td>0.915</td>
<td>1.321</td>
<td>1.208</td>
</tr>
<tr>
<td>2009</td>
<td>0.176</td>
<td>0.950</td>
<td>1.318</td>
<td>1.251</td>
</tr>
<tr>
<td>2010</td>
<td>0.176</td>
<td>0.952</td>
<td>1.114</td>
<td>1.061</td>
</tr>
<tr>
<td>2011</td>
<td>0.185</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Mean</td>
<td>0.164</td>
<td>0.886</td>
<td>2.201</td>
<td>1.918</td>
</tr>
</tbody>
</table>

The technological change index and the Malmquist index were also calculated in order to capture the changes in technological change and total productivity over time. The Malmquist index includes the effect of both the firm’s inefficiency and its technological change and is given by the product of both indicators. These indexes show the evolution of productivity over time and indicate the start and evolution of the economic crisis. Following the procedure in [64], to calculate the Malmquist index, after calculating the firm’s efficiency, the inefficiency was removed from each firm by multiplying its output by the radial expansion rate. Another DEA model was then run using the modified (efficient) observations (see Appendix A) which include the firms in the base time period as the reference set so that the resulting scores of the second DEA model are only due to technical changes, since they remain free of the influence of the efficiency of each observation (Appendix A). The last year in our dataset (the year 2011) was chosen as the base time period for the analysis of the technological change over
time. Note that the technological change is given by the change in the frontier from one time period to the base time period.

The estimated technical changes with reference to the base year 2011 are presented in Table 3. Interestingly, all technological change indicators are higher than 1 when compared to that of the year 2011, which suggests that the economic productivity had decreased over the recession, thereby leading to lower values during the last years of the crisis considered. Figure 2 also shows that, while technical change was kept relatively constant over the period 1997–2005, it experienced a sharp decline during the period 2006–2011, which coincides with the worst years of the economic crisis.

When comparing Figures 1 and 2, it can be observed that, while there is no clear trend in average efficiency scores over time until 2006, average efficiency steadily increases (Figure 1) during times of crisis (from 2006 onwards). In contrast, Figure 2 shows decreasing levels of technical change or changes in productivity over time due to changes in productivity of efficient firms, from the year 2006 onwards, when the first signs of the economic recession appeared. While this may seem paradoxical, there is a clear explanation. Firstly, and most importantly, it is most probably only the best and most efficient firms that survive in adverse economic situations, and hence only the least efficient firms failed to survive the recession, consequently producing apparent increases in average efficiency. Secondly, firms that survive need to become more efficient, and thereby move closer to the best-practice frontier, when the economic environment is hard in an effort to survive economic recessions. Thirdly, it may well be that the least efficient firms fail to survive the crisis and year after year firms disappear from the database as they close down.

The estimation of the Malmquist index, which measures the effect of total productivity change including the efficiency change and the technological change, are presented in Table 2 and have been represented in Figure 3. The evolution of the Malmquist index implies that the changes in profitability was relatively stable over time until 2006 and it decreased from that year onwards, which in turn suggests that total productivity has been decreasing since the economic crisis started. Although there seems to be a slight increase in productivity in 2007 with respect to 2006, the productivity of that year with respect to all other previous years is much lower.
Figure 2. Evolution of Technical change over time.

The estimation of the Malmquist index, which measures the effect of total productivity change including the efficiency change and the technological change, are presented in Table 2 and have been represented in Figure 3. The evolution of the Malmquist index implies that the changes in profitability was relatively stable over time until 2006 and it decreased from that year onwards, which in turn suggests that total productivity has been decreasing since the economic crisis started. Although there seems to be a slight increase in productivity in 2007 with respect to 2006, the productivity of that year with respect to all other previous years is much lower.

Figure 3. Evolution of Malmquist index over time.

3.3. The Latent Nominal Variable, Capturing Firms’ Heterogeneity: Procedure

The resource-based view (RBV) theory maintains that resources by themselves cannot be a direct source of competitive advantage; they must be translated into capabilities. Consequently, capabilities must be understood in terms of resource allocation and the level of efficiency obtained. Capabilities relating to resource deployment in the market are usually associated with the marketing function (see, for example [65]). Two interrelated marketing capability areas have been identified: capabilities concerning individual “marketing mix” processes, such as product development and management, pricing, selling, marketing communications, and channel management [45,66]; and capabilities concerned with the processes of marketing strategy development and execution [14,30].

Capabilities are latent aspects of the firm. There are several ways to measure a latent, unobservable phenomenon. One way is to use perceptions: For instance, the perceptions of CEOs, stakeholders, and employees concerning whether they consider that their firms are able to transform resources into performance better than that of competitors, and whether they can adapt these resources to changes in the market to develop a competitive advantage (see, for example [36]). Unfortunately, perceptions provide latent factors with measurement errors rather than direct and objective measures of capabilities. Another option could be to gather information using a qualitative approach: investigate in depth all the processes of the firm, compare more than one firm by analysing several cases, and draw a conclusion regarding how firms compete and behave (see, for example [53]). However, a proxy and not a real measure or description applicable to any firm could be used. To achieve a more objective measure of the level of capabilities, it is first necessary to identify those firms that are developing competitive advantages better than their competitors and to identify how these firms should use these resources over time to achieve higher levels of efficiency. This two-step idea can be captured using DEA and by subsequently applying latent class regression. The basic idea of the Latent Class Regression [17] is to specify a regression model from the generalized linear modelling (GLM) family in which parameters differ across latent classes thereby allowing the identification of different classes through the use of repeated measures or panel data.

Latent Class (LC) Regression is defined by a single nominal latent variable \( x \), repeated observations of a single dependent continuous variable \( y_{it} \), and \( 1 < q < Q \) numeric or nominal predictors \( z_{itq}^{pred} \) that affect \( y_{it} \) via a GLM. The main difference with the LC Cluster is that in LC Regression there is a distinction between predictors and covariates. In the results, the levels identified in the nominal latent variable \( x \) correspond to the different classes [17,67]. The general probability structure used in the regression takes the following form:
where $K$ represents the number of latent classes and $T_i$ is the number of replications that may differ across cases. Equation (1) shows covariates and predictors. The LC Regression module in LatentGold® [17] considers that conditional densities have the same form for each $t$ and direct effects between multiple responses are not allowed. Linear predictors have a specific form in LC Regression:

$$\eta_{x,z_{it}} = \beta_{x_0} + \sum_{p=1}^{P} \beta_{x_p} z_{itp}$$ \hspace{1cm} (2)$$

where $\beta_{x_0}$ is the class-specific intercept and $\beta_{x_p}$ is the class-specific regression coefficient corresponding to the predictor or covariate number $p = 1, \ldots, P$, where $P$ is the total number of predictors and covariates.

### 3.4. The Latent Nominal Variable, Capturing Firms’ Heterogeneity: Variables Used and Results

#### 3.4.1. Predictors and Covariates

The use of surveys allows decision-makers to be interviewed using scales as accurate measures to estimate marketing and IT resources and their effect on performance, efficiency and value creation [18,45,68]. However, when capabilities are to be extracted from hard data, certain limitations appear since the concepts to be measured are not accurately available in secondary data sources and researchers need to use proxies. Meanwhile, secondary data sources have been previously used and, consequently, some useful measures are accepted in the literature [43]. Strategic marketing ambidexterity, for instance, is captured using a combination of advertising and R&D expenditures [69] and advertising expenditures by themselves allow the study of how short-term advertising causes long-term intangible assets [70] and firm value [71]. The linear/curvilinear, positive, negative effects of R&D, marketing capabilities and activities on performance have been broadly discussed (see [14]). Originally, resources and capabilities conform tangible and intangible assets, such as organisational processes and routines [22,25]. In this vein, Fang and Zou [72] introduced three dimensions to measure marketing capabilities, and strive to capture these capabilities in processes and resources invested to produce tangible and intangible marketing assets. These authors [72] measure marketing capabilities in terms of product development management (R&D and design, product service, etc.), customer relationship management (via the establishment of special relationships with customers), and supply chain management (control and relations in the distribution channel). The resource combination, integration, and deployment of these three elements provide the key for the creation and delivery of customer value and, consequently, for an increase in competitive advantages and financial performance. The following measures, taken from the ESEE, have been used to capture the marketing functions thereby introducing advertising, distribution and enhancement of customers’ relationships as well as IT and control variables.

1. **Advertising expenses/sales:** Percentage of the expenses in advertising and public relations (account 627 PGC: Spanish general accounting plan) represent over sales.
2. **Direct Distribution/Sales:** Percentage of the sales that have been sold directly by the firm. This variable records the percentage of those directly made sales plus those made through their own distribution network. It shows the firm’s distribution strategy. Higher levels mean that the firm has more control over the distribution channel and intermediaries.
3. **Clients’ Concentration:** Sales of the three main clients over overall sales (percentage). Percentage which represents the company’s total final sales made to its three main customers. Higher levels of the concentration of clients show specialization and a close relationship with the client. Research and Development have been considered as part of the new product
because new product development is mainly developed to satisfy customers’ needs, which is the main aim of marketing activity and therefore both should work together as part of the firms’ capabilities.

(4) **R&D/Sales:** Percentage which represents total expenses in R&D on sales volume.

The use of technology leads the company towards the higher levels of efficiency, required to compete in the global environment, which characterize the present market. Specifically, firms would be more competitive if they properly employed technologies that facilitate efficiency, such as CAD, software and hardware, and properly training employees in their jobs [44].

(1) **CAD (Computer Aided Design):** This variable is measured with the following question in the questionnaire “Do you use computer aided design?” and is a nominal variable with a dummy answer (Yes or No).

(2) **CPSO (Computer Programming Services’ level of Outsourcing):** This is a categorical variable which indicates, for the software programming services, which of the different options is better adjusted to the operations of the company. The categories are: No use; Own firm; Partial outsourcing; and Full outsourcing.

(3) **ITE (IT Expenses):** This is a percentage which the external expenses for training the employees in computing and information technologies represent on labour costs.

To measure how capabilities have been successfully adapted to market conditions, market dynamism was included in the analysis by considering two main aspects: First, a panel dataset was available that included 11 years where times of prosperity, stability and recession can be observed and where all firms in the sample have survived throughout this time, and hence it shows that these firms are able to adapt the company to changes by developing efficiency and confronting environmental turbulence [45]. Second, if the market is very dynamic and the need to adapt emerges, then markets conditions observed over time can also explain firm’s heterogeneity [30]. The following nominal variables were included:

(1) **Market Dynamism:** This is a categorical variable that classifies companies according to the value of the Market Dynamism Index during the year. Categories of the variable include: Expansive (index between 65 and 100); Stable (index between 35 and 65); and Recessive (index between 0 and 35).

Control variables:

(2) **Number of employees:** Total number of employees as a measure of the size of a firm.

(3) **Industry:** NACE’s codes introduced as a covariate to control for the activity sector.

Consequently, our model includes nine predictors and a covariate.

### 3.4.2. Results

The main descriptive statistics of the variables used in this model are presented in Tables 4 and 5.

**Table 4.** Descriptive statistics: Continuous and discrete variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concentration of clients</td>
<td>39.25</td>
<td>26.228</td>
<td>0.875</td>
<td>−0.197</td>
</tr>
<tr>
<td>Direct distribution/Sales</td>
<td>59.90</td>
<td>42.214</td>
<td>−0.385</td>
<td>−1.604</td>
</tr>
<tr>
<td>Advertising/Sales</td>
<td>1.12</td>
<td>2.377</td>
<td>5.574</td>
<td>41.922</td>
</tr>
<tr>
<td>R&amp;D/Sales</td>
<td>0.58</td>
<td>1.962</td>
<td>6.799</td>
<td>62.530</td>
</tr>
<tr>
<td>ITE</td>
<td>0.03</td>
<td>0.321</td>
<td>22.594</td>
<td>593.007</td>
</tr>
<tr>
<td>Number of employees</td>
<td>98.41</td>
<td>116.520</td>
<td>1.782</td>
<td>3.048</td>
</tr>
</tbody>
</table>
Table 5. Descriptive statistics: nominal variables.

<table>
<thead>
<tr>
<th>Industry Percentage CAD Percentage CPSO Percentage</th>
<th>Market Dynamism Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 12.5 Yes 36.9 CPSO (No use) 12.2</td>
<td>Expansive 21.1</td>
</tr>
<tr>
<td>2 14.6 No 63.1 CPSO (Own firm) 26.4</td>
<td>Stable 51.0</td>
</tr>
<tr>
<td>3 4.1 CPSO (Partial outsourcing) 31.7</td>
<td>Recessive 27.9</td>
</tr>
<tr>
<td>4 12.9 CPSO (Full outsourcing) 29.7</td>
<td></td>
</tr>
<tr>
<td>5 4.5</td>
<td></td>
</tr>
<tr>
<td>6 15.7</td>
<td></td>
</tr>
<tr>
<td>7 15.5</td>
<td></td>
</tr>
<tr>
<td>8 6.7</td>
<td></td>
</tr>
<tr>
<td>9 13.4</td>
<td></td>
</tr>
</tbody>
</table>

Regarding the descriptive statistics shown in Tables 4 and 5, the variables used cannot be considered as following a normal distribution, and, consequently, standard errors and Wald statistics were calculated using Robust methods (Sandwich) implemented in Latent Gold 4\textsuperscript{®}. The optimum Bayesian Information Criterion (BIC) and the $R^2$ were applied to determine the number of classes (see Table 6). The BIC values decrease until they achieve the minimum value for the Four-Class Regression model to continue increasing for models with a higher number of classes, suggesting that the Four-Class Regression model best fits the data. The overall $R^2$ for the Four-Class Regression model was 0.8294, which can be considered appropriate.

Table 6. Latent Class Regression analysis.

<table>
<thead>
<tr>
<th>LLC</th>
<th>BIC(LL)</th>
<th>AIC(LL)</th>
<th>CAIC(LL)</th>
<th>Npar</th>
<th>Class. Err</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-Class Regression</td>
<td>-188.8471</td>
<td>458.8391</td>
<td>405.6943</td>
<td>472.8391</td>
<td>14</td>
<td>0.0000</td>
</tr>
<tr>
<td>2-Class Regression</td>
<td>1086.9606</td>
<td>2157.4671</td>
<td>2202.9213</td>
<td>2392.4671</td>
<td>37</td>
<td>0.0117</td>
</tr>
<tr>
<td>3-Class Regression</td>
<td>1448.4964</td>
<td>2549.2294</td>
<td>2576.9928</td>
<td>2489.2294</td>
<td>60</td>
<td>0.0324</td>
</tr>
<tr>
<td>4-Class Regression</td>
<td>1596.2170</td>
<td>3248.9131</td>
<td>3206.4341</td>
<td>2628.3613</td>
<td>83</td>
<td>0.0374</td>
</tr>
<tr>
<td>5-Class Regression</td>
<td>1650.9507</td>
<td>3587.5193</td>
<td>3508.9014</td>
<td>2581.5193</td>
<td>106</td>
<td>0.0469</td>
</tr>
<tr>
<td>6-Class Regression</td>
<td>1699.4008</td>
<td>3661.1101</td>
<td>3514.8016</td>
<td>2522.1101</td>
<td>129</td>
<td>0.0699</td>
</tr>
<tr>
<td>7-Class Regression</td>
<td>1758.8400</td>
<td>3736.6792</td>
<td>3621.6799</td>
<td>2484.6792</td>
<td>152</td>
<td>0.0562</td>
</tr>
</tbody>
</table>

Table 7 shows which variables contribute towards the hypotheses testing. Hypotheses 1 and 2 are supported by the results, since some Marketing and main IT aspects explain the firm’s heterogeneity. To specifically understand how these variables contribute towards explaining heterogeneity by capturing the difference between parameters across classes, and, consequently, to specifically understand how capabilities explain efficiency, it is necessary to analyse the results in depth. The $p$-values for the Wald statistics for all predictors (see Table 3) are lower than 0.05, which indicates that predictors significantly explain differences across classes. The “Wall (=)” statistic indicates that these differences in the betas are significant across the classes identified, which means that all four groups exhibit significantly different levels of these coefficients, that is, that there is heterogeneity across classes that can be explained by a number of the variables proposed. Regarding the marketing variables, it seems that distribution is not significant in explaining heterogeneity, whereas advertising is only significant at the 10% level. These two variables are directly observable by competitors and are consequently easy to imitate, and hence it is not surprising that differences in efficiency are easy to capture in terms of distribution and advertising efforts. In addition, previous studies have shown that the effect of advertising on a firm’s results needs a different analysis to capture the effect of advertising on the level of intangible resources, by differentiating between the instantaneous effect and the persistent effect [70]. At the same time, all IT indicators present significant values in the explanation of a firm’s heterogeneity as does market dynamism, and present a weak effect of firm’s size (number of employees) and industry (covariate). The size of the classes obtained is: Class 1 = 154 firms, Class 2 = 88 firms, Class 3 = 58 firms, and Class 4 = 29 firms.
Once heterogeneity has been identified, certain questions arise: What levels of efficiency have these firms achieved over time? What variables, and, consequently, what decisions and resources explain and can improve their level of efficiency?

Table 8 shows how Class 1 and Class 2 present the lowest mean values of efficiency. However, there is a key difference between them. Class 1 represents all those SMEs that need to adjust their size to increase their flexibility [11,26]. In Spain, from 2011 to early 2015, 17,283 SMEs in the industrial sector had disappeared, all of which were manufacturers, which represents more than 12% of the total number of SMEs [6]. Probably, those firms that disappeared were the ones that failed to adapt their size to be effective.

Class 2 SMEs appear to have a certain potential to increase their level of efficiency by investing in IT capabilities and disinvesting in R&D and Advertising. The efficiency of Class 2 SMEs is neither affected by the market nor by its number of employees. In this class, it is possible to identify those manufacturing SMEs that can increase their level of efficiency by developing IT capabilities as affordable practices in changing markets [73], and by developing digital assets to better serve customers instead of following other strategies [40,74]. Specifically, firms in this class should develop their own CPSO or fully outsource CPSO, and they should train their employees to be able to implement it in a proper way (ITE).

Class 3 presents the second-best value for efficiency (TE mean = 0.3954). Firms identified in this class are those that take and advantage of recessive markets, seeing in them an opportunity to improve performance by developing new concepts through R&D investment [10]. They seem to be doing well in managing their resources and capabilities and the only variable that could help them to increase their efficiency is the investment in R&D. Firms with specific capabilities for recessive markets deserve better attention in the management literature [23]. During recessions, there are certain firms that are more proactive in marketing activities than others and they perceive recessions as an opportunity that finally leads them to achieve better results.

Finally, Class 4 SMEs include the most efficient group of firms. Interestingly, investment in R&D decreases the efficiency of firms in Class 4, while positive effects are observed for the investment in IT, specifically when this is partially outsourced, that is, these firms can be even more efficient if they invest in IT by emphasising the relevance of IT capabilities to increase their efficiency [40,74].
4. Discussion

In this work, a longitudinal data analysis is presented that studies the effect of key strategies that have been extensively related in the literature with firms’ success. The results from current theories from marketing and management are compared with the real results of the firms over time, in an effort to provide certain insights into how to manage resource allocation and the development of capabilities to efficiently compete in the marketplace.

Our contribution to the literature is that we offer a procedure for the analysis of firms’ heterogeneity in their capabilities and how to classify certain firms in accordance with their capabilities with the aim to identify which capabilities are best for each firm depending on the class of firms they belong to. Our procedure is based on two interesting techniques, Data Envelopment Analysis and Latent Class Regression. In our empirical analysis, a large dataset of manufacturing SMEs is analysed that supports our hypotheses and theoretical discussion. One way to identify firms that need to invest and develop certain capabilities instead of others is presented. This work provides a first step in the understanding of some previous results concerning the impact of resources and capabilities on firms’ performance since efficiency is considered an antecedent of performance.

While the literature has most often measured firm capabilities using subjective measures, or measures that are specific to the problem under analysis [34], in this study, DEA is used to capture the ability of resources transforming into outcomes. Other methods for the estimation of firm-specific effects have been used in previous studies, such as panel data and stochastic frontier analysis [32,59,75,76], however, DEA presents a set of advantages over other methods used in previous studies, such as not imposing any functional form or distributional assumptions on the error term, and it fitted well for the available data in this work. Nevertheless, future studies testing the suitability of

Table 8. Results for each class.

<table>
<thead>
<tr>
<th>Class</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>R²</td>
<td>0.0968</td>
<td>0.5353</td>
<td>0.1809</td>
</tr>
<tr>
<td>Size</td>
<td>0.4563</td>
<td>0.2650</td>
<td>0.1923</td>
</tr>
<tr>
<td>Mean Technical Efficiency</td>
<td>0.0086</td>
<td>0.0669</td>
<td>0.3954</td>
</tr>
<tr>
<td>Intercept</td>
<td>Parameters</td>
<td>Parameters</td>
<td>Parameters</td>
</tr>
<tr>
<td></td>
<td>0.0081 ***</td>
<td>0.0741 ***</td>
<td>0.2858 ***</td>
</tr>
</tbody>
</table>

R&D and Marketing

- R&D/Sales: 0.0000, −0.0049 ***; 0.0422 ***; −0.0092 *
- Client concentration: 0.0000, −0.0002; 0.0010; 0.0005
- Advertising/sales: −0.0001, −0.0049 ***; −0.0051; 0.0039
- Direct Distribution/sales: 0.0000, 0.0001; 0.0006; 0.0004

IT

- CAD (Yes): −0.0012 *, 0.0085 *; −0.0519 *; −0.0114
- CPSO (No use): −0.0021 *, 0.0034; 0.0808; −0.0065
- CPSO (Own firm): 0.0008, 0.0180 **; −0.0087; −0.0431
- CPSO (Partial outsourcing): 0.0011, −0.0020; −0.0251; 0.0394 **
- CPSO (Full outsourcing): 0.0002, −0.0194 ***; −0.0471; 0.0101
- ITE: 0.0139, 0.1697 ***; 0.0790; 0.0430

Market dynamism

- Expansive: −0.0008, 0.0106; −0.0106; −0.0194
- Stable: 0.0002, −0.054; −0.0795 ***; 0.0078
- Recessive: 0.0006, −0.0052; 0.0901 ***; 0.0116

Control variables

- Number of employees: −0.0000 ***; −0.0000; 0.0003; −0.0002

*p < 0.10, *p < 0.05, **p < 0.01, ***p < 0.001.
the combined stochastic frontier analysis to estimate firm capabilities, followed by an LCC analysis, would be desirable when appropriate data become available.

To avoid the effects of time and sector, we recommend the use of a different DEA model for each sector and for each time period to be carried out. Several previous studies use dummy variables for sector and time [59], but such studies assume that the technology and the combination of inputs to produce outputs is the same for all sectors and only allows for constant deviations from the average frontier per sector, whereas, in this work, each sector in each time period is allowed to present a different technology. Furthermore, the practice of using dummy variables may lead to heterogeneity being masked as inefficiency [77].

Interestingly, results show that average efficiency has steadily been increasing since the first signs of recession appeared (from 2006 onwards) while at the same time the economy shows decreasing levels of technical change over time. Several conclusions could be drawn from these results. On the one hand, it implies that only the best and most efficient firms survive adverse economic situations, thereby producing an apparent increase in average efficiency. On the other hand, it seems that firms that survive need to struggle to become more efficient, thereby moving closer to the best-practice frontier, in an effort to survive economic recessions.

Our results extend the analysis of [78] by showing that even firms with low levels of TE can present a potential for survival if the firm develops certain capabilities. This work not only offers a new procedure to capture firm’s heterogeneity with regard to the capabilities they possess in operating efficiently in dynamic environments, but this approach also makes it possible to identify the classes of firms that develop capabilities with an exclusive combination of resources. That is, class members develop capabilities in a similar way, whereas members of other classes develop capabilities differently, and hence the resulting classification presents within-class homogeneity and interclass heterogeneity. From this analysis, it is possible to conclude that there is a nominal variable that classifies manufacturing SMEs that are analysed based on market conditions, firms’ marketing, and on IT capability effects on efficiency. This procedure extends previous work which, despite including non-linear relationships among the variables proposed, remained unable to classify firms in within-class homogeneous groups that could explain firm capabilities [79]. Information Technology capabilities are more difficult to imitate than Marketing capabilities [47] and therefore it is not surprising that IT capabilities present stronger effects in the explanation of firm heterogeneity than Marketing capabilities. The effect of advertising and distribution strategies should be analysed using new approaches such as serial analysis [70]. Future analyses of the data from the firms’ Strategic Business Units may show how these firms perform and develop their competitive advantages based on Marketing capabilities [80].

The nominal variable identified four different classes of firms. Firstly, there is a class of firms that need more flexibility in reducing its size (Class 1). There is a set of firms that take advantage of recessions through the identification and achievement of the opportunities of the crisis (Class 3). There is a third class of firms that can increase their levels of efficiency by developing IT capabilities. Finally, there is another class of firms, which are the most efficient: those that should better invest in IT capabilities while at the same time should not invest in R&D (Class 4). The identification of these four groups allows firms to implement the theories discussed in the literature, although in the discussion of the previous literature certain approaches can appear contradictory since results show that all of the approaches are possible strategies in a recession, but are not valid for everyone. The contribution lies in the identification of those firms that should apply the most efficient strategies. For some firms, it is necessary to reduce their size, while, for others, to invest in IT capabilities [80]. One limitation of the dataset used in this work is that it fails to allow the identification of firms; the firms in the dataset used are identified with an ID number, which prevents direct contact with the firms in the various classes requesting detailed information, such as whether they have a specific market orientation or any other characteristics that can be observed using surveys [18,45,68]. This represents a limitation of the current study, but the method proposed to capture heterogeneity can be used along with other datasets such
as COMPUSTAT where firms can be identified and contacted to better understand capabilities and where firms of a more diverse nature can be included in the sample.

Market conditions have been included as a result of environmental forces, that is, of a recession. Nevertheless, the concept of dynamic capabilities has not been specifically studied. The reason is that the speed of the changes produced in the market is not observed, thereby making it impossible to conclude whether markets are moderate or intensively dynamic [28]. Future research in this vein could provide a better understanding of how firms adapt to these changes by developing dynamic capabilities. The present study presents data from times of prosperity, stability, and recession (as shown in Figure 2) and it seems that firms have developed higher levels of efficiency due to the crisis, which implies that they are capable of adapting to changes in the environment [22]. Further research should focus on the study of the level of dynamism of these capabilities, and on the identification of those firms that respond to changes faster than others, and on the effect of this dynamism on long-term efficiency. The present study also calls for an improvement in the method available for the analysis of mixture models (LC) and repeated measures. Although packages such as Mplus® (Muthén & Muthén, Los Angeles, CA, USA) allow the inclusion of Structural Equation Models with non-linear effects and mediators with LC, there is no evidence in the literature that these models can be applied with repeated measures. Further research should explore methods to study how capabilities interact and mediate the apparition of efficiency.

5. Conclusions

In this work, a new procedure is offered for the analysis of firms’ heterogeneity with respect to the capabilities they possess; these capabilities are the key to achieving sustainable firms able to survive economic recessions. The most relevant conclusion from the results is that the investment in certain capabilities does not necessarily lead to better outcomes, but that it depends of each specific firm. Firms can be classified into different classes and, depending on the type of firms, some capabilities explain the results better than others, and firms can improve their levels of efficiency by investing in the specific resources that benefits them the most. Interestingly, most of the firms analysed would not achieve a competitive advantage by investing in R&D in recessive markets: less than 20% of the firms in the sample analysed (Class 3) could increase their efficiency by increasing their investment in R&D. The majority of firms, the remaining 80%, need to develop more flexibility or capabilities to improve their efficiency. Another intriguing conclusion is that, contrary to the common assumption that lower size provides more flexibility, only half of our sample should decrease its size to become more efficient during the recession analysed. The key implication for managers consists of being able to identify the class their firm belongs to and to design a proper integration of the resources. However, how to adapt to economic changes can be easily altered over time. For example, in 2011, before the intervention of the Spanish Government, manufacturing SMEs had the opportunity to develop efficiency by reducing their size and with the appropriate integration of resources. After the intervention, market conditions changed again and firms had to reorganise their strategies. Since at least 80% of the firms analysed were unprepared to make the most of the opportunities offered by a recession, they had to manage their firms without a clear understanding of their future policies.

It is challenging to solve the problem regarding the best way to manage public resources, and, unfortunately, the integration of public resources based on efficiency-enhancing key actors in the economy remains far from being put into practice.
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Appendix A

The original work of [81] defined the Malmquist index between a given base time period (e.g., time \( s \)) and time period \( t \) as:

\[
M_0^s = \frac{D_0^s(x_t, y_t)}{D_0^s(x_s, y_s)}
\]

where \( D_0^s(x_t, y_t) = \min \{ \delta : (x_t, y_t/\delta) \in S^t \} \) and \( S^t \) is the production possibility set (i.e., technologically feasible and technically efficient output set for a given input set) in time period \( t \). These distance functions can be calculated based on DEA models. As there are two possible Malmquist measures, that is, being based on period \( s \) or on period \( t \), the index is defined as the geometric average of the two indexes [82]:

\[
M_0 = \left[ \left( \frac{D_0^s(x_t, y_t)}{D_0^s(x_s, y_s)} \right) \cdot \left( \frac{D_0^t(x_t, y_t)}{D_0^t(x_s, y_s)} \right) \right]^{1/2}
\]

This index is calculated for each observation and then averaged over time. Malmquist indexes can be decomposed into two components (for a detailed methodology of the decomposition see [82]):

\[
M_0 = \text{Efficiency change} \cdot \text{technical change} = \left[ \left( \frac{D_0^s(x_t, y_t)}{D_0^s(x_s, y_s)} \right) \cdot \left( \frac{D_0^t(x_t, y_t)}{D_0^t(x_s, y_s)} \right) \right]^{1/2}
\]

where the first factor in brackets represents the change in efficiency, and the second factor measures changes in the efficient frontier between time \( t \) and time \( s \).

The calculation of the Malmquist indexes requires the dataset to be balanced. Since there were an insufficient number of firms operating over all time periods for all sectors considered to be able to estimate the Malmquist indexes, the procedure of [64] was followed. The methodology used in [64] is analogous to the original work of [81]. Their procedure uses two DEA models per observation. In the first model, the technical efficiency of each unit has to be estimated by comparing each unit with those operating in the same time period. The ratio of the average efficiency in each time period over the average efficiency reached in the base time period provides an estimate of the efficiency change between that time period and the base time period. This measure represents a good approximation to efficiency changes in the case of unbalanced panel data. The firms are then made efficient by radially expanding their outputs using the expansion rate obtained in the DEA model. In the following step, a new DEA model is run to which the efficient units are compared to the units in the base time period. In this case, the resulting inefficiency would be due, not to the firm itself, but to the changes in the efficient frontiers over time, that is, due to changes in productivity of the year at which the unit operates and the productivity in the base time period. Consequently, it represents the technical change with respect to the base time period. This procedure has been followed in this work because it presents the advantage that it allows the calculation of the Malmquist indexes even if the dataset is not balanced. For a detailed explanation of this procedure, see [64].
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