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Abstract: Forest cover and vegetation degradation was monitored across the Kavango-Zambezi
Transfrontier Conservation Area (KAZA) in southern Africa and the performance of three different
methods in detecting degradation was assessed using reference data. Breaks for Additive Season and
Trend (BFAST) Monitor was used to identify potential forest cover and vegetation degradation using
Landsat Normalized Difference Moisture Index (NDMI) time series data. Parametric probability-based
magnitude thresholds, non-parametric random forest in conjunction with Soil-Adjusted Vegetation
Index (SAVI) time series, and the combination of both methods were evaluated for their suitability to
detect degradation for six land cover classes ranging from closed canopy forest to open grassland.
The performance of degradation detection was largely dependent on tree cover and vegetation density.
Satisfactory accuracies were obtained for closed woodland (user’s accuracy 87%, producer’s accuracy
71%) and closed forest (user’s accuracy 92%, producer’s accuracy 90%), with lower accuracies for
open canopies. The performance of the three methods was more similar for closed canopies and
differed for land cover classes with open canopies. Highest user’s accuracy was achieved when
methods were combined, and the best performance for producer’s accuracy was obtained when
random forest was used.
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1. Introduction

The Kavango-Zambezi Transfrontier Conservation Area (KAZA) is the largest transboundary
conservation area in Africa, straddling the borders of Angola, Botswana, Namibia, Zambia and
Zimbabwe (Figure 1). Changes in climate regimes and increased human activities which are driving
increases in human-wildlife conflicts (HWC). Between 2007 and 2014, large animal herds changed their
movement patterns for several reasons, increasing chances of HWC within KAZA [1], and related
economic losses have been incurred, further fueling the spiral of HWC [2]. When animal movement
patterns and human-induced land change are known, wildlife corridors can be planned and managed
as a suitable solution to manage conflicts [3]. Such efforts are equally important for nations in slowing
down forest decline and conserving or increasing carbon sink capacities of forests, promoted by
Reducing Emissions from Deforestation and forest Degradation (REDD+) projects [4]. Monitoring,
Reporting and Verification (MRV) of activity data [5] has been proven to create additional revenues

Remote Sens. 2018, 10, 1850; doi:10.3390/rs10111850 www.mdpi.com/journal/remotesensing

http://www.mdpi.com/journal/remotesensing
http://www.mdpi.com
https://orcid.org/0000-0001-9693-9394
https://orcid.org/0000-0002-0046-082X
http://www.mdpi.com/2072-4292/10/11/1850?type=check_update&version=1
http://dx.doi.org/10.3390/rs10111850
http://www.mdpi.com/journal/remotesensing


Remote Sens. 2018, 10, 1850 2 of 19

when properly implemented [6], providing operational financial alternatives to land use change and
reducing reliance on more exploitative activities [7].
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Figure 1. (a) Black lines are borders of countries covered by Kavango Zambezi Transfrontier 
Conservation Area (KAZA) (blue blob), clockwise from top left: Angola, Zambia, Zimbabwe, 
Botswana and Namibia; (b) land cover in 2005 for the KAZA study site, grey frames show Landsat 

Figure 1. (a) Black lines are borders of countries covered by Kavango Zambezi Transfrontier
Conservation Area (KAZA) (blue blob), clockwise from top left: Angola, Zambia, Zimbabwe, Botswana
and Namibia; (b) land cover in 2005 for the KAZA study site, grey frames show Landsat tiles used;
(c) shown in the blue subset of the KAZA green ribbon, dots are the examples of land cover sites visited
during field trip where degradation occurred as displayed in Figure 3.

To observe land cover change, bi-temporal remote sensing-based measurements of human-induced
land change has been used previously in KAZA [8]. In particular, the Caprivi strip shows an ongoing
human expansion of cropland and settlements and a transformation of closed woodland into secondary
woods and shrub lands [9]. A long-term study from 1975–2014 used decadal remote sensing data,
observing an acceleration of such trends [10]. Ecosystems were found to be impacted by an abundance
of factors, such as the El Niño–Southern Oscillation [11], large-scale burning [12], and flooding
events [13]. In comparison to other ecosystems, uncertainties of remote sensing-based measurements
in savannah land cover types were particularly high [14]. Isolation of ecosystem variability from
anthropogenic degradation was achieved using high-temporal resolution coarse-spatial resolution
time series for small areas [15]. Other large-scale applications on continental or national scales
have been achieved using sample-based approaches [16–18]. For KAZA, no large-scale study exists
providing spatially explicit and up-to-date land degradation to meet the needs of mapping and
reporting practices [19]. Long-term consistent observations have been used to measure global changes
in tree cover, but these studies more often focus on dense forest and tend to exclude or omit detection
in savannah landscapes, dry forests or bushlands which are most common in KAZA [20,21].

Breaks For Additive Season and Trend (BFAST) [22] type models have been used to measure
forest decline across the tropics [23–26], but in contrast to [21], application has remained focused
on local scales, similar to radio detection and ranging (RADAR) and optical time series fusion
approaches [27,28]. The more popular BFAST Monitor (BFM) [29] applications have been found
to be used robustly with different data sources [30]. BFM has been applied to describe patterns of
anthropogenic forest change [31], for reconstructing land use history [32] and observing regrowth
dynamics after degradation [33]. It has also been used in combination with community-based
monitoring [25], for long-term studies [34], and also to map vegetation decline in arid and semi-arid
environments [35,36]. The most common data source used is Landsat satellites, where BFM results
are often post-processed using the so-called magnitude of change. Potential changes have been
identified using either a threshold approach [26] or a random forest machine learning algorithm [37]
to classify magnitude values [24,25,38]. Using BFM, multiple forest types have been studied regarding
their biomass and changes, mostly excluding sparsely vegetated areas [39]. Only few BFM studies
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exist which apply accurate estimation of changes [19], including reporting accuracy confidences [40],
besides existing consolidated standard measures [41], as they require exhaustive reference data. To date,
no large-scale application of BFM exists observing vegetation degradation for a range of open- and
closed-canopy, dry and moist ecosystems.

KAZA is characterized by a gradient of vegetation cover ranging from closed woodlands in
the northern regions to open grasslands in the south. The main objective of this study was to assess
the performance difference in degradation detection for six different classes in KAZA using BFM.
We studied the performance of degradation detection using BFM for different canopy cover types,
using modifications of existing methods [24,26], accounting for good practices and introducing a new
method to refine results. Studies within similar setups [24,26,42,43] used the normalized difference
moisture index (NDMI) [44] or the soil adjusted vegetation index (SAVI) [45]. The aforementioned
accuracies were generally moderate, ranging approximately around 70–80%, but mostly lacked
comprehensive reporting and did not split observed land into specific land cover classes. Particularly,
commission of change was identified as a large error source for BFM applications [23]. We combined
the advantages of existing non-parametric random forest-based methods [24], field data time series
fusions [38,43] and conservative parametric magnitude threshold-based approaches [26] to identify the
suitability of BFM to detect land cover degradation. The main objective of this study was to assess the
performance difference in degradation detection for six different classes in KAZA using BFM. In this
respect, post-processing of threshold-based and random forest-based BFM were compared in terms of
the accuracy of detecting degradation. Finally, the effectiveness of combining both threshold-based
and random forest-based BFM post-processing methods was studied.

Three research questions were addressed:
How does degradation detection performance differ for six different land cover classes in KAZA

using BFM?
How does threshold-based and random forest-based BFM post-processing for degradation

detection compare?
How are method variations impacting degradation detection accuracy and how can threshold-based

and random forest-based BFM post-processing methods be effectively combined?

2. Methods

Figure 2 provides an outline of the current study. A description of the study area and relevant
land cover classes subjected to degradation detection are provided in Section 2.1. Landsat-derived
NDMI and SAVI data from the United States Geological Survey (USGS) were used for the
degradation detection, because their combination has shown accurate results previously in similar
environments [24]. Data pre-processing, time series construction and time series analysis are presented
in Section 2.2. This includes statistical tests of the SAVI and NDMI time series for the occurrence of
significant signal drops from 2006–2016 compared to 1984–2005 observations using BFM. In contrast,
vegetation changes caused only by seasonality were considered to be stable vegetation (no change) [29].
Section 2.3 describes reference data used for accuracy assessment and for method calibration. Part of
the reference data was used for a threshold-based approach [26], a random forest feature level
fusion-based approach [24], and their combination to understand BFM suitability for the detection of
land cover-specific degradations (Section 2.4).

The formula for the SAVI is provided below as Equation (1), which is a ratio of near-infrared (NIR)
(NIR, TM (0.76–0.90 µm), ETM+ (0.77–0.90 µm)) and red (RED, TM/ETM+ (0.63–0.69 µm)). Similar to
the normalized difference vegetation index (NDVI). The soil correction is expressed with a variable L,
for which we select 0.5 [45,46].

SAVI = (1 + L) ∗
(

(NIR − RED)

(NIR + RED + L)

)
(1)
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The formula of the NDMI is provided below as Equation (2), which is a ratio of NIR and
short-wave infrared (SWIR1) (SWIR1, TM/ETM+ (1.55–1.75 µm)). The NDMI has proven to be
an accurate tool when monitoring forests in the tropics [47].

NDMI =
(NIR − SWIR1)
(NIR + SWIR1)

(2)
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Figure 2. Overview of the methods applied in this study.

2.1. Study Area

KAZA comprises mixed savannah and dry forest landscapes with large grassland ranges,
the world’s largest inland delta and dense bushlands and forested areas with a highly varying
vegetation canopy (Figure 1). Tree cover increases from south to north. In addition to the effects
of human activities, land cover is impacted by varying dry and wet seasons, and responses in
spectral reflectance factors vary throughout the year. The near-infrared (NIR) and shortwave infrared
(SWIR) bands are especially sensitive to these variations, as foliage disappears in the dry season and
reoccurs again in the wet season. Land cover in 2005 was identified from existing products [13,48],
and the identification of natural vegetated areas at 30 m resolution for the year 2005 [48] was used
as a benchmark map. We updated the locations of wetlands using global surface water data [13]
and applied a minimum mapping unit of 0.5 ha for all land cover types subjected to the degradation
analysis. Table 1 provides an overview of the identified classes, and Figure 1 shows locations of
the six vegetated land cover classes (a–f) that were considered for degradation detection. In 2005,
closed canopy woodland (CW) was predominantly covered by trees and underlying herbaceous
species, covering roughly 5% of KAZA. Closed canopy forest (CF) was characterized by multiple
vegetation strata and a closed tree cover, occupying about 4% of the study site. Closed canopy bushland
(CB) covered about 2% of KAZA, and was the smallest considered land cover class, consisting of
medium-sized canopy short bushlands and shrub vegetation. One fifth of KAZA was covered by open
canopy woodland (OW), and about half of the study site was occupied by open canopy bushland
(OB). A tenth of KAZA was open grassland (OG), with almost no bush, shrub or tree presence.
Other land covers included anthropogenic categories, wetland and/or water areas, bare land and
rocks, which were not addressed in our investigations.
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Table 1. Classes and their definition, classes 1–6 were subjected to anthropogenic degradation
detection [13,48].

Class Name Description

no data Absence of data

CW—closed canopy woodland predominantly tree and herbaceous strata, where tree cover may be greater than 70%

CF—closed canopy forest multiple vegetation strata likely, where tree cover is likely to be greater than 70%

CB—closed canopy bushland, thicket closed–medium canopy short bushland and/or thicket areas multiple vegetation
strata likely, where shrub and bush cover is likely to be greater than 70%

OW—open canopy woodland Open canopy woodland and/or bushland, where the tree and bush cover is likely to
be between 40–70%

OB—open canopy bushland, sparse Sparse canopy woodland and/or bushland, where the tree and bush cover is likely to
be less than 40%

OG—open grassland
Grass dominated areas with little or no tree, shrub or bush cover

(tree and bush cover is likely to be less than 5–10% and/or where the herbaceous
cover is likely to be less than 40%)

OL—Other land Other land than the above

2.2. Pre-Processing and Time Series Analysis

The Landsat precision terrain corrected (L1TP) surface reflectance (SR) [49] product was used in
this study. In particular, SAVI and NDMI climate data record (CDR) [50] collection 1, level 1 data with
less than 30% cloud cover from 01.01.1984 to 01.01.2016 was used. It was processed and provided by
the Earth Resources Observation and Science (EROS) Center Science Processing Architecture (ESPA).
In the following, the term pixel is used to describe the spatial location of a single Landsat resolution cell
(30 × 30 m). A time series of a pixel consists of Landsat observations (measurements) for that specific
pixel. Observations either radiometrically saturated [51], with a high confidence flag for cloud or its
shadow [52] were dropped from the analysis. About half a billion (477.04 million) valid observations
were available for KAZA, where the majority of pixels was represented by at least 288 observations.
If the number of valid observations for a pixel was larger than 30, two (irregular) time series of NDMI
and SAVI observations were created for this pixel. Each time series was tested for significant changes of
vegetation index (VI) values using BFM [29]. BFM checks whether signal intensities at the tail of a time
series are different from the previous measurement period. The tail of our time series ranged from
2006 onwards (monitoring period). Previously captured data (historic period) were used to produce
a historic model consisting of a harmonic component, a trend and a reminder component. Equation (3)
describes the used BFM:

yt = α1 + α2t + γ sin
(

2πt
f

+ δ

)
+ εt (3)

For each time series yt over time t, a model is created for observation frequency f captured during
the historic period. α1 is the overall mean response and α2 its slope, both formulating a linear trend
function of the overall signal intensity through time. Seasonality with a harmonic order of one is
expressed by the amplitude γ and its phase δ. The residual between modelled and measured values
is expressed by εt. The model of the time series is forecasted and compared to the measured values
captured during the monitoring period. In case the absolute value of the moving sum of the residuals
of monitored and measured values is significant, a break is detected and its timing assigned to the pixel.
The difference of modelled and measured value for this moment in time is also provided and referred
to as magnitude. If modelled and measured values are in correspondence, no breakpoint is provided
for the pixel; however, the largest difference between measured and modelled value (magnitude) is
still provided. Once the time series of a pixel has produced a breakpoint, no further breakpoints can
be detected afterwards. The processing was performed within an Ubuntu parallel cloud-computing
environment. Up to 64 cores and 0.5 TB RAM were required during peaks of processing. All software
and libraries used are available open source, for instance the BFAST package was available on CRAN.
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2.3. Sample-Based Reference Data Set

Sampling design [53], response design [54] and analysis [19] were considered for the creation of
the reference data set [55], resulting in a reference data base consisting of 31,778 reference points.

2.3.1. Sampling Design

Each Landsat tile was sampled individually by using a stratification based on the occurrence
of negative magnitude values for a BFM breakpoint and on land cover. Hence, if all six land cover
classes were present within a tile and all showed breakpoints, six class proportions were considered for
estimation of the sampling size. Each sampling size of BFM breakpoints for each land cover fraction
was calculated using Equation (4) [53]:

n =
z2

α
2

P(1 − P)

h2 (4)

where n is the sample size, h the half-width of the desired confidence interval (here, h = 0.01), P the
respective class proportion and z α

2
the critical level of the desired significance level (here, α = 0.05).

Design-based sampling and random stratification did not necessarily provide sufficient material to hit
change sites. When interpreted, BFM suggested change was frequently found to be stable (no change).
Stratification of reference points by magnitude has been applied previously [26], where large portions
of sampling points were spread particularly in areas represented by very low magnitude or very
high-magnitude values in order to increase chances of successfully hitting actual change by a random
sampling design. Here, random sampling of breakpoints within a specific land cover class was stratified
by spreading 50% of sample points within those pixels represented by the lowest 20% magnitude
values and the other 50% in the residual pixels. Each stratum was considered sufficiently sampled if at
least 40 real changes could be identified. Because more reference points are spread through the data,
the number of reference samples found to be stable increased, as well.

2.3.2. Response Design

Each time series of a pixel identified by the sampling design was interpreted using TimeSync [54]
and inspected with respect to whether the time series was impacted by degradation or remained
unchanged for any moment in time from 2006 to 2016. During a field trip in October 2016, a total
of 131 reference points located in the center of the study site were visited. Open data kit forms on
smart phones were used to capture ground truth data. Date, GPS position and photos in the cardinal
directions were used to report timing, location and condition of the visited plots [25]. Alongside
local experts from the World Wide Fund for Nature (WWF) and the Peace Parks Foundation (PPF),
the timing and observed driver of change was captured and recorded to create unambiguous plot
descriptions. Questionnaires were developed to address changes within Landsat pixels of 30 m,
and the interpreter in the field was asked to address environment properties within a 15 m radius.
Agricultural expansion, anthropogenically caused fires and infrastructure development were found
to be the most dominant land conversion processes in the area. Examples of collected ground truth
of recent degradation activities for each land cover class captured during the field campaign in 2016
are shown in Figure 3. The figure shows red arrows marking visible degradation. During the field
trip, it was concluded that different intensity levels of anthropogenic degradation were prominent in
the visited areas, which were also characterized by differences in BFM magnitude. The most intense
degradation was found in close proximity (0–160 m) to human dwellings, where the predominant
land use was characterized by cultivation. Here, vegetation degradation was characterized by highly
degraded landscapes through firewood collection, selective logging and burning.
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Figure 3. Examples of collected ground truth of recent degradation activities for each land cover class
captured during a field campaign in October 2016; red arrows mark visible degradation for (a) closed
canopy woodland (CW), where tree trunks outnumber existing trees; (b) closed canopy forest (CF),
where tree trunks indicate previous forest density; (c) closed canopy bushland (CB), where footpaths
and broken trees indicate firewood collection; (d) thicket open canopy woodland (OW), where tree
trunks and footpaths are visible; (e) open canopy bushland (OB), where footpaths are visible; (f) sparse
open grassland (OG), where traces of animal and human footprints are visible.

2.3.3. Analysis

Comparing reference data with the produced map yields the accuracy of the map [41]. Overall
accuracy, producer’s accuracy, omission error (1—producer’s accuracy) expressing the underestimation
of a class, user’s accuracy, and commission error (1—user’s accuracy) expressing overestimation of
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a class, were calculated and reported [41,56]. According to the best practices provided by [19], accuracy
estimates were corrected for true marginal map proportions [40] correcting for map class proportions
as matched by the reference data based on the reference samples. Hence, confidence intervals for
overall, producer’s and user’s accuracy were calculated, as well.

2.4. Land Cover-Specific Degradation Detection

Random forest [24,37] and probabilistic threshold-based [26] models were used to post-process
the BFM results. Negative magnitudes are likely linked to loss of vegetation [26], while positive
magnitudes can suggest an onset of vegetation growth or recovery from previous degradations [33].
Because this study focused on the measurement of degradation (removal of vegetation), any pixel
characterized by a positive magnitude was discarded from further analysis. Detected BFM breakpoints
with a negative magnitude are prone to errors of commission rather than omission [23]. BFMs tendency
to overestimate change was reported and addressed earlier [24,26]. Each land cover type per Landsat
tile was calibrated separately for degradation detection. Sections 2.4.1–2.4.3 describe three generic
approaches. The three approaches were employed to understand method suitability, to identify
common trends shared among them and ultimately resolve the BFM service to depict land cover specific
degradation. Section 2.4.1 describes an approach to determine degradation per land cover type by the
NDMI change magnitude based on probabilities, a modification of earlier work [26]. Section 2.4.2 uses
a combination of SAVI and NDMI as the feature space for a random forest classification to determine
degradation [24]. Section 2.4.3 combines advantages of both methods.

2.4.1. Degradation Estimation by Magnitude Threshold

The BFM magnitude provides the deviations of observed and modelled values within the
monitoring period. A model was created using reference pixels depicting the ability of the NDMI
magnitude to serve as method to distinguish degraded from stable land cover. For all reference points
for a specific tile and land cover, the NDMI magnitude was used as a predictor variable within a binary
logistic generalized linear model (GLM) for either degradation or stable land cover. Based on this,
the probability of mapping degradation by magnitude was calculated for each land cover for each
tile using a logistic fit for the probability π. We used a similar approach previously to determine the
relationship between observation frequency and deforestation detection ability [24]. The model was
constructed using ordinary least squares fitting, where β0 and β1 were the regression variables and X1

the magnitude value. The GLM formula was:

ln
(

π

1 − π

)
= β0 + β1X1 (5)

The formula for the calculation of the probabilities was:

π =
eβ0+β1X1

1 + eβ0+β1X1
(6)

The Akaike Information Criterion (AIC) was used to determine the goodness of fit [57]. Finally,
a magnitude threshold was selected for each land cover, where user’s and producer’s accuracy of
change balanced out or in other words where the area bias of change was minimal. Any pixels
associated with magnitudes larger than the identified magnitude threshold were treated as stable land,
while smaller (more negative) magnitudes were identified as change.

2.4.2. Degradation Estimation by Random Forest Classification

Previous work identified the fusion of SAVI and NDMI magnitude features by random forest
as suitable method to distinguish deforestation from stable land cover for a study site similar to
KAZA [24]. We used the same combination of VIs but altered the configuration of random forest.
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Random forest is a supervised non-parametric classification method making use of a defined set of
decision trees, a so-called forest. Each tree consists of branches (nodes) where weights of input layers
are randomly varied to create a model suitable for the classification of the given feature space towards
the trained classes. When executed, a reference data set is used to estimate the performance of the
decision tree and potentially reiterate to find better node weights of input parameters (bootstrapping).
Our random forest varied from one to 100 trees of two nodes splitting the available reference data
into a 50% training fraction and a 50% validation fraction. First, the number of trees necessary to
allow random forest to perform enough iterations for model creation was tested for each land cover.
Secondly, the identified forest size was reiterated 100 times in a Monte Carlo approach to describe the
variation in resulting accuracies by its intrinsic randomness.

2.4.3. Degradation Estimation by Combination of Magnitude Threshold and Random Forest Classification

Both methods described in Sections 2.4.1 and 2.4.2 were combined to use their joint strength.
Low-magnitude values (note that low-magnitude values are high negative values) tend to be likely
linked to deforestation or degradation [26]. Any threshold set that removes high-magnitude values can
result in an omission of potential changes that were high in terms of magnitude, and thus subtle events.
Setting the threshold too low might result in omission of many valid changes and could result in a low
producer’s accuracy of change. The opposite is true for the user’s accuracy of change and comparatively
high magnitude thresholds. The advantage of random forest is the non-parametric robustness, but it
lacks parametric accommodation of real-world change intensities. We chose a magnitude threshold in
such a way that a producer’s accuracy of change would not drop below 80% and applied a further
classification by random forest for the remaining magnitudes. Hence, a two-stage change filter was
applied, where we first removed obvious or highly unlikely changes by a soft magnitude threshold
and then classified the remaining portion of change to reduce the potential error of commission.

3. Results

Selected examples of the time series trajectories and BFM models for the field validation are
shown in Figure 4. The time series in our study were characterized by an abundance of observations
from 2013 onwards, and a low observation frequency between 1985 and 1990. Amplitude ranges for
the NDMI of different land covers varied. In contrast to the other time series, CF showed the most
stable time series with the least outliers and signal drops for a degradation event were clearly distinct
from previous observations (history period). CW was less stable, yet degradation was distinctively
identifiable in this example (Figure 4a). Both aforementioned land cover time series showed the highest
NDMI values and largest amplitudes. The NDMI values for CB and OG were subtler. Values and
amplitudes were low, and degradation events were not as distinct from undisturbed observations
as for CW and CF. CB and OW trajectories were similar, and were characterized by medium values,
amplitudes and fluctuations.

Figure 5 shows the spatial pattern of measured degradation for the selected examples. Among the
methods, threshold-based degradation patterns appeared as conterminous patches, while those for
random forest alone were more scattered, indicating fewer areas impacted by degradation. The random
forest and threshold-based approaches combined showed the smallest amount of area impacted by
degradation. The effect on the resulting detected changes was especially profound for open land cover,
while changes of detected degradation across methods varied less for closed cover canopies.
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Figure 4. Black points of NDMI values displayed as time series trajectories and its BFM model allocated
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the right side the monitoring period; vertical dotted line indicates a breakpoint as detected by BFM;
blue lines depict the linear and harmonic components of the model.
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3.1. Magnitude Threshold-Based Degradation Determination

The relationship between the size of the magnitude and the probability of detecting degradation
(Equation (4)) for the different land cover types is shown in Figure 6. For the sake of simplicity,
within this paragraph, the term land cover refers to land cover-specific degradation. The probability
of detecting degradation increased with decreasing magnitude for all classes. Differences among
the relationships exist regarding the probability maxima, the shape and the position of the trajectory.
These three function categories are each represented by two land cover classes. First, CW and CF were
“s”-shaped functions, reaching a plateau at probabilities of 0.8–1.0. For these classes, larger magnitude
values were linearly related to the probability. Furthermore, only magnitudes of these two land cover
classes could identify a degradation event with high probability by using only magnitude values
(where magnitude < −1.5, then p ≈ 1.0). CW and CF also showed a rapid increase in probability at
rather low magnitudes (0.0–1.0). Secondly, OW and OG showed almost linear relationships between
probability and magnitude. The slope of the relationship increased for class OW for magnitudes lower
than −0.75, while it remained constant for OG. The maximum negative magnitude reached by OG was
−1.84, and for OW it was −1.79, still suggesting that these magnitudes were not necessarily related to
actual degradation events (p < 0.75). Thirdly, the functions for OB and CB were located in the middle
of Figure 6. The shape of the functions was a less defined “s” shape than for the categories CW and CF,
although a plateau in probability was also not reached. The slope of the two functions was located
from a magnitude of −0.4 up to −1.1, similar to CF. The minimum magnitude of CB was −1.81 at
a probability of 0.92, and for OB, the minimum magnitude was −1.24 at a probability of 0.79.
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Figure 7 displays overall accuracy, user’s and producer’s accuracy, and confidence intervals for
a range of magnitude thresholds for a degradation event per land cover class. The trends in accuracy
in Figure 7 were similar for all classes. When the magnitude threshold was lowered, the producer’s
accuracy decreased, and the user’s accuracy increased. The upper line of graphs is characterized
by closed canopies (land cover CW, CF and CB) and the overall accuracy peaks at the intersection
of user’s and producer’s accuracy, while for the bottom graphs, characterized by open canopies
(OW, OB and OG), overall accuracy gradually increased and became saturated when the magnitude
threshold was lowered. Three further phenomena were observed when the magnitude threshold was
lowered. First, the confidence interval for user’s accuracy and producer’s accuracy generally increased,
and diminished shortly before reaching 100% (0%, respectively, for producer’s accuracy), except for
OG. For this effect, open canopies were more severely impacted than closed canopies. Lowest accuracy
confidences were generally found in the mid-range of magnitude values (−0.5 to −0.9). Secondly,
changes in open canopies accuracy and confidence changes occurred mostly at larger magnitudes than
for closed canopies, where variations of accuracy and confidences were evident throughout the full
range of negative magnitudes. As a result, the slopes of the user’s and producer’s accuracy functions
were relatively flatter for closed canopies and steeper for open canopies. Closed canopies usually
occupied a larger range of magnitudes, while for open canopies, major variations occurred for a short
magnitude range.
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3.2. Random Forest-Based Degradation Determination

Figure 8a shows the relation between random forest tree size and its accuracy at classifying
degradation events using magnitudes based on the reference data and a 50/50 training validation
bootstrapping. Random forest sizes from 1–15 trees showed low producer’s accuracy for change and
low overall accuracy. From 25 to 75 trees, accuracies stabilized, and no major changes in accuracy were
observed. As a result, a random forest tree size of 80 was selected for all random forest classifications
using the NDMI-SAVI magnitude feature spaces. Figure 8b shows the stability of the performance of
the random forest classification. A Monte Carlo experiment was performed 100 times, where training
and validation samples were randomly changed. A random forest model with 80 trees showed that
the user’s accuracy can vary up to 3%, the producer’s accuracy up to 9%, and the overall accuracy up
to 8%. The confidence interval remained fairly stable with only minor variations. The relationship
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between tree size and accuracies was similar for other land covers, but absolute accuracies varied.
Results are summarized in Figure 9.
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3.3. Combination of Magnitude Threshold and Random Forest Classification

Accuracy trends were similar for the detection of land cover-specific degradation using all three
methods (Figure 9). The highest combination (area bias) of producer’s and user’s accuracy was found
for CF (92.1% and 90.1%, respectively). Degradation of open land cover was detected with lower
accuracy than degradation of closed canopies, with open land cover classes, especially, characterized
by large area estimation uncertainties (high difference between user’s and producer’s accuracy).
Estimates of user’s accuracy were usually higher than those of the producer’s accuracy. For CF
the user’s and producer’s accuracy were more similar in relation to the accuracies of other classes,
meaning that degradation detection within this class had the lowest area bias and thus allowed for most
accurate area estimations. Confidence intervals for the producer’s and user’s accuracy were different,
with a confidence for user’s accuracy at about 7% and a confidence for producer’s accuracy at about
15%. Non-parametric random forest classification always outperformed probability-based threshold
classification. User’s accuracy improved when random forest and the threshold classification methods
were combined, while the producer’s accuracy decreased. Although random forest outperformed the
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threshold approach, random forest uncertainties were higher than those generated by the threshold
method, especially for the producer’s accuracies of OW, OB and OG.

4. Discussion

In this study, the performance at detecting degradation of natural land cover using BFAST Monitor
and Landsat NDMI and SAVI time series was assessed for different land cover classes. Within this
section, the research objectives as previously stated are addressed and discussed successively.
More general discussion points are provided at the end of the section.

4.1. How Does Degradation Detection Performance Differ for Six Different Land Cover Classes in KAZA
Using BFM?

The performance at detecting degradation for each land cover class was most successful in the
order CW, CF, CB, OW, OB and OG. The sensitivity of BFM to different land cover types, in conjunction
with Enhanced Vegetation Index (EVI), was observed in a semi-arid landscape [36] and confirmed
by this analysis; although we use NDMI, EVI and NDMI share similarities such as the near-infrared
wavelength. For all three methods tested, the degradation for closed canopy land cover was more
accurately detected than degradation within open canopy land cover types. Other studies confirm that
closed canopy degradation was less prone to error than open canopy [9]. The suitability of BFM for
detecting forest degradation using threshold or random forest methods has been assessed in earlier
studies [24,26]. The NDMI is specifically sensitive to vegetation and its water content, which is more
abundant when more vegetation is present. Since SAVI is an index that removes the effect of increasing
soil exposure, it was used in combination with NDMI. The combination (using random forest) was
up to 3.7 times (open woodland user’s accuracy of 100% for the combination method and 28% for
the threshold-based method) more successful than using NDMI alone (threshold-based). In closed
canopies and forested areas, the differences in accuracies between threshold-based, random forest
and combination methods were less distinct. Confidence intervals were generally larger for user’s
accuracy than for producer’s accuracy. This effect is related to the sampling design which promotes
producer’s accuracy, as only areas which were identified as having potential change by BFM were
sampled. A reliable independent reference data set does not yet exist for this region. Because change
areas were significantly smaller than stable areas (no change detected), any mapping errors within
the change class increased the uncertainty of the true marginal map proportion, resulting in a low
confidence for change errors of omission while the confidence interval for errors of omission for stable
land cover remained narrow. The overall accuracies shown in Figure 9 also account for stable land and
are characterized by small confidence intervals, as they accommodate the confidence of both stable
and change classes. With the current setup, the use of an additional independent reference data set
providing knowledge of recent degradation sites can expose additional errors of omission and render
existing errors of commission as correctly classified change. A similar study in Ethiopia facilitated
a community-based monitoring (CBM) approach, where locals collected reference data and fed their
observations into a monitoring system [38]. A similar approach might have produced a more robust
reference data for the degradation monitoring system outlined in this article.

4.2. How Does Threshold Based and Random Forest-Based BFM Post-Processing for Degradation
Detection Compare?

Parametric probability-based threshold selection using GLM and AIC as proposed by [26]
provided comprehensible and reproducible results. In contrast, results for the non-parametric random
forest classification varied due to the randomness of the method. The performance depends on
tree iteration and bootstrapping, where use of reference data is a prerequisite [24]. Random forest
bootstrapping tends to blur proper distinction of training and reference data, as observations are
randomly swapped and shuffled to achieve the best mapping result. The use of random forest
in conjunction with field data has been deemed an appropriate and successful tool in similar
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environments [38,43], although its error margins have not been determined. Although the magnitude
threshold-based approach can be more intuitive, it fails to depict the ecosystem complexity and its
related degradation processes. Typically, the random forest machine learning approach will fail to
produce the same result as demonstrated in Figure 8b.

4.3. How Are Method Variations Impacting Degradation Detection Accuracy and How to Combine
Threshold-Based and Random Forest-Based BFM Post-Processing Methods Effectively?

Across observed land cover types, the impact of a decrease in magnitude as threshold on the
confidence interval varied, because degradation reference points were gradually allocated to stable
land with a decrease in magnitude (more negative). This reduced confidence in the producer’s accuracy
for degradation. As the confidence interval of the producer’s accuracy for degradation increased, the
user’s accuracy simultaneously increased, along with the confidence interval. Figure 10 reveals that the
confidence intervals and accuracy for stable land cover were tending in the opposite direction from the
degraded areas, but changes and expansion of the confidence interval were lower, as their area is larger,
and thus an increase in error introduced by true marginal map proportions is less severe. Changing
the magnitude threshold affected the accuracy but, more importantly, also the accuracy confidence,
especially for open canopies, where confusion (error rate) was higher. Random forest, on the other
hand, was solely impacted by the number of trees and its internal randomness. As a result, the accuracy
varied, but confidence remained stable if iterations were kept stable (Figure 8). When threshold-based
degradation detection alone was used, optimal results were achieved at the intersection of user’s and
producer’s accuracy for change [26]. When combined with random forest particularly the commission
of change was suppressed, and the magnitude threshold should be set as conservatively and subtle as
possible to avoid any omission of degradation. Pixels characterized by very small magnitudes and
by high probabilities of degradation (p > 0.8) can be considered an accurate degradation detection,
while remaining pixels can be subject to more selective random forest classification. The combination
of both methods secured pixels that were almost certain, having changed using a threshold-based
method, whereas more complex changes were addressed by random forest.
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5. Conclusions

Landsat NDMI time series analysis using BFM detected degradation of heavily vegetated areas
within large savannah landscapes, especially when tree cover was high (CW and CF). Distinct signal
drops of BFM change magnitude were used in non-parametric and parametric approaches to detect
degradations. As vegetation cover decreased, the performance of degradation detection dropped.
When combining NDMI and SAVI at the feature level, detection performance increased, especially
for sparse vegetation cover. Hence, different land cover degradations require specific VIs for accurate
monitoring programs. In comparison, non-parametric random forest was found to be more accurate at
detecting change than a threshold-based approach. Especially confidence intervals were affected by the
threshold-based approached, when the magnitude threshold varied. Large-area monitoring programs
covering different ecosystems and land cover types therefore require specific VI time series and
an individual BFM model calibration. Variations in BFM harmonic order, different models to address
model history or BFM sequential approaches (for instance, year-wise monitoring) also require specific
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VIs and land cover-specific adjustments. Alternatively, spectral endmember-based approaches have
shown promising results for forested landscapes [24,58], and therefore, specific land cover endmembers
can be of use for different sets of land cover types. Implementing a CBM campaign driven by local
experts, as done in [38], within KAZA could produce a stronger reference data set, and therefore
allow more detailed conclusions of the proposed method for the different vegetation types. Increasing
observation frequency could also increase the probability of detecting degradation events [24,27].
Hence, incorporating other data sources such as Sentinel 1 and 2 is desirable, as observation frequency
could be increased at no-cost [28]. Dense time series within the monitoring period will result in fewer
errors of omission [21]. Data fusion with Sentinel 1 and other synthetic aperture radar (SAR) devices,
as suggested previously [27], could improve both historic period observation frequency, and therefore
BFAST Monitor models and monitoring performance. Furthermore, SAVI and NDMI degradation
detection performances were low for open canopy forest Vis, which are more sensitive to these forest
types, and differences in canopy cover can yield higher performances. For instance, the normalized
difference fraction index (NDFI) was identified to be sensitive to different degrees of canopy cover [58].
In summary, increasing observation frequency by incorporating Sentinel data and the application of
canopy cover-sensitive VIs yields promising prospects for further improving degradation detection
accuracy for open canopy forests.
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