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Abstract: Scene classification on remote sensing imagery is usually based on supervised learning
but collecting labelled data in remote sensing domains is expensive and time-consuming. Bag of
Visual Words (BOVW) achieves great success in scene classification but there exist problems in
domain adaptation tasks, such as the influence of background and the rotation transformation on
BOVW representation, and the transfer of SVM parameters from the source domain to the target
domain, which may lead to decreased cross-domain scene classification performance. In order to
solve the three problems, Color-boosted saliency-guided rotation invariant bag of visual words
representation with parameter transfer is proposed for cross-domain scene classification. The global
contrast-based salient region detection method is combined with the color-boosted method to increase
the accuracy of detected salient regions and reduce the effect of background information on the BOVW
representation. The rotation invariant BOVW representation is also proposed by sorting the BOVW
representation in each patch in order to decrease the effect of rotation transformation. The several
best configurations in the source domain are also applied to the target domain so as to reduce the
distribution bias between scenes in the source and target domain. These configurations deliver the
top classification performance the optimal parameter in the target domain. The experimental results
on two benchmark datasets confirm that the proposed method outperforms most previous methods
in scene classification when instances in the target domain are limited. It is also proved that color
boosted global contrast-based salient region detection (CBGCSRD) method, rotation invariant BOVW
representation, and transfer of SVM parameters from the source to the target domain are all effective
in improving the classification accuracy with 2.5%, 3.3%, and 3.1%. These three contributions may
increase about 7.5% classification accuracy in total.

Keywords: Bag of Visual Words (BOVW); color-boosted global contrast-based salient region detection
method; rotation invariant BOVW representation; transfer of SVM parameters from the source to the
target domain; cross-domain scene classification

1. Introduction

With the development of remote sensing sensors, satellite image sensors can offer images with a
spatial resolution at the decimeter level. We call these images high-resolution remote sensing images
(HRIs). However, despite enhanced resolution, these details often suffer from the spectral uncertainty
problems stemming from an increase of the intra-class variance [1] and a decrease of the inter-class
variance [2]. Taking into account these characteristics, HRIs classification methods have evolved
from pixel-oriented methods to object-oriented methods and have achieved precise object recognition
performance [3–5]. However, these methods may lead to the so-called “semantic gap” [6], namely the
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divergence between low-level data and high-level semantic information. In order to better acquire the
semantic information in accordance with human cognition, scene classification aimed at automatically
labeling an image from a set of semantic categories [7], has been proposed with remarkable success in
image interpretation.

Scene classification with HRI is usually based on supervised learning method requiring a set
of new collected samples [8,9]. However, we are usually faced with the tasks that the target images
are with a limited number of samples, but we have sufficient previous labeled data. In many cases,
previous labeled data remains useful for training a new target classifier [10,11]. However, the direct
application of previous instances to new remote sensing images often provides poor results because
the spectra observed in the new scene is highly different from that in the existing scenes even though
they represent the same types of objects. This is due to a variety of factors, such as changes in the
acquisition conditions including the illumination or acquisition angle, seasonal changes, or the use of
different sensors. This problem can be suppressed by transfer learning methods [12].

As mentioned by Devis Tuia [13], transfer learning methods in the remote sensing literature can
be categorized into four categories:

(1) Selection of invariant features. These methods are usually achieved by considering only a subset
of the original features that are invariant between the domains [14–18].

(2) Adaptation of the data distributions. Data is adapted such that the feature distributions over the
different domains are more compatible. This technique is also known as feature extraction and
representation learning [19–25].

(3) Adaptation of the classifier with semi-supervised method. Techniques belonging to this family
take a semi-supervised strategy that utilizes the unlabeled target samples to adapt a classifier
trained using the labeled source samples [26–31].

(4) Adaptation of the classifier by active learning (AL). These techniques also utilize a
semi-supervised strategy. However, instead of automatically labeling samples from the target
domain, these techniques require the user to label some target samples. Therefore, the main
challenge here is how to select the minimal set of informative target samples that the expert user
needs to annotate [32–36].

In order to recognize and analyze scenes from remote sensing images, various scene classification
methods have been proposed over decades. One particular method called the bag-of-visual-words
(BOVW) [37,38], has been successfully utilized for scene classification. The BOVW approach treats
an image as a collection of unordered feature descriptors, and represents images with the frequency
of “visual words” that are constructed by quantizing local features. It can be divided into two parts:
dictionary learning and feature encoding. Dictionary learning consists of clustering feature descriptors
in each local patch and using the resulting clusters as visual vocabularies. These visual vocabularies
can be used for the feature encoding. In the feature encoding step, the images are finally represented by
the unordered collections of the visual vocabularies and the histograms of the occurrences concerning
the visual vocabularies.

However, the BOVW representation does not perform well in the adaptation of the data
distributions due to following reasons:

(1) The influence of background information in images. Existing BOVW representations mainly
extract features from the whole image rather than the salient regions, which may lead to higher
difference between representations from both domains owing to more complex scenes in remote
sensing domains.

(2) The effect of rotation transformation. Existing BOVW methods suffer from rotation
transformations since patches in spatial pyramid matching (SPM) [39] are in a fixed order.
Therefore, when faced with more serious rotation transformations in images from both domains,
poor cross-domain scene classification performance may be delivered due to aggravated feature
bias between two domains.
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(3) The transfer of SVM parameters from the source to the target domain. The performance of
support vector machine classifiers [40] is directly influenced by the values of its free parameters.
The free parameters of instances in the source domain are different from those in the target
domain because of different feature distributions. Therefore, more optimal parameters for the
target domain need to be adjusted to the free parameters in the source domain.

The BOVW representation considers feature representations of a set of patches from SPM in the
whole image. However, it may be affected by noisy information, such as the background or other
irrelevant objects, which may increase the feature difference in the representations of the same category
from different domains. In order to solve this problem, various studies have been conducted on
salient region detection to detect the salient objects in the same category from both domains for higher
similarity in BOVW representations, such as airplanes in airports, cars in parking lots, and so on.
The salient region detection methods can be categorized into two types: local contrast based methods
and global contrast methods [41].

Local contrast based methods investigate the rarity of image regions with respect to local
neighborhoods. Itti [42] defines image saliency using central-surrounded differences between
multi-scale image features based on the highly influential biologically-inspired early representation
model introduced by Koch and Ullman [43]. Ma and Zhang [44] propose an alternate local contrast
analysis for generating saliency maps, which is then extended using a fuzzy growth model. Liu [45]
finds multi-scale contrast by linearly combining contrast to a Gaussian image pyramid. More recently,
Goferman [46] simultaneously modeled local low-level clues, global considerations, visual organization
rules, and high-level features to highlight salient objects along with their contexts. Such methods using
local contrasts tend to produce higher saliency values near edges instead of uniformly highlighting
salient regions in images, which may remove regions corresponding to relevant objects.

In order to solve the problem of the local contrast based methods, global contrast-based methods
have been proposed over decades. Global contrast-based methods evaluate saliency of an image region
using its contrast with respect to the entire image. Zhai and Shah [47] define pixel-level saliency based
on a pixel’s contrast to all other pixels. However, for efficiency they use only luminance information,
thus ignoring distinctiveness clues in other channels. Achanta [48] proposes a frequency tuned method
that directly defines pixel saliency using a pixel’s color difference from the average image color.
The elegant approach, however, only considers first order average color, which can be insufficient to
analyze complex variations in remote sensing images. Ko and Nam [49] select salient regions using a
support vector machine trained on image segment features, and then cluster these regions to extract
salient objects. Han et al. [50] model color, texture, and edge features of a Markov random field
framework to grow salient object regions from seed values in the saliency maps. Cheng [41] proposes
the saliency of one region depends on its contrast with respect to its nearby regions, while contrasts
to distant regions are less significant. However, when faced with complex scenes such as remote
sensing images, the global contrast based saliency detection methods usually deliver poor performance
because of relatively low contrast between background and salient objects, which may misclassify the
background regions as salient regions [51]. Therefore, a color-boosted method originally in salient
point detectors [52] has been introduced to global contrast-based salient region detection to increase
the color contrast between different regions in images for more accurate salient region detection.

BOVW with the SPM method mostly uses ordered regular grid or block partition of an image
to incorporate spatial information [53] and, therefore, are sensitive to the rotation transformation
of scenes, which will inevitably result in misclassification of scene images that belong to the same
category and influence the classification accuracy. As shown in Figure 1, many approaches based on
the concentric circle-based partition strategy of an image in color and texture feature extraction has
been proposed. Qi [54] proposes a multi-scale deeply-described correlatons (MDDC)-based model
by applying adaptive vector quantization of multi-scale correlograms to achieve rotation invariant
representation without loss of discrimination. Zhao [55] proposes a concentric circle-structured
multi-scale BOVW model by partitioning the image into a series of annular sub-regions and computing
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histograms of local features found inside each annular sub region. Khan [56] proposes a pairwise
spatial histogram by concentric circles and angles centered on each descriptor. However, the spatial
layout information may be lost to some degree since we only know these patches are adjacent but we
do not know the specific spatial relationships. To solve this problem, a shifting operation is proposed
to BOVW representation with an order of ascending distance between zero vector and feature vector
in one sub-image from eight sub-images adjacent to each other uniformly segmented from the whole
image, which is a simple, but effective, way to incorporate rotation-invariant spatial layout information
of scene images into the original BOVW model.

Figure 1. Example of spatial partition of rotated remote sensing images using a concentric circle-based
partition strategy; (a) Original image, and (b) rotated image.

The BOVW representations will be put into a support vector machine (SVM) classifier for
cross-domain scene classification. The performance of SVM is directly influenced by the choice
of kernel function and values of its free parameters, such as the penalty for the cost function c and
the coefficient for the kernel function g. However, the parameters of SVM classifiers from instances in
the source domain need to be adjusted to those in the target domain due to feature distribution bias
between instances in both domains. Regarding the transfer of parameters, most approaches assume
that the individual SVM for different, but related, domains must share some parameters featuring
a transfer supervised learning. Some studies closely related to transfer onto SVM parameters are
described next.

Soares et al. [57] propose a meta-learning methodology that explores information about the past
performance of different parameters. The methodology is applied to adjust the width of the Gaussian
kernel for regression problems with low error while providing significant savings in time. In [58],
particle swarm optimization (PSO) was applied to the problem of parameter tuning of support vector
machines. As learning systems are essentially multi-objective problems, the multi-objective PSO was
used to maximize the success rate and minimize the complexity of the model with faster search process
convergence speed and less computational cost. Ideas of meta-learning and case-based reasoning
have been used to provide good starting points for genetic algorithms to find good parameters for
support vector machines and random forests. The presented approach achieves accuracy comparable
to grid search with a significantly lower computational cost. Reif [59] uses ideas of meta-learning and
case-based reasoning to provide good starting points for genetic algorithm to find good parameters for
SVM classifiers. Ali and Smith-Miles [60] used goal-based learning rules for automatic kernel selection
with empirical evaluation based on classification.
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However, the aforementioned studies focus on the search techniques or the choice of kernel
functions may suffer from heavy computational burden due to too large a search space or enormous
manual interventions on labeling instances in the target domain. In order to suppress the problems,
the several top pre-calculated parameter configurations organized in decreasing order of classification
performance in the source domain are proposed to be transferred to the target domain and the
parameter with the best classification performance in the target domain will be the optimal parameter
to reduce the computational cost of parameter transfers and increase classification accuracy in the
target domain with limited samples in the target domain.

Inspired by the aforementioned work, we propose a color-boosted saliency-guided rotation
invariant BOVW model with a transfer of SVM parameters from the source domain to the target
domain. The main contributions of this paper are summarized below:

(1) A color-boosted method has been introduced to global contrast based salient region detection
method to increase the color contrast between different regions and obtain salient regions for
BOVW representations in order to reduce the effect of background or non-salient objects on the
BOVW representation.

(2) A shifting operation has been applied to represent the images with BOVW representations
of patches in an order of ascending distance from zero to feature vectors in the sub-image
rather than those of patches in SPM so as to decrease the effect of rotation transformation on
classification accuracy.

(3) Several pre-calculated best parameters in the source domain have been transferred to the target
domain in a decreasing order and the parameter with the best performance in the target domain
will be the optimal parameter setting to reduce the required number of instances in the target
domain and the effort in searching for the optimal parameters.

The rest of the paper is organized as follows: In Section 2, we describe the overall process
and details of the proposed color boosted saliency-guided rotation invariant BOVW approach with
parameter transfer. In Section 3, several experiments and results in two benchmark datasets are
presented to demonstrate the effectiveness and superiority of the proposed algorithms. In Section 4,
a discussion about the proposed method with a parameter sensitivity analysis is conducted.
Conclusions and suggestions for future work are summarized in Section 5.

2. Materials and Methods

In this section, we present a cross-domain scene classification method of HRIs based on
color-boosted saliency-guided rotation invariant BOVW representation with parameter transfers,
as shown in Figure 2, which can be divided into four main steps:

(1) For one category in the source domain, the CBGCSRD method has been applied to calculate the
salient region for each instance. Then DenseSIFT descriptors [39] will be only calculated in the
salient regions. All extracted descriptors in one category are clustered by K-means to form the
codebook for this category.

(2) The instance is segmented into eight regions with the same area. Then, for each region, BOVW
representation has been calculated with the codebook in step (1). A shifting operation with
patches in an order of ascending Euclidean distance from zero to feature vectors in all regions
is used to obtain rotation invariant BOVW representation for instances in the source and target
domain from the above codebook to reduce the effect of rotation transformation.

(3) The rotation invariant BOVW representations of instances from the source domain are put into
SVM classifiers with several predefined parameters to obtain classification accuracy of instances
from the source domain with a decreasing order. Several parameters with the top classification
performance in the source domain will be tested for the instances in the target domain.

(4) The several top parameters in the source domain performing best in the instances of target domain
will be selected as the optimal parameters and applied to testing images from the target domain.
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Figure 2. The architecture of the proposed color boosted saliency-guided rotation invariant BOVW
approach with parameter transfer. The color indicates the performance of the classifier from dark red
to dark blue where the parameter with dark red performs the best and that with dark blue delivers the
poorest performance.

2.1. CBGCSRD Method

Color saliency boosting based on an analysis of the statistics of color image derivatives
incorporates color distinctiveness into existing salient feature detectors to improve acquired
information contents by salient features. Similarly, color saliency boosting can also be used in the
saliency detection of remote sensing images for obtaining more important information contents in
scenes. In order to solve the problem of poor performance of complex scenes in remote sensing
images with global contrast based salient region detection methods, color saliency boosting has been
introduced to the regional contrast based saliency detection method.

The channels of (R, G, B) space are correlated due to the physics of the world. Photometric
events in the real-world, such as shading, shadows, and specularities, influence (R, G, B) values in a
well-defined manner [61]. Therefore, the (R, G, B) space needs to be transformed into a color space
which is uncorrelated with respect to these photometric events. (o1, o2, o3) space has been used in this
paper since it has been proved effective in feature extraction and object detection.

For each image of (R, G, B) space, a color coordinate transformation has been made for adapting
the saliency map to focus on rare color derivatives based on Equation (1):
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Then the saliency map will be calculated for color boosted images. First of all, we first segment
the input image into regions using a graph-based image segmentation method. The saliency of k-th
region rk can be calculated with Equation (3):

S(rk) = ws(rk)∑rk 6=ri
e

Ds(rk ,ri)
−σs2 w(ri)Dr(rk, ri); (3)

where Ds(rk, ri) reflects the spatial distance between region rk and ri, and the spatial distance between
two regions is defined as the Euclidean distance between their centroids w(ri), the weight of the region
is ri, and Dr(rk, ri) is the color Euclidean distance between region rk and ri. We weight the distances by
the number of pixels in ri, namely w(ri), to emphasize color contrast to larger regions. For σs, larger
values of σs reduce the effect of spatial weighting so that contrast to farther regions would contribute
more to the saliency of the current region and ws(rk) is a spatial prior weighting term similar to center
bias defined by Equation (4):

ws(rk) = exp−9dk
2
; (4)

where dk is the average distance between pixels in region rk and the center of the image. The color
distance Dr(r1, r2) between two regions r1 and r2 is shown in Equation (5):

Dr(r, r2) =
n1

∑
i=1

n2

∑
j=1

f (c1, i) f (c2, j)D(c1,i, c2,j); (5)

where f (ck, i) is the probability of the i-th color ck,i among all nk in the k-th region and D(c1,i, c2,j)

reflects the distance between the i-th color in the region r1 and the j-th color in the region r2.
As can be seen in Figure 3, when faced with complex scenes, the regional contrast based saliency

detection method may detect some non-salient regions due to low contrast between background pixels
and salient pixels. The color-boosted map increases the difference between salient and non-salient
regions and reduce the possibility of detecting non-salient regions. Only features located in the salient
regions are used for the BOVW representation.
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Figure 3. Example of the CBGCSRD method. (a) Original image; (b) saliency map with existing regional
contrast based method; (c) color-boosted image; and (d) the proposed color-boosted saliency map.

2.2. Rotation Invariant BOVW Representation

BOVW with the SPM method mostly uses ordered regular grid or block partition of an image to
incorporate spatial information when generating BOVW representations and, therefore, are sensitive
to the rotation transformation of image scenes, which will inevitably result in misclassification of
scene images that belong to the same category and influence the classification accuracy, as shown in
Figure 4a,b.

When the traditional ordered regular block partitions strategy is used to construct the histogram
of visual word occurrences within each subregion, the final orderly concatenated histograms with SPM
generated from all subregions will be quite different in the same image but, with rotation, giving rise
to misclassification of two similar scene images, which can be seen in Figure 4c.

To achieve rotation-invariance, this paper proposes a rotation invariant BOVW representation to
cross-domain scene classification by changing the order of patches in the SPM method to reduce the
effect of rotation transformation, which is a simple, but effective, way to incorporate rotation-invariant
spatial layout information of scene images into the original BOVW model, as can be seen in Figure 4d.

Figure 4. Cont.
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Figure 4. The rotation invariant BOVW representation against typical BOVW representation method on
the rotation variance of an image. (a) BOVW representations in each patch of original image; (b) BOVW
representations in each patch of rotated image; (c) BOVW representation with SPM for two images;
and (d) the rotation invariant BOVW representation for two images.

The process of generating rotation invariant BOVW representation is shown in Figure 5, which can
be divided into four steps.

(1) Extracting all DenseSIFT features in the color boosted salient regions in one image. All features
in one category are clustered by K-means to form the codebook for this category.

(2) In order to represent the image, BOVW feature in each region fi has been calculated and i is the
index of region. While doing so, find the Euclidean distance vectors from zero vectors to feature
vector fi as shown in Equation (6):

disti = dist( fi, 0); (6)

(3) If disti ≥ disti+1, then shift the fi up. Repeat step (2) for all regions with all regions in the order
of ascending disti for the full image.

(4) Concatenating the BOVW representations with the order in step (3) to form the final rotation
invariant BOVW representation.

Figure 5. A graphical representation of Rotation invariant BOVW representation. (a) The partitions of
images in rotation invariant BOVW representation; (b) BOVW representation in an ascending order
of distance between zero vector and feature vector in each patch; and (c) the final rotation invariant
BOVW representation.

The rotation invariant BOVW representation is aimed at reducing the effect of rotation
transformation on the classification performance.
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2.3. Transferring SVM Parameters from the Source Domain to the Target Domain

Above all, instances in the target domain and those in the source domain belong to the same
category, ensuring the similarity between instances in both domains since transfer learning methods
are based on assumptions that instances in the source domain and those in the target domain are drawn
from different, but related, distributions. The proposed approach transfers several best parameter
settings in terms of classification accuracy from the source domain to the target domain in order to
reduce the search space for parameter transfer to the target domain.

The sketch map of the parameter transfer with nine calculated parameters in the source domain is
illustrated with Figure 6. As described early, nine configurations of parameters represented by values
of c and gfor the instances in the source domain are trained with instances in the source domain to
generate nine SVM classifiers where the instances in the source domain corresponding to the category
in the target domain is taken as instances in the source domain, and these nine SVM classifiers are
organized in decreasing order of classification performance on the instances of the source domain.

In Figure 6, the color corresponds to SVM classifiers’ performance on its respective domain, where
red represents the best performances and blue the worst. The three best configurations determined in
this order for the source domain are combined with instances in the target domain to generate three
SVM classifiers for the target domain. The classifier delivering the best classification performance in
the instances from the target domain will be selected as the optimal SVM classifiers for classifying
testing images.

Figure 6. The sketch map of transferring SVM parameters from the source domain to the target
domain. The color indicates the performance of the classifier with a decreasing order (from dark red to
dark blue).

The methodology can be extended from nine calculated configurations shown in Figure 6, to 25 or
more calculated configurations. Corresponding to this situation, more than three SVM classifiers with
the best classification performance in the source domain will be applied to the target domain to reduce
the search space. The research hypothesis is that the transferred knowledge, in the form of parameters
with a good performance within the source domain can bring performance gains with less effort for
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learning process in the target domain. Therefore, the process of parameter tuning in the target domain
can be facilitated, reducing the distribution bias between instances in the source and target domain.

3. Experiments and Results

3.1. Descriptions of Experimental Data

Two types of publicly-available datasets are used as instances in the source domain, namely
AID [62] and the UC MERCED dataset [63]. The UC MERCED dataset was manually extracted from
aerial orthoimagery and downloaded from the United States Geological Survey (USGS) National
Map. This dataset consists of 21 challenging categories with 100 images per class. The images have a
resolution of 30 cm in the RGB color space with a size of 256× 256. Categories such as freeway, forest,
parking lot, and agriculture, and so on, will be used. Some samples of each class are shown in Figure 7.

Figure 7. Sample images of the UC MERCED dataset in the source domain.

AID is a new large-scale aerial image dataset, by collecting instances from Google Earth imagery.
The new dataset is made up of 30 aerial scene types and all the images are labelled by the specialists
in the field of remote sensing image interpretation. In all, the AID dataset has a number of 10,000
labeled images of 30 classes. Moreover, all the instances per each class in AID are carefully chosen from
different countries and regions around the world, mainly in China, the United States, England, France,
Italy, Japan, Germany, etc., and they are extracted from different times and seasons with different
imaging conditions, which may increase the intra-class diversities of the data. Some samples of each
class are shown in Figure 8.

The images of the target domain consist of two different types of images, namely the WHU-RS [64]
dataset and the SIRI-WHU [65] dataset. The WHU-RS dataset is a new publicly-available dataset where
all the images are collected from Google Earth (Google Inc., Mountain View, CA, USA). It consists of
high-resolution satellite scenes of 19 categories. There are 50 images of size 600× 600 pixels for each
class. Sample images of each class in this dataset are shown in Figure 9. The categories in the WHU-RS
dataset are all included in the AID dataset.
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Figure 8. Sample images of the AID dataset used in the source domain.

Figure 9. Sample images of the WHU-RS dataset in the target domain with 19 categories.

The SIRI-WHU dataset is acquired from the USGS, covering Montgomery Country, Ohio, and USA.
The spatial resolution of this image is 0.6 m. The large image to be annotated is of 10000× 9000 pixels,
as shown in Figure 10a. There are, mainly, six classes for classification: farmland, forest, freeway,
parking lot, residential, and other categories mainly consisting of rivers. The original image is
converted into 150× 150 pixel sub images for scene classification, as shown in Figure 10b.
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Figure 10. Sample images of the WHU-RS dataset in the target domain with 19 categories. (a) Original
image; and (b) sample images of six land-use categories.

3.2. Experimental Setup

In our experiment, all images are uniformly sampled with a patch size and spacing of eight and
four pixels, respectively, to extract DenseSIFT features for generating BOVW representations. To test the
stability of the proposed cross-domain scene classification method, the color-boosted saliency-guided
rotation invariant BOVW representation with parameter transfers is executed five times by a random
selection of instances in the target domain. The instances consist of two parts: all instances in the
source domain and a few instances in the target domain. The segmented images of the target domain,
except a few utilized instances, will be considered as testing images. Fifty-percent of the instances are
used for training and the other 50% for optimal parameter settings. The radial basis function (RBF)
kernel has been used in SVM classifiers since it has been proved to deliver better performance in
linearly-inseparable instances than other kernels.

According to experience, we will set some parameters in the CBGCSRD method as α = 0.542,
β = 0.780, γ = 0.313, and σs

2 = 0.4. Eight parameters, including the multiplied factor k, the
parameters in the SVM classifier c cand g, the number of samples in each category No, the number of
top configurations t in transferring from the source domain to the target domain, and the codebook
size s will be calculated by cross-validation for optimal parameter settings. The calculated optimal
parameter settings for the WHU-RS and SIRI-WHU datasets are shown in Table 1.

Table 1. The optimal parameter settings for two target images.

Dataset Optimal Parameter Settings

WHU-RS k = 250, c = 2−1, g = 1, No = 22%, s = 800, t = 11
SIRI-WHU k = 100, c = 1, g = 2−1, No = 22%, s = 800, t = 11

The sensitivity analysis on two datasets will be performed when fixing five other optimal
parameters and changing only one parameter as shown in Section 4.

The experimental results are compared with three mid-level methods BOVW, probabilistic
latent semantic analysis (PLSA) [66], latent Dirichlet allocation (LDA) [67], and several features
of convolutional neural network (CNN) architectures, OverFeat [68], CaffeNet [69], GoogleNet [70],
Bag of Convolutional Features (BOCF) [71], and transferred pre-trained VGG-S architectures [72].
In order to evaluate the effectiveness of the three contributions, results only without one of the three
contributions and three baseline methods global contrast-based salient region detection method [51],
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BOVW with concentric circle-based partition strategy [55], and automatic kernel selection [60] are
all obtained. The computer environment is based on a personal computer of Asus in Wuhan, Hubei
Province, China with an Intel Core i7-6700 from Intel in Beijing, China with 16GB of RAM without
using the GPU for calculating the computational time.

3.3. Results of the WHU-RS Dataset

As can be seen in Table 2, the proposed method outperforms other state-of-the-art methods
in terms of classification accuracy with limited instances in the target domain, even some CNN
architectures. The CNN architectures, including transferred pre-trained VGG-S and BOCF output
classification accuracies close to that of the proposed method because high similarity between instances
from the source and target domain, may increase the number and the discriminative ability of the
training dataset for CNN architectures. However, all methods based on mid-level representations,
such as BOVW, LDA, and PLSA, deliver poor performance because of inadequate descriptions of
complex scenes in the WHU-RS dataset.

Table 2. Comparison with state-of-the-art methods in the WHU-RS dataset.

Method Accuracy (Mean ± Std)

BOVW 72.21 ± 1.55
LDA 70.91 ± 1.37
PLSA 71.25 ± 1.44
OverFeat 94.29 ± 0.69
CaffeNet 95.01 ± 0.71
GoogleNet 94.79 ± 0.74
Transferred pre-trained VGG-S 95.46 ± 0.48
BOCF 94.71 ± 0.55
Color-boosted saliency-guided rotation invariant BOVW representation with
parameter transfer 95.82 ± 0.68

As can be seen in Figure 11, the peak classification accuracy of the proposed method outperforms
that of all other state-of-the-art methods. It can also be noted in Figure 11 and Table 2 that the proposed
method is more stable in classification accuracy than most state-of-the-art methods except transferred
pre-trained VGG-S model and BOCF since it is difficult to detect salient regions in some scenes of
similar texture with the proposed CBGCSRD method.

Figure 11. The classification accuracy of five experiments on the proposed method and the
state-of-the-art methods in the WHU-RS dataset.

As can be shown in Table 3, the CBGCSRD method, rotation invariant BOVW representation and
the transfer of SVM parameters from the source to the target domain are all effective in improving the
classification accuracy, while the classification accuracy of the rotation invariant BOVW representation
improves the most since it can decrease the effect of the rotation transformations in instances.
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The classification accuracy of methods without three contributions is about 8% lower than that of the
proposed method, demonstrating the effectiveness of the proposed cross-domain scene classification
method since it solves the three problems in Section 1. It can also be seen from Table 3 that the
color-boosted method plays an important role in the salient region detection since the salient region is
more accurate because of higher contrast between different regions of images. Table 3 also shows that
the proposed rotation invariant BOVW representation is more effective in improving the classification
accuracy compared with BOVW representation with concentric circle-based partition strategy since
there exists a loss in the spatial layout information on the BOVW representation with the concentric
circle-based partition strategy compared with that with SPM.

Table 3. Comparison with methods without three contributions in the WHU-RS dataset.

Method Accuracy (Mean ± Std)

Method without three contributions 87.75 ± 0.95

Only without the CBGCSRD method 92.79 ± 0.84

Only without the color-boosted method, but with global contrast-based salient
region detection 91.08 ± 0.93

Only without rotation invariant BOVW representation 92.06 ± 0.88

Only without rotation invariant BOVW representation, but with a concentric
circle-based partition strategy 90.31 ± 0.97

Only without transferring SVM parameters from the source to the target domain 93.61 ± 0.96

Only without transferring SVM parameters, but with automatic kernel selection 93.88 ± 0.87

Color-boosted saliency-guided rotation invariant BOVW representation with
parameter transfer 95.82 ± 0.77

As can be seen in Table 4, the proposed color boosted saliency-guided rotation invariant
BOVW representation with parameter transfers method outperforms other two methods in terms
of computational time since it reduces the effort of searching for the optimal parameters or kernels
from a larger number of candidate parameters or kernels for the target domain. It can also be seen
from Tables 3 and 4 that although the automatic kernel selection increases a slight classification
accuracy, it increases the computational time by 3 h compared with methods without transferring
SVM parameters.

Table 4. The superiority of the color-boosted saliency-guided rotation invariant BOVW representation
with parameter transfer method in reducing the computational time in the WHU-RS dataset compared
with state-of-the-art methods.

Method Computational Time (h)

Only without transferring SVM parameters from the source to the target domain 25.37

Only without transferring SVM parameters, but with automatic kernel selection 28.45

Color-boosted saliency-guided rotation invariant BOVW representation with
parameter transfer 13.50

The classification accuracy in each category and confusion matrix of the color-boosted
saliency-guided rotation invariant BOVW representation with the parameter transfer method or
methods without only one of three contributions are shown in Figures 12 and 13, respectively. As can
be seen in Figure 12, the proposed method outperforms methods without one of three contributions
in all categories, except for desert, farmland, forest, meadow, and mountain categories, since scenes
of these categories demonstrate low contrast between different regions, leading to inaccurate salient
region detection results and classification performance. The CBGCSRD method, rotation invariant
BOVW representation, and the transfer of SVM parameters from the source and the target domains
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are all effective in improving the classification accuracy of all categories to different degrees while the
classification accuracy of rotation invariant BOVW representation improves the most in all categories
due to reduced effect of the rotation transformation on the classification.

As can be seen in Figure 13a, the proposed method achieves good classification performance
in almost all categories, except desert, farmland, forest, meadow, and mountain since categories,
with higher spectral contrast are easier for salient region detection, which may better reduce the effect
of the background on the BOVW representation. As can also be seen in Figure 13b, the classification
accuracies of all categories, except the five categories mentioned above, decrease because BOVW has
been performed on the salient region rather than the whole image, reducing the effect of backgrounds.
We can also see in Figure 13c,d that the rotation invariant BOVW representation and transfer onto
SVM parameters improve classification in all categories, but transfer of the SVM parameters improves
the classification accuracy less because of the similarity between instances of the WHU-RS dataset and
those in the AID dataset.

Figure 12. Producers’ accuracies with the WHU-RS dataset for four different methods in Table 3.
The class labels are assigned as follows: 1 = airport, 2 = beach, 3 = bridge, 4 = commercial, 5 = desert,
6 = farmland, 7 = football field, 8 = forest, 9 = industrial, 10 = meadow, 11 = mountain, 12 = park,
13 = parking, 14 = pond, 15 = port, 16= railway station, 17 = residential, 18 = river, and 19 = viaduct.

Figure 13. Cont.
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Figure 13. The confusion matrix for different methods in Table 3. (a) Color-boosted saliency-guided
rotation invariant BOVW representation with parameter transfer method; (b) only without CBGCSRD
method (c) only without rotation invariant BOVW representation; and (d) only without transferring
SVM parameters from the source to the target domain.

3.4. Results of the SIRI-WHU Dataset

The color-boosted saliency-guided rotation invariant BOVW representation with parameter
transfers outperforms other state-of-the-art methods in terms of classification accuracy as shown
in Table 5 since it solves the problems mentioned above. Three CNN architectures, namely
OverFeat, CaffeNet, and GoogleNet, deliver lower classification accuracy than the proposed method.
The transferred pre-trained VGG-S and BOCF output close accuracies to the proposed method because
they are more discriminative in classifying categories with high intra-class variability. As can also be
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seen in comparison between Tables 2 and 5, the CNN architectures demonstrate lower accuracy in
Table 5 since the instances in the source domain and those in the SIRI-WHU dataset are highly different.

Table 5. Comparison with state-of-the-art methods in the SIRI-WHU dataset in classification accuracy.

Method Accuracy (Mean ± Std)

BOVW 68.80 ± 1.12
LDA 69.91 ± 1.24
PLSA 68.25 ± 1.34
OverFeat 90.29 ± 0.75
CaffeNet 90.31 ± 0.62
GoogleNet 89.99 ± 0.72
Transferred pre-trained VGG-S 91.12 ± 0.53
BOCF 90.70 ± 0.58
Color-boosted saliency-guided rotation invariant BOVW representation with
parameter transfer 91.65 ± 0.63

As can be seen in Figure 14, the maximum classification accuracy of the proposed method is the
highest in all nine methods. With different target instances, the proposed method delivers relatively
stable classification performance comparable to some CNN architectures as shown in Table 5 and
Figure 14. However, when faced with scenes with low spectral contrast between different regions,
the CBGCSRD method may deliver poor performance, which may have a negative influence on the
stability of the proposed method.

Figure 14. The classification accuracy of five experiments on the proposed method and the
state-of-the-art methods in the SIRI-WHU dataset.

As can be seen in Table 6, three contributions including CBGCSRD, rotation invariant BOVW
representation, and transfer of SVM parameters from the source to the target domain are all proved to
be effective in improving the classification accuracy since these three strategies constrain the problem of
background information, rotation transformation, and feature difference between scenes of the source
and target domain. However, the transfer onto SVM parameters plays the most important role in
increasing the classification accuracy since it finds the optimal SVM parameters from the source domain
for the target domain. Methods without three contributions deliver 7% lower classification accuracy
than the proposed method, demonstrating the effectiveness of three contributions to cross-domain
scene classification since it handles three problems mentioned above.

As can be seen in Table 7, the proposed method also reduces about 8 to 10 h than other two methods
because of reduced search space for optimal parameter settings. It can also be noted that the automatic
kernel selection method can increase classification accuracy with loss of some computational time.
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Table 6. Comparison with methods concerning three contributions in the SIRI-WHU dataset.

Method Accuracy (Mean ± Std)

Method without three contributions 84.64 ± 0.80

Only without the CBGCSRD method 89.68 ± 0.73

Only without the color-boosted method, but with global contrast based salient
region detection 88.25 ± 0.85

Only without rotation invariant BOVW representation 88.86 ± 0.74

Only without rotation invariant BOVW representation, but with a concentric
circle-based partition strategy 87.18 ± 0.83

Only without transferring SVM parameters from the source to the target domain 87.77 ± 0.85

Only without transferring SVM parameters, but with automatic kernel selection 88.25 ± 0.71

Color-boosted saliency-guided rotation invariant BOVW representation with
parameter transfer 91.65 ± 0.66

Table 7. The superiority of the color-boosted saliency-guided rotation invariant BOVW representation
with parameter transfer method in reducing computational time in the SIRI-WHU dataset compared
with other state-of-the-art methods.

Method Computational Time (h)

Only without transferring SVM parameters from the source to the target domain 16.76 ± 0.87

Only without transferring SVM parameters, but with automatic kernel selection 18.82 ± 0.82

Color-boosted saliency-guided rotation invariant BOVW representation with
parameter transfer 8.92 ± 0.77

The classification accuracy in each category and the confusion matrix of the proposed method or
methods without three contributions are shown in Figures 15 and 16, respectively. As can be seen in
Figure 15, the proposed method outperforms that without three contributions in all categories except
farmland and forest since these scenes with low contrast between different regions do not perform
well in the CBGCSRD method. The rotation invariant BOVW representation, and the transfer of SVM
parameters from the source domain to the target domain can increase the classification accuracy of all
categories to varying degree while the transfer of SVM parameters increases the highest classification
accuracy in all categories which are highly different from those in the source domain. The CBGCSRD
method increases the classification accuracy of categories except farmland and forest categories. It can
also be noted in Table 5 that the proposed rotation invariant BOVW representation and color-boosted
method demonstrate higher superiority in increasing the classification accuracy for images of the
target domain since they solve the problems of the BOVW representation with a concentric circle-based
partition strategy and global contrast-based salient region detection similar to Section 3.3.

As can be seen in Figure 16, the proposed method delivers performance better than 0.9 in freeway,
other, parking lot and residential categories since these categories are with higher color contrast
between different regions. The major confusion usually occurs to the scenes farmland and forest,
forest and freeway, farmland and other, forest and residential, and so on. The CBGCSRD method
increases the accuracy in all categories, except categories delivering poor classification performance in
the salient region detection method. The rotation invariant BOVW representation can help to enhance
the performance in categories with rotation transformations while the transfer of SVM parameters can
improve the classification performance of categories different from those in the source domain.
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Figure 15. Producers’ accuracies with the SIRI-WHU dataset for four different methods.

Figure 16. Confusion matrix showing the classification performance with the SIRI-WHU dataset:
(a) color-boosted saliency-guided rotation invariant BOVW representation with parameter transfer;
(b) only without the CBGCSRD method; (c) only without rotation invariant BOVW representation; and
(d) only without transferring SVM parameters from the source to the target domain.

The annotated map for the SIRI-WHU image is also obtained as shown in Figure 17b. As can
be seen in Figure 17, the major confusion may occur to the border of different categories since these
images may demonstrate a mixture of objects of different categories. When faced with scenes with a
mixture of objects of different categories, the scenes are usually assigned to the labels covering the
largest area in the image, which may increase the difficulty of salient region detection.
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Figure 17. Semantic annotation of SIRI-WHU dataset. (a) Original image; (b) annotation result of
SIRI-WHU dataset with color-boosted saliency-guided rotation invariant BOVW representation with
parameter transfer corresponding to Table 5; and (c) ground truth image.

4. Discussion

4.1. Parameter Sensitivity Analysis

Four parameter settings, multiplied factor k, codebook size s, the percentage of instances in the
target domain No, and several top configurations in the source domain t will all have an effect on
the cross-domain classification accuracy. In order to evaluate the effectiveness of color-boosted
saliency-guided rotation invariant BOVW representation with parameter transfers method for
cross-domain scene classification, we analyze the sensitivity of these four parameter settings for
two datasets mentioned in Section 3.1.

4.1.1. Influence of Multiplied Factor k in the Color-Boosted Salient Global Contrast Based Region
Detection Method

In order to investigate the sensitivity of the proposed method in relation to the multiplied factor
k, other parameters will be fixed as optimal parameter settings in each dataset as shown in Table 1.
The multiplied factor k was then varied from the range of [5, 10, 25, 50, 100, 250, and 500] for two datasets.

As shown in Figure 18, the classification accuracy increases at first before decreasing gradually.
The peak of classification accuracy reflects the most suitable multiplied factor k. The proposed
method is more sensitive to the multiplied factor k in the WHU-RS dataset compared with the
SIRI-WHU dataset.

Figure 18. Effect of the multiplied factor k on the classification accuracy in two datasets.
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4.1.2. Influence of the Codebook Size s

Different sizes of visual vocabularies were tested on different sizes from 50 to 950 at intervals of
150 for both datasets since the number of visual words has an effect on classification accuracy. To study
the sensitivity of the proposed method in codebook size s, other parameters are kept constant as shown
in Section 4.1.1.

From Figure 19, it is notable that the trends for two datasets are similar. With the increase in
codebook size s, the classification accuracy improves gradually. However, when the codebook size s is
too large, the classification accuracy may improve only slightly. The WHU-RS dataset is more sensitive
to the codebook size s than the SIRI-WHU dataset.

Figure 19. Effect of the codebook size s on the classification accuracy in two datasets.

4.1.3. Influence of the Percentage of Instances No in the Target Domain on Methods with or Without
Parameter Transfer

The classification accuracy of methods with or without parameter transfer will be limited by
the percentage of instances in the target domain No. In order to test the sensitivity of the proposed
method and the method without parameter transfer in relation to the percentage of instances in
the target domain No, the percentage of instances in the target domain is varied from [0.02, 0.06,
0.10, 0.14, 0.18, 0.22, and 0.26]. The trends of classification accuracy with the percentage of instances
from the target domain in two datasets for different methods are similar, as displayed in Figure 20.
The classification accuracy improves gradually before improving little with the increased percentage
of instances in the target domain No. However, the methods without parameter transfer are more
sensitive to the percentage of instances in the target domain No than those with parameter transfer
since an inadequate number of instances in the target domain may lead to indiscriminative classifiers
but parameter transfer may make for this deficiency to some degree. When the percentage No is 0.26,
the classification accuracies of methods with or without parameter transfer are close since the number
of instances are enough for training a discriminative classifier.
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Figure 20. Effect of the percentage of instances in the target domain on classification accuracy in
two datasets.

4.1.4. Influence of the Number of Configurations Used for the Target Domain t

In order to study the effect of the number of configurations used for the target domain t for the
proposed method, the number of configurations t is varied from the range of [1, 3, 5, 7, 9, 11, and 13] in
the two datasets. The overall trends of classification accuracy in the two datasets are similar with the
increase in the number of configurations t as shown in Figure 21. The classification accuracy increases
when the number of configurations t is below 11, then it improves only slightly.

Figure 21. Effect of the number of configurations used for the target domain t on the classification
accuracy in two datasets.

4.2. Analysis of Results in Two Target Images

Extensive experiments show that the proposed method which integrates CBGCSRD method,
rotation invariant BOVW representation with transferring SVM parameters from the source to the
target domain is very effective in the cross-domain scene classification method.

The existing BOVW representation is calculated from the whole image, which may be affected
by the background information. The color-boosted saliency-guided rotation invariant BOVW
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representation with parameter transfer concentrates on the detected salient regions rather than
the whole image. Experimental results of the WHU-RS and SIRI-WHU datasets indicate that the
color-boosted saliency-guided rotation invariant BOVW representation with parameter transfer method
is competitive with the state-of-the-art methods in terms of classification accuracy, even some CNN
architectures, as displayed in Figures 11–17. However, the proposed method delivers poor performance
in some example images of the WHU-RS dataset shown in Figure 22.

Figure 22. Several examples and their corresponding color boosted saliency maps of different categories
misclassified by the color boosted saliency-guided rotation invariant BOVW representation with
parameter transfer in the WHU-RS dataset: (a) desert, (b) farmland, (c) forest, (d) meadow, (e) river,
(f) park, (g) pond, and (h) mountain.

As shown in Figure 22a–h display some misclassified example images of different categories.
These images including eight different categories demonstrate similar color in different regions of
the scene, leading to low saliency in almost the whole image. Therefore, there exist nearly no salient
regions in these scenes, which may lead to insufficient descriptors for descriptions of images.

As can also be seen in the Figures 12 and 13, the rotation invariant BOVW representation can
increase the classification accuracy of categories significantly affected by the rotation transformation
such as residential, parking, port, viaduct, and so on while the classification accuracies of categories
including forest, desert, and meadow less affected by rotation transformation change little. Moreover,
as the scenes of the WHU-RS dataset are similar to those in the AID dataset, the transfer of SVM
parameters increases a little accuracy in all categories.

Similarly, as can be seen in Figure 23a–g, images with low color contrast between different regions
may deliver poor salient region detection results, which may result in poor classification performance.

As we can see in Figures 14–17, the rotation invariant BOVW representation can also increase
the classification accuracy of categories with a reduced effect of rotation transformation on image
representation. However, the transfer of SVM parameters from the source to the target domain plays
the most important role in improving the classification accuracy since the scenes of some categories
such as other, residential, and parking lots in the SIRI-WHU dataset are highly dissimilar to those in
the source domain. The transfer of SVM parameters from the source to the target domain can help to
increase the performance of cross-domain scene classification.
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Figure 23. Several examples of different categories misclassified by the color-boosted saliency-guided
rotation invariant BOVW representation with parameter transfer in the SIRI-WHU dataset: (a) farmland,
(b) forest, (c) freeway, (d) other, (e) parking lot, and (g) residential.

4.3. Strengths and Limitations

A cross-domain scene classification method based on the CBGCSRD method, rotation invariant
BOVW representation, and transfer of SVM parameters from the source domain to the target domain is
proposed in this study. This method has been successfully applied to two target datasets with limited
instances in the target domain. The main advantage of the proposed approach is increased classification
accuracy in the cross-domain scene classification method and transferring SVM parameters from the
source domain and the target domain. Experimental results show that this method can achieve an
overall classification accuracy of 95.82% and 91.65% in different target datasets with limited instances
in the target domain and reduced computational time and outperforms most state-of-the-art scene
classification methods, and even some CNN architectures.

In conclusion, the proposed method can achieve excellent classification accuracy in categories
with relatively high color contrast since the effect of background information has been reduced.
The proposed method is also robust to rotation transformation due to decreased influence of rotation
transformation on rotation invariant BOVW representation. The method can reduce the computational
cost and manual intervention in labeling target instances by transferring parameters from the source
domain to the target domain.

However, it may deliver poor classification performance in categories with low contrast since
these categories demonstrate similar color in different regions of the scene, leading to low saliency
in almost the whole image by the color-boosted salient region detection method. Therefore, there
exist nearly no salient regions in these scenes, which may lead to insufficient SIFT descriptors for
descriptions of images.

5. Conclusions

In this paper, a color-boosted saliency-guided rotation invariant BOVW representation with
parameter transfer is proposed to cross-domain scene classification in order to solve existing problems,
namely the influence of background on salient region detection and rotation transformation on BOVW
representation, and transfer onto SVM parameters from the source to the target domain to reduce
the number of required instances in the target domain. In order to solve problems mentioned above,
CBGCSRD method is proposed to detect salient regions for descriptor extraction with higher color
contrast between different segmented regions. To better reduce the effect of rotation transformation
on the classification accuracy, the existing BOVW representation has been modified by sorting the
representations of each patch of images divided into eight patches with the same area. The several
configurations performing the best in the source domain will be applied to the target domain to
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complete the transfer of SVM parameters from the source domain to the target domain to reduce the
required instances in the target domain and computational cost. The experiments on two different
datasets as the target domain show the following conclusions:

(1) The CBGCSRD method, rotation invariant BOVW representation, and transfer of SVM parameters
from the source to the target domain are all effective in improving the classification performance
while the rotation invariant BOVW representation and transfer of SVM parameters play the
most important roles in the WHU-RS and SIRI-WHU dataset, respectively, since the WHU-RS
dataset is similar to the AID dataset, but the SIRI-WHU dataset is dissimilar to instances in the
source domain to some degree. The parameter transfer not only improves classification accuracy,
but also decreases computational time.

(2) The color boosted saliency-guided rotation invariant BOVW representation with parameter
transfer method outperforms most previous methods in terms of classification accuracy with
limited instances in the target domain, even some well-known CNN architectures, demonstrating
the superiority in the proposed method in terms of classification accuracy.

(3) The CBGCSRD method and proposed rotation invariant BOVW representation demonstrate
superiority over existing global contrast based salient region detection and BOVW with a
concentric circle-based partition strategy in improving the classification accuracy. The SVM
parameter transfer not only improves the classification accuracy, but also decreases the
computational time with limited instances in the target domain.

In our future work, in order to suppress the drawbacks, deep CNN features can be used to
replace DenseSIFT or other features with no need to detect salient regions in order to generate more
discriminative BOVW features for those categories with low contrast. However, the way to combine
BOVW with DCNN features need to be explored.
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