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Abstract: Medium spatial resolution satellite images are frequently used to characterize thematic
land cover and a continuous field at both regional and global scales. However, high spatial resolution
remote sensing data can provide details in landscape structures, especially in the urban environment.
With upgrades to spatial resolution and spectral coverage for many satellite sensors, the impact of the
signal-to-noise ratio (SNR) in characterizing a landscape with highly heterogeneous features at the
sub-pixel level is still uncertain. This study used WorldView-3 (WV3) images as a basis to evaluate
the impacts of SNR on mapping a fractional developed impervious surface area (ISA). The point
spread function (PSF) from the Landsat 8 Operational Land Imager (OLI) was used to resample
the WV3 images to three different resolutions: 10 m, 20 m, and 30 m. Noise was then added to the
resampled WV3 images to simulate different fractional levels of OLI SNRs. Furthermore, regression
tree algorithms were incorporated into these images to estimate the ISA at different spatial scales.
The study results showed that the total areal estimate could be improved by about 1% and 0.4% at
10-m spatial resolutions in our two study areas when the SNR changes from half to twice that of
the Landsat OLI SNR level. Such improvement is more obvious in the high imperviousness ranges.
The root-mean-square-error of ISA estimates using images that have twice and two-thirds the SNRs
of OLI varied consistently from high to low when spatial resolutions changed from 10 m to 20 m.
The increase of SNR, however, did not improve the overall performance of ISA estimates at 30 m.
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1. Introduction

The ability to continuously monitor land cover and land use conditions and change from
satellite imagery is an ongoing effort in the remote sensing community. In the past 40 years,
remote sensing data from many satellite sensors have been used to develop different land cover
products to characterize the spatial extents and temporal variations of Earth’s terrestrial surface [1,2].
Many land cover mapping efforts have used coarse resolution sensors, such as the National Oceanic
and Atmospheric Administration Advanced Very High Resolution Radiometer (NOAA AVHRR) and
Moderate Resolution Imaging Spectroradiometer (MODIS), the medium resolution sensors on Landsat
and Sentinel, and numerous high-resolution sensors [3–7]. Land cover products serve a wide range of
applications from supporting resource management decisions to scientific research activities.

One important land cover component, urban land cover, has attracted a lot of attention in the
land cover mapping community due to increasing urban population and the massive dynamics
of urban sprawl [8–10]. Continued urbanization and the associated environmental impacts have
motivated the remote sensing community to quantify urban landscape using different remotely sensed
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information [11–15]. With demands from societal needs and improvement in spatial and spectral
resolutions of sensor technology and image processing algorithms, remote sensing information has
been widely used in urban land cover mapping and urban structure extrapolation. The applications
of broadband medium spatial resolution sensors, such as AVHRR, MODIS, Advanced Spaceborne
Thermal Emission and Reflection Radiometer (ASTER), Sentinel, and Landsat, in urban land cover
mapping have significantly increased [2,16–20]. Compared to rural natural environments, urban
landscapes have highly heterogeneous features in which developed impervious surfaces are frequently
mixed with other land cover types, such as vegetation and bare soil. The complexity of urban
landscape types limits the use of coarse geometric resolution remote sensing information because many
sub-pixel patches in urban areas are smaller than the effective pixel size of a sensor. These sub-pixel
features can be effectively characterized as a continuous field or fractional developed impervious
surface (ISA) [21,22]. High spatial resolution data are often considered useful for characterizing these
mixed urban land cover types [23]. With the arrival of very high resolution satellite imagery, such as
IKONOS (Greek for image), QuickBird, and WorldView (WV), efforts have been made to characterize
heterogeneous landscape conditions, including urban landscapes, and to implement the information for
environmental research and applications [24–29]. These fine spatial resolution images encompass rich
spatial information and have a greater potential to extract much more detailed thematic information
and cartographic features associated with urban landscapes [30,31]. These characteristics are highly
valuable for mapping and quantifying developed impervious surfaces because the proportion of mixed
pixels could be significantly reduced in these images. However, these images have other challenges:
they contain shadows caused by topography, tall buildings, bridges, or trees [32], and they have high
spectral variation within the same land cover class [33]. Many efforts have been made to minimize the
negative impact of high intra-spectral variation for urban land cover mapping to extract developed
impervious surface information [34]. Recently, radar data have been used successfully to map the
global urban footprint [35] and ISA in regions with a relatively high frequency of cloud cover [36,37].

Jensen and Cowen [38]. explained the minimum spectral resolution requirements for urban
mapping and suggested that spatial resolution was more important than spectral resolution in urban
mapping. The ideal satellite sensor for characterizing land cover would have the characteristics of
high spatial resolution to distinguish different landscape features, high temporal resolution to capture
the dynamic landscape change, high radiometric resolution to resolve the details in low signal levels,
and data that is free to the community for research and applications. Many satellites exhibit several
but not all these characteristics. Furthermore, noise in remotely sensed imagery caused by sensor
sensitivity and saturation, thermal effects, quantization, and transmission errors tends to degrade the
interpretability of the data [39].

A sensor’s signal-to-noise ratio (SNR) is important for remote sensing applications since the quality
of data impacts the ability to monitor the landscape condition from satellites [4,40]. More generally, noise
can be defined as the random variability that occurs around the underlying signal. By considering the
noise and signal, image quality can be defined by the ratio of the (desirable and informative) signal to the
(unwanted and uninformative) noise, generally referred to as the signal-to-noise ratio [40–42]. The SNR
can influence the accuracy of solar-induced chlorophyll fluorescence retrieval [43], water constituent
retrieval [44], and water quality monitoring [45].

Estimation of noise contained within a remote sensing image demonstrated that the noise varied
within individual land cover types [40,41,46]. Results from these experiments suggested that both noise
and SNR measured from airborne sensors were related to land cover type. These experiments were
carried out on agricultural and forest lands. No experiment has been conducted for other land cover
types including the urban environment where the landscape is usually mixed with imperviousness,
vegetation, soil, and water. With improvement in spatial resolution and many high-resolution images
becoming available, the impact of the remotely sensed imagery’s level of signal on characterizing land
cover and land cover change, specifically in balancing spatial and radiometric resolutions, needs to
be evaluated.
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The main goal of this research was to explore the potential trade-off between sensors’
spatial resolution and SNRs and to provide information for future Landsat development. Urban
landscapes, which have highly heterogeneous features and are frequently mixed with impervious and
non-impervious surfaces, are appropriate for evaluating the performance of image SNR for mapping
urban landscape characteristics at the sub-pixel level. A developed impervious surface is associated
with urban development and is an indicator of urban development intensity [14,22,47–49]. Specifically,
we chose to compare ISA estimates using images that had similar spectral characteristics but different
SNRs from Landsat. We used WV3 imagery, which has a relatively high spatial resolution and spectral
resolutions similar to the Landsat Operational Land Imager (OLI), to quantify a developed impervious
surface as a continuous field. Landsat OLI imagery was not used in the study. The WV3 images
were simulated with different levels of SNR at different spatial resolutions. We aimed to answer the
following major research questions: (1) How would differences in image SNR impact mapping of
the developed impervious surface in terms of spatial extent and cover intensity? (2) Does the impact
of SNR vary with spatial resolution in ISA mapping? (3) How does image SNR impact ISA density
mapping? We compared the performances of these simulated images in quantifying ISA in two typical
urban environments where impervious surfaces are mixed with vegetation canopies and other land
cover types. The corresponding impacts on ISA mapping were examined with different simulated
WV3 images at different spatial resolutions.

2. Materials and Methods

The study was accomplished using several major procedures: selection of study areas; collection
of WV3 images; aggregation of WV3 images into three spatial resolutions of 10 m, 20 m, and 30 m;
simulation of WV3 images with different SNRs; creation of training and validation datasets; use of
regression tree models to estimate ISA; and accuracy assessment. Remote sensing data used in the
study included WV3 and National Agriculture Imagery Program (NAIP) images [50], which were used
to create high-resolution training and validation datasets for these areas. These training datasets and
WV3 images were provided as inputs in the regression models to estimate the percent coverage of the
ISA. The overall approach is illustrated in Figure 1.
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Francisco, California . Beltsville is in northern Prince George's County, Maryland. The major land 
cover types in Beltsville are residential housing, roads, commercial/business buildings, and 
agricultural land. The San Francisco area is the cultural, commercial, and financial center of Northern 
California. It has very dense tall buildings in the business district. Other urban landscape features 
include parks, dense road systems, parking lots, bridges, and residential housing. These areas were 
selected based on the following factors: (1) the diversity of impervious surface features, (2) the 
presence of mixed pixels that contain imperviousness and other land cover classes, (3) the density of 
these urban landscapes, and (4) the availability of cloud-free WV3 images. 

 

Figure 1. Procedures of mapping and assessing ISAs using WV3 images and Landsat (LS) 8 point
spread function (PSF) with different SNRs.

2.1. Study Area

Two study areas in the United States were selected for this study: Beltsville, Maryland, and San
Francisco, California. Beltsville is in northern Prince George’s County, Maryland. The major land cover
types in Beltsville are residential housing, roads, commercial/business buildings, and agricultural land.
The San Francisco area is the cultural, commercial, and financial center of Northern California. It has
very dense tall buildings in the business district. Other urban landscape features include parks, dense
road systems, parking lots, bridges, and residential housing. These areas were selected based on the
following factors: (1) the diversity of impervious surface features, (2) the presence of mixed pixels that
contain imperviousness and other land cover classes, (3) the density of these urban landscapes, and (4)
the availability of cloud-free WV3 images.
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2.2. Simulation of WV3 Images with Different SNRs

WV3 images, degraded from the original 1.24 m to 2 m resolution, have eight spectral bands from
coastal to near-infrared (NIR) (400–1040 nm), eight shortwave infrared (SWIR) bands (1195–2365 nm),
and twelve CAVIS (clouds, aerosols, water vapor, ice, and snow) bands (http://worldview3.digitalglobe.
com) [51]. Since WV3 images have higher spatial and spectral resolution than the Landsat OLI, it is
appropriate to simulate WV3 at different SNR levels and to compare its performance with the Landsat
OLI for mapping ISA in the same landscape condition. Due to WV3 data availability and compatibility
with the Landsat OLI, WV3 images with only eight spectral bands from coastal to NIR were used for
SNR simulations (Table 1). Landsat OLI data was not used in the study.

Table 1. The source, location, and dates of remotely sensed data used in the study.

Source (Bands) NAIP (Blue, Green, Red, NIR-1); WV3 (Coastal, Blue, Green, Yellow, Red, Red edge, NIR-1,
NIR-2 (2 m, 10 m, 20 m, 30 m))

Location Beltsville, MD San Francisco, CA

Date 24/07/2015 (NAIP)
17/05/2017 (WV3)

25/06/2016 (NAIP)
08/03/2017 (WV3)

A remotely sensed image usually contains a substantial portion of the spectral signal of each
pixel, not solely from within the footprint of the target pixel, but also from surrounding areas [52].
Many factors including the optics of the instrument, the detector and electronics, and atmospheric
effects, as well as image resampling (degraded image spatial resolution), could contribute to this
effect [45]. Such effects can be described using the point spread function (PSF), which characterizes
a sensor’s response to point signals. In this study, we used the PSF from OLI to resample WV3
images at different spatial resolutions; therefore, the resampled images could have similar spectral
features as the OLI. The OLI spatial response for each band is represented in terms of two separable
along- and across-track line spread functions [53]. The line spread functions were sampled at four
microradian intervals (two microradians for the panchromatic band), providing approximately ten
samples per pixel. The separate line spread functions were combined to construct a three-dimensional
point spread function for each band. Figure 2 illustrates the two-dimensional subsampled OLI PSFs
used for resampling the WV3 images to three different spatial resolutions. The PSFs effectively served
as a weighted averaging model for the pixels overlaid by the PSF. The vertices of the PSFs were located
at pixel locations in the WV3 imagery. The 30-m PSF had more vertices than the 10-m PSF, so the 30-m
PSF overlaid and averaged more pixels.

http://worldview3.digitalglobe.com
http://worldview3.digitalglobe.com
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Figure 2. Subsampled Landsat OLI point spread function (PSF) for the coastal aerosol band at 10-m (a),
20-m, (b), and 30-m (c) resolutions.
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We used WV3 SNR models provided by DigitalGlobe [54] and reported OLI SNR models [55]
to compare the WV3 SNR with the OLI SNR. Subsampling the images with the above PSFs has an
averaging effect and improves the SNR on the resulting image by 1 over the root-sum-square of the
PSF weights, which ends up being slightly more than

√
N/2 for the PSF used (where N is the number

of samples overlaid by the PSF). Therefore, the resampled images have better SNRs than the original
images. The resampled WV3 images have a higher SNR than the OLI images, so noise must be added
to the resampled images to simulate OLI SNR. For this study, three levels of SNR were simulated:
1
2 OLI SNR (HF), 3

4 OLI SNR (TQ), and twice OLI SNR (TW). Noise was added as random Gaussian
noise; therefore, noise could be estimated as the standard deviation (σ) of a constant signal. In addition,
σwas often used to designate noise models or noise levels. The noise models of the resampled WV3
imagery were random functions, so the additional noise was added in quadrature as defined by
Equation (1). The desired noise level was the base resampled (10-m, 20-m, or 30-m) WV3 noise level
plus the difference between the base resampled WV3 noise level and the desired HF, TQ, or TW OLI
SNR noise level using the standard deviation of the Digital Number (DN), as shown in Equation (2).
Substituting Equation (2) into Equation (1) and solving for the amount of additional noise needed
produces Equation (3):

σ2
desired = σ2

wv + σ
2
add (1)

σdesired = σwv + σoli−wv (2)

σadd =
√
σ2

oli−wv + 2× σoli−wv × σwv (3)

where σdesired is the noise level of the new, resampled WV3 imagery with the desired fraction of OLI
SNR, σadd is the standard deviation of the Gaussian distribution from which the additional noise is
selected, σwv is the noise model for the resampled base WV3 imagery, and σoli−wv is the difference
between the OLI and resampled WV3 noise models. The amount of additional noise is a random
function dependent on the signal level of the imagery, so the amount of noise added to the imagery is
different for every pixel and signal level. The different desired noise levels (HF, TQ, and TW) were
added on a per pixel basis for each of the resampled images (10 m, 20 m, and 30 m) according to the
above equations.

Figure 3 displays the actual noise added in each spectral band to the resampled WV3 imagery to
obtain the desired fraction of the OLI SNR that is equivalent to the OLI SNR in this case. For lower
SNR levels, more noise was added, and for higher SNR levels, less noise was provided. WV3 imagery
has more the visible and near-infrared (VNIR) bands than the Landsat 8 OLI. Therefore, the OLI SNR
for the red band was used for the WV3 yellow and red edge bands, and OLI SNR for the NIR band was
used for the WV3 NIR1 and NIR2 bands.
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Figure 3. Actual noise added to each WV3 spectral band: coastal (a), blue (b), green (c), yellow (d),
red (e), red edge (f), near-infrared 1 (NIR1) (g), and near-infrared 2 (NIR2) (h). The black vertical lines
are the defined L-typical radiance for the Landsat OLI, converted to Digital Number (DN).
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3. Impervious Surface Mapping at Different Spatial Resolutions

3.1. Continuous Field Mapping with Remote Sensing Data

Remotely sensed images used in this study included those from NAIP and WV3, as shown in Table 1.
To quantify an impervious surface as a continuous field, a regression tree model algorithm, which is a
machine learning algorithm and has been widely used to produce the USGS National Land Cover
Database (NLCD) continuous field products including impervious surfaces and shrubs/grasses [56,57],
is an effective approach [58]. To keep our study results consistent with the NLCD, the same regression
tree algorithm was selected for this study. The training and validation datasets were developed
first using NAIP images. In each study area, one NAIP image was selected and characterized into
impervious and pervious classes using an unsupervised classification approach at a 2-m resolution.
The initial unsupervised classification was performed using K-means clustering with 32 classes.
These classes were further categorized into different groups and were manually selected as impervious
and pervious classes via comparison with the NAIP image. The binary image was further upscaled
and converted to 10-m, 20-m, and 30-m resolutions to represent percentages of imperviousness at
these scales by using the area-weighted spatial model that was designed using the geospatial data
abstraction library (GDAL) and Python to perform the scaling change function [59]. A portion of these
fractional ISA data was randomly chosen as training datasets, and other small portions of the data
were randomly selected as validation samples. To ensure both training and validation datasets can
represent the entire range of imperviousness, both training and validation datasets were sampled
across the study area with equal sampling numbers of 1–100%. The locations of sampling points for
both training and validation were kept the same when WV3 images with different SNRs were used to
map ISA at different spatial resolutions. The numbers of sampling points were reduced from large to
small following spatial resolution from fine to coarse. All pixels that were identified as cloud, shadow,
water, or no-data, as well as pixels located at the edge of a non-impervious surface, were manually
excluded from the training and validation populations. We randomly selected about 97% for training
and 3% for validation from the sampled pool of training and validation datasets for both study areas.
Table 2 presents the numbers of training and validation samples used in the study. A series of k-fold
cross-validations spanned over 10% out of bag and 3% out of bag error estimates (we tested 3–10%).
Generally, the 3% out of bag error estimates were consistent with the 10% out of bag error estimates
and indicated low overfitting tendencies in the mapping model [58,60]. The training samples were
derived from high-resolution images and had limited spatial extension, so the true independent test
samples (n = 300) were judiciously (randomly) stratified to capture the data range of the percentage of
the impervious surface and to quantify mapping errors between high-resolution training data extents.

Table 2. Numbers of training and validation datasets.

Sensor Area Beltsville, MD San Francisco, CA

WorldView-3

Training Validation Training Validation

10 m 10,000 350 10,000 300

20 m 8000 290 8000 250

30 m 7000 290 7000 250

The regression tree (RT) modeling algorithms are rule-based predictive models in which a
multivariate linear model is associated with a rule or a condition and is created according to the
relevant training dataset. A training dataset that contains a dependent variable and several independent
variables is required to constrain the parameters in each linear regression equation. The RT models
connect the responding variable (dependent variable) to the controlling variables (independent
variables) under a specific condition based on their correlations. Generally, a specific WV3 image
was used as the controlling variable and the training data was used as the responding variable.
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Therefore, the frequently used controlling variables or spectral bands of a WV3 image in either
conditions or linear equations could be identified in RT models. For this study, WV3 images with
different SNRs at 10-m, 20-m, and 30-m resolutions were inputted as controlling datasets.

3.2. Accuracy Assessments for ISA Estimated by Images with Different SNRs

The accuracy assessments for ISA estimated using different WV3 images with different SNRs were
performed using validation datasets developed from high-resolution NAIP images. Three statistic
metrics were calculated, including root-mean-square-error (RMSE), relative area error (RAE), and mean
error (ME) using the following formulas:

RMSE =

√∑n
i=1 (Xobs,i −Xmod,i)

2

n
(4)

RAE =

∑n
i=1 Aobs,i −

∑n
i=1 Amod,i∑n

i=1 Aobs,i
× 100 (5)

ME =

∑m
i=1(Xobs,i −Xmod,i)

m
(6)

where Xobs,i and Xmod,i are a validation measure and a model estimate of percent imperviousness for a
sample point i, respectively; Aobs,i and Amod,i are total areas of ISA for a sample point i; n is the number of
validation samples; and m is the size of the validation samples within every 1% imperviousness interval.
RMSE measures the overall error estimate and RAE estimates the relative difference between the true
and model estimated impervious areas. ME measures the mean error in every 1% imperviousness
interval so that details about any possible overestimates or underestimates can be revealed. We also
evaluated median values between the validation data and ISA estimates from RT models.

4. Results

4.1. Characteristics of Impervious Surfaces from Using Different SNR Data

WV3 images and spatial distributions of ISA estimated from RT models using WV3 imagery at
10-m, 20-m, and 30-m resolutions with three different SNRs are presented in Figures 4–8 for the two
study areas. In the Beltsville area, the estimated ISAs had similar spatial patterns in the same spatial
resolution estimate. Specifically, the 10-m estimates (Figure 4b–d) captured more details of the urban
landscape and structures with fewer commission errors than the 30-m estimates (Figure 4j–l), regardless
of SNR. Furthermore, ISAs estimated from TW images had fewer false estimates in areas with low
ISA intensities (Figure 4d,h,l) than other estimates with the same spatial resolution. ISA intensity
is defined the same as the percentage of imperviousness. In general, the spatial distributions of the
impervious surface estimated from images with the same spatial resolution and different SNRs do not
have apparent differences in terms of pattern and intensity. However, WV3 images with high SNRs
can capture high-intensity ISAs slightly better and have fewer commission errors in low-intensity ISAs
than estimates using images with low SNRs in 10-m and 20-m estimates.
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ISAs from images with half, three-quarters, and twice the Landsat OLI SNRs at 10 m (b–d), 20 m (f–h),
30 m (j–l) in Beltsville, Maryland. The non-ISAs are in white.
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Figure 4a and derived ISAs from images with half, three-quarters, and twice the Landsat OLI SNRs at
10-m (b–d), 20-m (f–h), 30-m (j–l) resolutions. The non-ISAs are in white.
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in ISAs estimated from different SNR images. However, the 20-m ISA (Figure 8f–h) and 30-m ISA 
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Figure 6. Histograms of derived ISA from a subset area highlighted in Figure 3. The X-axis is the
percentage of ISA and the Y-axis is the total numbers of ISAs derived from images with half (HF),
three-quarters (TQ), and twice (TW) the Landsat OLI SNRs at 10-m (a–c), 20-m (d–f), and 30-m
(g–i) resolutions. The central vertical dashed lines in each panel represent the mean of the ISAs in
each estimate.
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To have a closer look at the ISAs derived from different SNR images, a small zoomed-in area
displays WV3 images at different spatial resolutions and derived ISAs (Figure 5). The subset area
had a large area of high intensity imperviousness. Details of building structures are captured well in
the 10-m estimate. However, there were no apparent differences in ISAs derived from different SNR
images at the same spatial resolution. Furthermore, histograms of ISAs from the subset area were also
displayed to evaluate their differences in Figure 6. For the 10-m estimate, ISA derived from larger SNR
images tended to have relatively more pixels in the high intensity imperviousness area, resulting in the
mean in TW moving toward the high ISA (Figure 6a–c). The 20-m estimate had similar distribution
patterns of ISA derived from different SNR images (Figure 6d–f). The apparent differences occurred
in the 30-m estimate in which the ISAs derived from different SNR images had different histogram
patterns without an apparent change in the mean of ISA (Figure 6g–i).

Figure 7—illustrate WV3 images and derived ISAs with different SNRs for the San Francisco
area (Figure 7), their distributions in a subset area (Figure 8), and histograms of ISAs from the subset
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(Figure 9). These figures show consistent distributions of ISAs and their histograms derived from
WV3 images with different SNRs, as shown in Figures 3–5, in the Beltsville area. The 10-m estimates
(Figure 7b–d) captured more details of the urban landscape and structures with fewer commission
errors than the 20-m (Figure 7f–h) and 30-m estimates (Figure 7j–l), regardless of the SNR. In the subset
area, a large area of high intensity imperviousness associated with high density builds was captured
well (Figure 8), especially in the 10-m estimate (Figure 8c–d), without apparent differences in ISAs
estimated from different SNR images. However, the 20-m ISA (Figure 8f–h) and 30-m ISA (Figure 8j–l)
were apparently different in shape and intensity. Histograms of ISA in the subset area also showed
slight differences with different SNRs (Figure 9). For the 10-m estimate, ISAs derived from larger SNR
images tended to have slightly more pixels in the high-intensity imperviousness area (Figure 9a–c).
Similar distribution patterns of ISAs derived from different SNR images were observed in the 20-m
estimate (Figure 9d–f). The apparent differences appeared in the 30-m estimate in which ISAs derived
from different SNR images had different histogram patterns (Figure 9g–i).
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Figure 9. Histograms of derived ISAs from a subset area highlighted in Figure 6. The X-axis is percent
ISA and the Y-axis is the total number of ISAs derived from images with half (HF), three-quarters (TQ),
and twice (TW) the OLI SNRs at 10-m (a–c), 20-m (d–f), and 30-m (g–i) resolutions. The central vertical
dashed lines in each panel represent the mean of the ISAs in each estimate.

The RT model outputs listed the first ten most frequently used spectral bands or spectral band
derivatives using WV3 images with different SNRs and spatial resolutions in different areas. The model
outputs from the two study areas showed that the ranks of spectral bands used in the model had fewer
variations with spatial resolution. Also, the use of spectral bands in RT models was not apparently
related to the level of the image SNR. In other words, the usage of spectral bands in RT models was
more relevant to the landscape conditions.

4.2. Accuracy of Impervious Surface Estimates

We examined several metrics developed from independent validation datasets and modeling
estimates to quantify differences in ISA derived from different SNR images. Tables 3 and 4 illustrate
values of RMSE, ME, RAE, square of correlation coefficient (r2), and median values from the validation
dataset and model estimates of the percent of imperviousness in Beltsville and in San Francisco.
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Table 3. Statistical metrics including RMSE, ME, and RAE in percentages in Beltsville. Correlations
between validation data and model estimates, median values in percentage of model estimate (M_m),
and validation (M_v).

Resolution SNR levels RMSE ME RAE r2 M_m M_v

10 m
HF 19.95 −0.47 −0.90 0.67 53
TQ 19.83 −0.22 −0.42 0.67 52 51
TW 19.68 0.01 0.02 0.68 51

20 m
HF 17.29 −0.34 −0.82 0.70 36
TQ 17.29 −0.63 −1.50 0.70 36 35
TW 17.12 −0.12 −0.29 0.70 36

30 m
HF 22.39 −1.48 −3.86 0.48 30
TQ 22.49 −1.25 −3.27 0.48 30 31
TW 22.43 −1.71 −4.47 0.48 31

Table 4. Statistical metrics including RMSE, ME, and RAE in percentages in San Francisco. Correlations
between validation data and model estimates, median values in percentage of model estimate (M_m),
and validation (M_v).

Resolution SNR levels RMSE ME RAE r2 M_m M_v

10 m
HF 17.69 0.66 1.00 0.62 76
TQ 17.02 0.45 0.68 0.64 75 71
TW 16.90 0.37 0.56 0.65 74

20 m
HF 16.91 −1.02 −1.42 0.49 68
TQ 16.94 −0.79 −1.21 0.49 68 70
TW 16.77 −0.68 −1.04 0.50 69

30 m
HF 17.28 0.95 1.54 0.46 65
TQ 17.36 1.38 2.23 0.46 65 64
TW 17.36 1.03 2.71 0.47 64

In Beltsville, the 10-m and 20-m model estimates had similar patterns: RMSE decreased as the
SNR increased from HF to TW (Table 3). The ME and RAE had similar patterns in the 10-m estimates
but not in the 20-m estimates. In the 20-m estimate, the absolute values of ME and RAE were still the
smallest in the estimate from the TW SNR image but were relatively larger in the estimate from the
TQ SNR image. In the 30-m estimates, however, the RMSE was the smallest for the HF SNR image,
and the absolute values of both ME and RAE were the smallest with the TQ SNR image. Furthermore,
for the same SNR, the RMSE value was the smallest in the 20-m estimate and was the largest in the
30-m estimate. The values of ME and RAE did not have such simple patterns. The RMSE values were
reduced by about 1.36% and 1.0% in the 10-m and 20-m estimates when the SNR increased from HF to
TW. Similarly, the RAE values were also reduced by 1.02% and 0.64% in the same two estimates when
the SNR changed from HF to TW. In the 30-m estimate, however, RMSE, ME, and RAE did not have
consistent patterns when the SNR increased from HF to TW. The r2 values were the largest in the 20-m
estimates. Additionally, r2 values varied slightly for the same spatial resolution with different SNRs.
The median values showed that model estimates were closer to validation values by using TW SNR
images in all spatial resolutions. By counting all statistic metrics, the estimate of the ISA with the TW
SNR image at a 20-m resolution could reach the same level of accuracy with images that had SNRs less
than TQ at a 10-m resolution.

In San Francisco, the 10-m and 20-m model estimates had similar variation patterns: both ME and
RAE decreased as the SNR increased (Table 4). The RMSE, however, decreased as the SNR increased
in the 10-m estimate but not in the 20-m estimate. The RMSE values were reduced by about 4.43%
and 0.8% in the 10-m and 20-m estimates when the SNR increased from HF to TW. Similarly, the RAE
values were also reduced by 0.44% and 0.27% in the same two estimates when the SNR changed from
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HF to TW. The r2 values, however, increased slightly as the SNR increased in all resolution estimates.
The median values showed that model estimates were closer to the validation values by using TW
SNR images in all spatial resolutions. In the 30-m estimate, however, there were no consistent change
patterns in RMSE, ME, and RAE when SNR changed from HF to TW. These three metrics were the
smallest in the estimate with the HF SNR image.

Furthermore, we evaluated the value of ME that was related to the RAE in the ISA estimate.
To evaluate the distributions of ME associated with the intensity of the ISA, MEs with every 5% of
ISA are displayed for Beltsville (Figure 10a–c) and San Francisco (Figure 10d–f). The MEs from HF
are displayed as solid lines and differences of ME between TQ and HF and between TW and HF are
shown as dashed lines. In Beltsville, the 10-m estimates (Figure 10a) showed that MEs from three
SNR images did not have apparent differences: the ISA was overestimated in ranges below 50% and
underestimated in ranges above 50%. The differences of MEs estimated from higher SNR images
(TQ and TW) were positive in almost all ISA ranges, and the positive difference was large in the
estimate with the TW SNR imagery, resulting in values of ME from negative to slightly above zero.
In the 20-m estimates (Figure 10b), the ME from images with HF SNR showed overestimation below
45% and underestimation for most above 45% of ISA. The ME difference between TW and HF SNRs
was positive in most ISA ranges, except at 85%. Such an increase in the ME value resulted in the
smallest overall ME in the estimate using the image with TW SNR. The negative differences of ME in
ranges below 45% of the ISA estimate from the image with TQ SNR indicated ISA underestimation.
In the 30-m estimate (Figure 10c), the ME from the image with HF SNR was positive below 30% and
negative above 30%. The magnitude of ME from the image with TQ SNR was slightly smaller than the
magnitude from the image with HF due to a smaller underestimate in the higher ISA ranges (above
50%). However, the magnitudes from the estimate using the images with TW SNR did not have
magnitudes of ME smaller than that derived from the image with HF SNR. The ISAs estimated using
the image with TW SNR showed a slightly smaller ME in the ISA intensity less than 40%, as well as
around 85%. In general, the overall ME values derived from WV3 images with TW SNR were smaller
than those using images with HF SNR in the 10-m and 20-m, but not in 30-m, spatial resolutions.
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Figure 10. Mean error (ME) in impervious surface estimates derived from different SNR images in
Beltsville (a–c) and in San Francisco (d–f). ME values were averaged for every 5% of imperviousness.
The left y-axis is for ME from images with HF SNR and the right y-axis is for ME differences between
estimates from TQ and HF SNR images (TQ-HF: short dashed lines) and from TW and HF SNR images
(TW-HF: long dashed lines). The x-axis is the ISA in percent. Panels from the left to the right are the
results from 10-m, 20-m, and 30-m estimates.
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In the 10-m estimate in San Francisco (Figure 10d), the ME from the image with HF SNR had
relatively large positive values in the middle intensity ISA and apparent negative values for ISAs
greater than 80%. MEs of the other two estimates from the images with TQ and TW SNRs had
slightly positive values for ISAs greater than 60%. These patterns were similar to those in the 10-m
estimate in Beltsville. In the 20-m estimates (Figure 10e), the ME from the image with HF SNR showed
overestimation between 20% and 45% and underestimation for most above 60% of ISAs. The ME
differences between TW and HF, as well as TQ and HF SNRs, were small and positive in most ISA
ranges. Such an increase in the ME values from images with TQ and TW SNRs results suggest that
ISA estimates could be improved in the middle to high ISA ranges by increasing the SNR. In the 30-m
estimate (Figure 10f), the ME from the image with HF SNR was similar to that in Beltsville: positive
below 55% and negative above 60%. The differences in ME for TQ-HF and TW-HF were not small.
Similar patterns in Beltsville suggest that MEs were not improved upon by increasing SNRs in the
30-m estimate.

5. Discussion

5.1. Impact of Different SNR Data on Impervious Surface Mapping Accuracy

This study evaluated the performance of resolution-reduced WV3 images with different SNRs in
estimating a developed impervious surface. Urban landscapes usually have highly heterogeneous
features in which developed ISAs are mixed with many other land cover types. The most effective way
to characterize these mixing features is to classify urban land cover at the sub-pixel level using the
continuous field mapping approach [48,61]. The quality of satellite imagery is critical to accurately
quantifying a continuous field in both intensity and areal estimates. In addition to spatial resolution,
radiometric performance of remotely sensed imagery could impact the quality of continuous field
mapping. The impact of the sensor noise, or SNR, on land cover characterization is not completely
understood. The analysis conducted on heterogeneous urban land allowed us to evaluate the
dependence of SNR as a function of ISA intensity. In this study, developed impervious surface was
used to evaluate the influence of image SNR on the performance of ISA mapping.

The statistical metrics for ISA estimated in the study area suggested that SNR could have a greater
impact on 10-m estimates than on 30-m estimates. In general, an increase in SNR from HF to TW could
improve the imperviousness areal estimate and reduce error in both 10-m and 20-m estimates, but not
in the 30-m estimate.

Mean error is usually used to evaluate an overall error in estimating a continuous variable.
However, ME may mislead the overall accuracy assessment when both positive and negative differences
between validation and estimated data are added together. To address the uncertainty of overall ME,
we also averaged ME values in every 5% bracket of ISAs for different SNR images. In almost all 10-m
estimates, the increase of SNR slightly enlarged ME in the lower intensity range of the ISA, where RT
models tended to overestimate ISA, as well as in the high intensity range of the ISA, where RT models
usually underestimated ISA. This SNR impact pattern was weak in all 20-m estimates and was not
notable in most 30-m estimates. The improvement in the high-end of ISA could substantially improve
the overall areal estimates. However, overestimates in the lower intensity range could introduce biases
in the area covered by more mixed pixels and reduce the detection capability for the low intensity
urban area using RT models. Such constraints of the RT model were also found in other studies [54].

The increase of SNR could also intensify some urban signals, resulting in closer to true ISA values
than those estimated from HF SNR images at 10-m and 20-m spatial resolutions. However, the 30-m
data could contain more mixed land cover types other than urban. Larger SNRs could also enlarge
signals from these non-urban areas and therefore produce larger MEs. Such effects are observed in the
magnitudes of ME, specifically in medium to low ISAs (Figure 10c,f), RMSE, and RAE (Tables 3 and 4).
Additionally, the MEs generated from images with an SNR higher than HF were less than those from HF
images in lower intensity ISA areas. In addition, the PSF model used to resample WV3 images to 30-m
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resolution averaged more pixels than at the 10-m and 20-m resolutions. Therefore, some surrounding
pixels that had non-impervious features could be included in the resampled image. When large SNRs
were added to the image, the reduction in noise level for these mixed pixels did not improve the
detection of imperviousness.

Furthermore, Figures 5 and 9 represent two types of impervious surface distributions in different
geographic locations. Figure 5 represents the area that had mixed vegetation and imperviousness in
most pixels. However, Figure 8 displays a high-percentage imperviousness with less vegetation cover.

5.2. Implications for Future Landsat Missions

Landsat satellites have maintained high geometric and radiometric accuracy and have provided
science with quality data to support various research and operational applications and are used as the
“gold standard” for the calibration of other commercial sensors [62,63]. Looking beyond Landsat 9,
the United States Geological Survey (USGS) has collected user needs that emphasize the improvement
in spatial, temporal, and spectral resolution in future Landsat data products. However, the SNR
required by various applications needs to be evaluated if increased spatial resolution and narrower
spectral bands are considered for future Landsat missions. In the case of impervious surface mapping
with higher resolution data, a large decrease in SNR could have a stronger impact, and more accurate
estimates of ISA could be derived from higher SNR images. However, due to the relatively strong
signal from urban features, impervious surface mapping does not require very high SNR levels at a
spatial resolution of 30-m. In addition, other applications that require high SNR, such as those relating
to coastal or inland aquatic environments, the cryosphere, mapping surface minerals, and studying
plant biochemical composition, need particular attention when evaluating sensor characteristics for
future Landsat missions.

6. Conclusions

Our study evaluated the impact of the SNR on mapping the developed impervious surface
and suggested that the areal estimate could be improved from 1–0.4% and 0.6–0.3% when the SNR
changes from half to twice of the Landsat OLI SNR level for simulated WV3 images at 10-m and 20-m
resolutions. RMSE could be reduced by 1.4–4.4% and 1.0–0.8% when the SNR had the same change
ranges at 10-m and 20-m resolutions. Such improvements were not found when the spatial resolution
of simulated WV3 imagery increased to 30-m. The ISA estimates at 10-m had relatively consistent
patterns of decreasing RMSE, ME, and RAE with increasing SNR. However, only the RMSEs at the
20-m resolution followed the same trend as at 10-m. Another important improvement with using high
SNR imagery in ISA estimates is in areas with high intensity imperviousness. Images with high SNRs
can improve the performance of ISA estimates in areas with high intensity imperviousness and can
reduce the overall error in areal estimate in 10-m and 20-m estimates. The overall accuracy of ISA at
20-m with a TW SNR image can reach a better than or similar accuracy regarding the ISA at a 10-m
resolution with an HF SNR image.
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