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Abstract: The Luojia 1-01 Satellite (LJ1-01) is the first professional night-light remote-sensing satellite
in China, and thus, it is of pioneering significance for the development of night-light remote sensing
satellites in China and the application of remote sensing in the social and economic fields. To ensure
the application of night-light remote-sensing data, several studies concerning on-orbit geometric
calibration and accuracy verification have been carried out for the complementary metal oxide
semiconductor (CMOS) rolling shutter camera of LJ1-01 since the launch of the satellite. Owing
to the lack of high-precision nightlight geometric reference at home and abroad, it is difficult to
directly calibrate the nighttime light image of LJ1-01. Based on the principle of rolling shutter
dynamic imaging, a rigorous geometric imaging model of the time-sharing exposure of the rolling
shutter of LJ1-01 is established, and a geometric calibration method for daytime imaging calibration
and compensated nighttime light data is proposed. The global public Landsat digital orthophoto
image (DOM) with a 15-m resolution and 90-m Shuttle Radar Topography Mission digital elevation
model (SRTM-DEM) are used as control data. The images obtained in England, Venezuela, Caracas,
Damascus, and Torreon (Mexico) were selected as experimental data. The on-orbit calibration and
accuracy verification of LJ1-01 were carried out. Experiments show that after on-orbit geometric
calibration, the daytime calibration parameters can effectively compensate for the systematic errors
of night-light images. After compensation, the positioning accuracy of night-light images without
geometric control points (GCPs) is improved from nearly 20 km to less than 0.65 km. The internal
accuracy of the calibrated night-light images is better than 0.3 pixels, which satisfies the requirement
of subsequent applications.

Keywords: Luojia 1-01; Rolling shutter model; Geometric calibration; RPC; Image registration; Block
adjustment

1. Introduction

Launched on 2 June 2018, Luojia 1-01 (referred to as LJ1-01) is the first scientific experimental
satellite launched by Wuhan University. LJ1-01 has the functions of night-light remote sensing [1,2]
and navigation augmentation [3]. Furthermore, it is used for remote-sensing applications in social
and economic fields [4] and low Earth orbiter (LEO)-based navigation augmentation experiments.
LJ1-01 is located in a 645-km solar synchronous orbit, and it is equipped with a high-sensitivity planar
array complementary metal oxide semiconductor (CMOS) [5] night-light camera and a navigation
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enhancement test payload [3]. The noctilucent camera has an effective detector of 2048 × 2048,
an imaging resolution of 129 m, an imaging width of 264 km, and strong global data acquisition
capability. In addition, the LJ1-01 satellite platform is equipped with a GNSS receiver (supporting
Global Positioning System (GPS) and Beidou) for measuring and transmitting the satellite position
and velocity. Moreover, two star sensors and gyroscopes are installed on the platform. In the satellite
imaging stage, a single/double star sensor on the satellite is employed for attitude measurement, and
the parameters of the star sensor and gyro measurement are finally transmitted to the ground. The
transmission frequency of the on-board GNSS and attitude data is determined by the frame period,
with a maximum value of 1 Hz and a minimum value of 0.2 Hz. The main parameters of LJ1-01 are as
listed in Table 1:

Table 1. Satellite parameters of LJ1-01.

Satellite Platform

Total Satellite Mass 19.8 Kg
Orbit height 645 km

Orbit inclination angle 98◦

Regression cycle 3–5 days
Global Positioning System (GPS) positioning precision uniaxial < 10 m (1σ)

Attitude accuracy ≤0.05◦

Attitude maneuver Pitch axis > 0.9◦/s
Attitude stability ≤0.004 ◦/s (1σ)

Nightlight Sensor

Detector size 11 um × 11 um
Field of View (FOV) ≥32.32◦

Spectral range 460–980 nm
Quantization bits 12 bit, processing to 15 bit @ HDR mode

Band number 1
Signal-to-noise ratio (SNR) ≥35 dB

Ground sample distance 129 m @ 645 km
Ground Swath 264 km × 264 km @ 645 km

To carry out on-orbit geometric calibration of the LJ1-01, the satellite is designed to support both
daylight and night imaging. To ensure optimal imaging in different imaging modes, daytime and
nighttime imaging use different combinations of imaging parameters. During daytime imaging, the
sensor uses a combination of low-level gain and short exposure time. The low-level gain data is
valid and the high gain data is saturated in daytime imaging scenarios. At night, the sensor uses a
combination of low-level gain and long exposure time, and both high and low gain data are effective
in nighttime imaging scenarios. However, irrespective of whether daytime or night imaging is being
performed, the nighttime sensor of LJ1-01 uses an electronic rolling shutter exposure mode [6–8]. As
shown in Figure 1, each instantaneous exposure images one row of a single frame. The 2048 rows of
detectors are exposed sequentially, and a full frame data is recorded after all row detectors are exposed.
Figure 1e represents the intermediate process of rolling shutter imaging, and Figure 1f represents the
complete frame of rolling shutter imaging.
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Figure 1. Schematic of rolling shutter imaging of LJ1-01 sensor. 

On-orbit geometric calibration is the key link to ensure the quality of night-light remote sensing 
data of the LJ1-01 satellite. In this study, first, considering the exposure characteristics of the rolling 
shutter of LJ1-01, a rigorous geometric model of LJ1-01 was established. Furthermore, according to 
the error characteristics of the exterior orientation and internal orientation elements of LJ1-01, the 
geometric calibration model was established, and the calibration methods of daytime calibration and 
night imaging compensation were proposed. In addition, the theoretical accuracy of LJ1-01 satellite 
after calibration was analyzed according to the design index of the satellite platform. In the 
experimental part, public DOM (Landsat with a resolution of 15 m) and SRTM-DEM (Shuttle Radar 
Topography Mission (90-m-SRTM) digital elevation model) were used as the control data. The 
images from Torreon (Mexico), Caracas, Venezuela, Damascus, and England were selected as 
experimental data to carry out the on-orbit geometric calibration and validation of LJ1-01 sensors. 
Finally, the positioning accuracy of night-light images without geometric control points (GCPs) was 
noted to be better than 0.65 km, and the internal accuracies of the calibrated night-light images were 
better than 0.3 pixels. 

2. Methods  

Although the night-light payload of LJ1-01 is designed as a CMOS array load, its imaging 
process adopts the time-sharing exposure mode of the rolling shutter [7,9]. The exposure process is 
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Figure 1. Schematic of rolling shutter imaging of LJ1-01 sensor.

On-orbit geometric calibration is the key link to ensure the quality of night-light remote sensing
data of the LJ1-01 satellite. In this study, first, considering the exposure characteristics of the rolling
shutter of LJ1-01, a rigorous geometric model of LJ1-01 was established. Furthermore, according to
the error characteristics of the exterior orientation and internal orientation elements of LJ1-01, the
geometric calibration model was established, and the calibration methods of daytime calibration
and night imaging compensation were proposed. In addition, the theoretical accuracy of LJ1-01
satellite after calibration was analyzed according to the design index of the satellite platform. In the
experimental part, public DOM (Landsat with a resolution of 15 m) and SRTM-DEM (Shuttle Radar
Topography Mission (90-m-SRTM) digital elevation model) were used as the control data. The images
from Torreon (Mexico), Caracas, Venezuela, Damascus, and England were selected as experimental
data to carry out the on-orbit geometric calibration and validation of LJ1-01 sensors. Finally, the
positioning accuracy of night-light images without geometric control points (GCPs) was noted to be
better than 0.65 km, and the internal accuracies of the calibrated night-light images were better than
0.3 pixels.

2. Methods

Although the night-light payload of LJ1-01 is designed as a CMOS array load, its imaging process
adopts the time-sharing exposure mode of the rolling shutter [7,9]. The exposure process is shown in
Figure 2.
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Figure 2. Schematic of rolling shutter exposure process and exposure time.

In Figure 2, the x axis represents the starting time of exposure, starting from T0, the y axis
represents the imaging line; Tex represents an exposure time; Tf p represents the time interval between
the capture of two frames and the Tf p can be adjusted in orbit; H represents the height of the CMOS
array; N represents the number of lines exposed simultaneously, which means that the exposure is
started at the N + 1th line after the end of the first line of exposure. The process can be defined as
follows: Each line is sequentially exposed, and the exposure time of each line is the same. According
to the derivation, the imaging time of line M is as follows.

TM = T0 + Tf p ·M/H +
1
2

Tex (1)

Tex satisfies the following equation.

Tex = Tf p ÷ H × N Tex ≤ Tf p (2)

To ensure that the daytime imagery is unsaturated and the light brightness for night imagery is
within a reasonable Digital Number (DN) range, the parameters of exposure time, frame period, and
N of LJ1-01 are set as listed in Table 2.

Table 2. Relationship between exposure time and frame period of daytime and nighttime imagery
of LJ1-01.

Parameters Daytime Nighttime

Exposure times (ms) 0.049 17.089
Frame period (s) 0.1 5

N 1 7

From the above analysis, it can be seen that although LJ1-01 is loaded with a planar array CMOS,
its rolling shutter time-sharing exposure mode is similar to the linear array pushbroom working mode,
and its rigorous geometric positioning model [10–13] can be constructed as follows:

 X
Y
Z


WGS84

=

 Xs

Ys

Zs


WGS84

+ mRWGS84
J2000 RJ2000

body Rbody
cam

 x− x0 − ∆x
y− y0 − ∆y
− f

 (3)
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In the above collinearity equation, ( X Y Z )
T
WGS84 represents the ground coordinates of the

point (x, y) in the WGS84 geocentric coordinate system, ( Xs Ys Zs )
T
WGS84

indicates the position
of the satellite with respect to the WGS84 geocentric coordinate system. Furthermore, m denotes
the scaling factor, and RB

A denotes the rotation matrix for converting the coordinate system A to the
coordinate system B. (x0, y0) is the principal point position, and f is the focal length. (∆x, ∆y) denotes
the interior distortion effects.

The on-orbit geometric calibration of the nightlight sensor of LJ1-01 mainly considers the
compensation of the attitude and orbit measurement system error, load installation angle error and
camera internal orientation element error. Among them, the load installation angle error and the
attitude measurement system error have the same effect on the geometric positioning, which can be
equivalent to the attitude measurement system error being considered uniformly; the current orbit
measurement error is usually small, and the orbit error and the attitude error are also equivalent.
Therefore, the calibration model for the external orientation element can only consider the attitude
measurement system error and uniformly compensate the external orientation element system error
by introducing the offset matrix [10,14] in Equation (3). The external calibration model is shown in
Equation (4).  X

Y
Z


WGS84

=

 Xs

Ys

Zs


WGS84

+ mRWGS84
J2000 RJ2000

body RuRbody
cam

 x− x0 − ∆x
y− y0 − ∆y
− f

 (4)

The LJ1-01 satellite is equipped with two satellite sensors, A and B. In the process of on-orbit
imaging, three cases occur: only satellite star sensor A operates, only satellite star sensor B operates,
and A and B operate simultaneously. Owing to the differences in installation errors and measurement
system errors of different satellite star sensors, the switching of on-board satellite star sensor operating
modes may lead to changes in the system errors contained [15,16]. Therefore, it is difficult to solve the
offset matrix in only one operating mode for all on-board modes. For this reason, this study first deals
with the consistency of the double star-sensor installation matrix, and then solves the offset matrix.

(1) In the case in which star sensors A and B work simultaneously, the sensors measure the quaternion
of their own measuring coordinate system relative to the J2000 coordinate system, which should
satisfy the relationship shown in Formula (5). Assuming star sensor A as the benchmark, the
installation matrix for star sensor B can be updated according to Equation (5);(

RJ2000
star Rstar

body

)
A
=
(

RJ2000
star Rstar

body

)
B

(5)

(2) For any star-sensitive working mode (only star sensor A working, only star sensor B working,
and both star sensors working), the updated star sensor installation matrix in case (1) is adopted
to determine the attitude quaternion of the satellite body coordinate system relative to the J2000
coordinate system.

(3) The offset matrix Ru is solved on the basis of case (2).

To focus on the internal orientation element errors of the night-light sensor of LJ1-01 satellite,
the principal point error, focal length error, detector size error, CMOS array rotation error, and lens
distortion should be considered, and the image point offset (∆x, ∆y) caused by each error should be
established. It is assumed that the coordinates of the image principal point corresponding to the image

point (x, y) are (xc, yc),

{
xc = x− x0

yc = y− y0
.
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(1) Offset error of principal point: assuming that the principal point xc, yc exists with offset error
(∆x0, ∆y0), the aberration (∆x, ∆y) caused by the offset error is the equivalent bias, defined as follows:{

∆x = ∆x0

∆y = ∆y0
(6)

(2) Focal length error: by obtaining the partial derivative of the focal length of equation (3), the
image point offset caused by the focal length error can be obtained as follows:{

∆x = − xc
f · ∆ f

∆y = − yc
f · ∆ f

(7)

(3) Size error of CMOS detector: the image point offset caused by the detector size errors, i.e., ∆p1

and ∆p2 (corresponding to the across-track size and the along-track size, respectively) is as follows:{
∆x = xc · ∆p1

∆y = yc · ∆p2
(8)

(4) Rotation error of CMOS: the installation relationship of the CMOS array in the camera
coordinate system is shown in Figure 3. Assuming that the installation angle θ is unknown (ideally, θ

is equal to 0), the image point deviation is as given in Equation (9).
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{
∆x = xc · sin(θ)

∆y = yc · (cos(θ)− 1)
(9)

(5) Lens optical distortion error: it mainly includes the radial distortion and eccentricity distortion [17].
Radial distortion is caused by the surface error of the lens, which makes the image point deviate along
the radial direction. According to the theory of optical design [18,19], the radial distortion can be
expressed by the odd polynomial shown in Equation (10).

∆r = k1r3 + k2r5 + k3r7 + . . . (10)

The image point offset caused by radial distortion is as follows:{
∆x = k1xcr2 + k2xcr4 + k3xcr6 + . . .
∆y = k1ycr2 + k2ycr4 + k3ycr6 + . . .

(11)

where r2 = x2
c + y2

c .
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Eccentricity distortion causes the image point to deviate from the ideal position, and the
eccentricity distortion can be expressed as follows:

P(r) =
√

P2
1 + P2

2 · r
2 (12)

The displacement of image points, caused by the eccentricity distortion, is as follows:{
∆x =

[
p1(3x2

c + y2
c ) + 2p2xcyc

][
1 + p3r2 + · · ·

]
∆y =

[
p2(3x2

c + y2
c ) + 2p1xcyc

][
1 + p3r2 + · · ·

] (13)

From the above modeling analysis, it can be seen that the focal length error, rotation error, and
size error of the CMOS detector exhibit a strong correlation and should be considered in a unified
manner. To avoid excessive parameterization of the lens distortion parameters leading to a reduction
in the accuracy of the interior orientation element solution, only k1, k2 are solved for radial distortion
and P1, P2 are solved for eccentricity distortion. Therefore, the integrated offset of the image points
caused by the interior orientation elements is as follows:{

∆x = ∆x0 + ∆p1xc + k1xcr2 + k2xcr4 + p1(3x2
c + y2

c ) + 2p2xcyc

∆y = ∆y0 + ∆p2yc + k1ycr2 + k2ycr4 + p2(3x2
c + y2

c ) + 2p1xcyc
(14)

Finally, on the basis of external calibration, Equation (14) is transformed into a linear equation for
solving variables ∆x0, ∆y0, ∆p1, ∆p2, p1, p2, k1, k2.

3. Results and Discussion

3.1. Study Areas and Data Sources

The nighttime light imagery of LJ1-01 has a width of 264 km × 264 km. China has not been
able to cover such a wide geometric calibration field until now. Considering that the resolution of
the LJ1-01 nighttime light imagery is only 129 m, the globally publicized 15 m resolution Landsat
digital orthophoto (DOM) and 90 m SRTM-DEM can be used as control data. Therefore, the LJ1-01
nighttime light imagery of the area in England on 28 June 2018, and the corresponding LandSat digital
orthophotos (DOM) and SRTM were collected as control data. The DOM/DEM in the England region
was collected in 2013. The DOM resolution is 14.25 m, the plane accuracy is approximately 12 m [20],
the DEM resolution is 90 m and the elevation accuracy is approximately 16 m [21]. Figure 4 shows the
calibration data and control data thumbnails.
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To verify the absolute positioning accuracy after geometric calibration, the uncontrolled
positioning accuracy of the 44-scene data from June 2018 to August 2018 was estimated. To determine
the relative positioning accuracy of the image after calibration, the images of the Torreon region of
Mexico, the Caracas region of Venezuela and the Damascus area of the LJ1-01 daytime imagery were
collected, and the data of the Landsat and SRTM were collected. The verification data and control data
thumbnails are shown in Figures 5–7. The night-light images of the Shanghai area and the Korean area
were also collected. For addressing the problem of no high-precision nightlight control reference, the
registration of multi-temporal images was used to evaluate the relative positioning accuracy of the
image. The verification data thumbnail is shown in Figure 8. The specific imaging information of the
experimental data is presented in Table 3.
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Table 3. Imaging information of experimental data.

ID Frame Number Roll Pitch Yaw Imaging Time Imaging Mode FP

England 540 1.06◦ −12.62◦ 5.42◦ 2018-06-28 daytime 0.1 s
Mexico 39 3.97◦ 1.17◦ 3.36◦ 2018-06-07 daytime 0.1 s
Caracas 75 3.94◦ 0.92◦ 1.48◦ 2018-06-10 daytime 0.1 s

Damascus 79 5.33◦ 0.26◦ 1.63◦ 2018-07-11 daytime 0.1 s

Korean

8 18.02◦ 0.96◦ 0.22◦

2018-06-18 nighttime

5 s
9 18.02◦ 0.96◦ 0.21◦ 5 s

10 17.98◦ 0.97◦ 0.18◦ 5 s
11 17.99◦ 0.96◦ 0.18◦ 5 s
12 18.07◦ 0.96◦ 0.16◦ 5 s

Shanghai

8 14.42◦ 1.02◦ −1.32◦

2018-07-14 nighttime

5 s
9 14.39◦ 1.01◦ −1.32◦ 5 s

10 14.36◦ 1.00◦ −1.31◦ 5 s
11 14.36◦ 0.98◦ −1.33◦ 5 s
12 14.37◦ 0.97◦ −1.34◦ 5 s

3.2. Results of Geometric Calibration

The high-precision automatic matching algorithm [22] was adopted to match the GCPs from
the calibrated scene image and the DOM of England region; 22,528 GCPs were matched and evenly
distributed. The calibration accuracy is shown in Table 4.

Table 4. Calibration accuracy.

Calibration Scene
Across the Track (pixel) Along the Track (pixel) Plane Precision

(pixel)MAX MIN RMS MAX MIN RMS

England
2018.6.28

A 35.42 24.35 31.21 83.68 71.63 75.63 81.81
B 4.15 0.00 1.35 3.50 0.00 1.11 1.75
C 0.30 0.00 0.13 0.46 0.00 0.15 0.20

A is the positioning accuracy without geometric calibration. B is the positioning accuracy after exterior orientation.
C is the positioning accuracy after exterior and internal orientation calibration.
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Because the external calibration mainly eliminates the system errors of satellite attitude and orbit
measurement and the camera installation system errors [14], it cannot eliminate the internal orientation
element errors and the random dynamic errors of the external orientation elements [23,24]. Therefore,
after external calibration, the residual positioning errors mainly reflect the internal orientation element
errors (camera distortion, etc.) and the random dynamic errors of the external orientation elements; the
internal calibration eliminates the internal orientation element errors further on the basis of the external
calibration, and thus, the positioning error after internal calibration mainly reflects the random dynamic
error of the external orientation elements. In Figure 9, the positioning error (including along-track
error and vertical-track error) varies with image x and y, respectively. Although the LJ1-01 includes a
CMOS array, its interior functions as a time-sharing exposure mode of the rolling shutter, which is
similar to in the linear array push-broom mode. Therefore, the random dynamic errors of exterior
orientation elements can be reflected by the change in y.
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Figure 9a shows the accuracy of the direct positioning of laboratory measurement parameters;
it can be seen that geometric parameters such as those pertaining to the camera installation change
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significantly during the launching process, and the positioning error becomes obviously systematic.
Figure 9b shows the positioning residual errors after solving the offset matrix and eliminating the
errors of exterior orientation elements; we can see that some systematic errors still exist, which can
be directly reflected as the errors of interior orientation elements. The maximum error of interior
orientation elements of LJ1-01 can reach approximately 4 pixels. Figure 9c illustrates the positioning
residual errors after solving the interior orientation elements; the overall distribution of the residuals
after internal calibration is more random; the system error is eliminated thoroughly and the overall
accuracy reaches 0.20 pixels. Because the single frame imaging time is only approximately 0.1 s, and
the image attitude download frequency is only 1 Hz, the measurement error of the attitude and orbit
in a short time (0.1 s vs. 1 s) is mainly shown as system error, and the internal calibration accuracy is
mainly limited by the attitude stability. Because the attitude stability is difficult to be modeled strictly,
the maximum impact on geometric positioning can be simplified as ∆ = H · tan(σ/ f ), where H is the
satellite elevation, σ is the attitude stability, and f is the attitude download frequency. The attitude
stability of LJ1-01 is approximately 0.004◦/s, that is, the maximum impact of attitude stability is not
more than 0.3 pixels, which is basically equivalent to the accuracy of internal calibration in the Table 4.

3.3. Verification of Absolute Positioning Accuracy

The absolute positioning accuracy in this paper refers to the distance difference between the
coordinates of the ground points calculated by the rigorous geometric model and the actual ground
points without relying on the ground control points. The calibration parameters of the daytime
calibration scene are used for the production of nightlight data. In this study, the June, July, and August
feature-identifiable nightlight images (such as roads and buildings) were selected for luminous image
compensation accuracy verification without the GCPs. Using Google Earth as the reference data, the
orientation accuracy without the GCPs was evaluated by manually selecting the geometric control
points of the corresponding positions on Google Earth, with a selection error of approximately 1 pixel
(see Figure 10 below). Finally, a total of 44-track nighttime images were recorded statistically for 31
days, and the geometric accuracy without the GCPs was better than 650 m (1σ). The specific statistical
results are presented in Figure 11 and Table 5 below.Remote Sens. 2019, 1, 3 FOR PEER REVIEW  12 of 19 
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Table 5. Accuracy of statistics without GCPs of LJ1-01 in June–August.

Accuracy without
GCPs

MAX (m) MIN (m) AVG (m) RMS (m)

1275 122 516.61 281.77

ID Imaging time Imaging location Geometric accuracy without GCPs (m)
1 2018/6/4 1:12:15 New Delhi, India 309
2 2018/6/4 2:48:41 Abu Dhabi 619
3 2018/6/5 3:15:33 Baghdad, Iraq 395
4 2018/6/6 11:45:02 Atlanta 798
5 2018/6/13 21:45:02 Wuhan, China 592
6 2018/6/13 19:38:49 Crimea 776
7 2018/6/14 13:29:09 East Korea 840
8 2018/6/16 22:14:16 Shanghai, China 404
9 2018/6/18 21:27:09 Korea 222

10 2018/6/20 6:00:45 Barcelona 473
11 2018/6/21 3:09:23 Moscow 399
12 2018/6/21 4:46:02 Central Europe 219
13 2018/6/23 5:33:33 France 269
14 2018/6/24 4:19:33 Budapest 570
15 2018/6/30 5:05:33 Rome 1138
16 2018/7/11 11:05:33 Washington 286
17 2018/7/14 4:07:23 Egypt 212
18 2018/7/14 22:00:33 Shanghai, China 222
19 2018/7/15 22:23:43 Fujian, China 289
20 2018/7/17 23:10:33 Guiyang, China 273
21 2018/7/23 14:13:43 San Francisco 340
22 2018/7/28 3:09:39 Baghdad 1085
23 2018/7/31 22:14:33 Zhangjiakou, China 409
24 2018/8/1 4:49:43 Denmark Sweden 234
25 2018/8/1 6:22:23 Madrid, Spain 672
26 2018/8/2 3:38:34 Finland Sweden 323
27 2018/8/3 5:35:23 Switzerland 824
28 2018/8/6 21:24:43 Tokyo, Japan 760
29 2018/8/15 0:17:53 Kazakhstan 229
30 2018/8/15 21:45:13 Korean Peninsula 741
31 2018/8/16 1:00:53 Xinjiang, China 404
32 2018/8/16 23:46:23 Xinjiang, China 122
33 2018/8/17 4:40:03 Athens, Greece 446
34 2018/8/18 0:08:53 Xinjiang, China 461
35 2018/8/18 22:53:13 Guilin, China 211
36 2018/8/19 23:16:03 Chengdu, China 235
37 2018/8/20 13:58:13 Vancouver 617
38 2018/8/20 22:04:23 Zhejiang, China 774
39 2018/8/21 4:37:13 Poland 596
40 2018/8/21 20:52:43 Tokyo 1057
41 2018/8/21 22:27:33 Nanchang, China 1275
42 2018/8/22 21:19:03 Dalian, China 313
43 2018/8/22 22:50:53 Guilin, China 632
44 2018/8/23 23:14:13 Jinchang, China 666
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Geometric positioning accuracy without the GCPs is mainly limited by random errors of attitude
and orbit measurement and structural stability errors. From Table 1, it can be seen that the orbit
height of LJ1-01 is 645 km, the orbit measurement error is approximately 10 m, and the attitude
measurement error is 0.05◦. Using the method defined in reference [25], the impact of attitude random
errors on uncontrolled geometric positioning can be simplified as ∆ = H · tan(Atterror), where H is the
satellite elevation and Atterror is the attitude accuracy. As shown in Table 1, the attitude accuracy of
LJ1-01 is approximately 0.05◦, that is, the impact of attitude random errors is approximately 562.87 m.
Considering the 10-m random error of the orbit, the comprehensive effect of the random error of
the attitude and orbit on uncontrolled geometric positioning is approximately 562.96 m. Compared
with the statistical accuracy of the actual geometric positioning without the GCPs, the random error
introduced by the structural stability of LJ1-01 is smaller, less than 1 pixel. Therefore, the absolute
geometric positioning accuracy without the GCPs after calibration is in line with the theoretical design
accuracy of LJ1-01.

3.4. Verification of Relative Positioning Accuracy

Relative positioning accuracy refers to the positioning accuracy relative to a certain reference.
This paper is mainly used to evaluate the internal accuracy of the image.

3.4.1. Verification of Exterior Orientation Accuracy

To fully verify the calibration accuracy of the daytime calibration scene, three groups of data are
selected to fully ensure the accuracy and validity of the calibration parameters. Similarly, using the
automatic matching algorithm, 54,963 control points, 37,527 control points, and 53,122 control points
were obtained from the verification scene images and the corresponding DOMs of Torreon, Caracas,
and Damascus, respectively. The geometric control points were evenly distributed. The verification
accuracies of Mexico, Caracas, and Damascus are listed in Table 6.

Table 6. Accuracy of verification scenery.

Verification Scene
Across the Track (pixel) Along the Track (pixel) Plane Precision

(pixel)MAX MIN RMS MAX MIN RMS

Mexico
2018.06.07

D 32.58 21.15 27.56 84.49 73.16 77.84 82.57
E 3.68 2.46 3.07 2.64 1.20 1.78 3.55
F 4.27 0.00 1.11 3.57 0.00 1.04 1.52
G 0.35 0.00 0.13 0.43 0.00 0.12 0.18

Caracas
2018.06.10

D 33.29 21.72 27.91 84.63 72.55 77.42 82.30
E 3.99 2.20 3.03 1.57 0.58 1.08 3.22
F 4.23 0.00 1.20 3.47 0.00 0.96 1.54
G 0.84 0.00 0.21 0.64 0.00 0.16 0.26

Damascus
2018.07.11

D 39.09 27.58 33.69 82.59 71.61 76.40 83.50
E 4.01 2.31 3.31 1.00 0.00 0.18 3.31
F 4.55 0.00 1.07 4.17 0.00 0.89 1.39
G 0.44 0.00 0.13 0.59 0.00 0.14 0.19

D is positioning accuracy without geometric calibration. E is positioning accuracy after using internal and exterior
orientation calibration parameters of the England calibration data. F is positioning accuracy after exterior orientation
of verification scene. G is positioning accuracy after using internal orientation calibration parameters of the
calibration scene and exterior orientation parameters of the verification scene.

The Damascus residual diagram is presented. Figure 12d shows the geometric positioning
accuracy of direct positioning by using the parameters measured in the laboratory; (e) shows the
geometric positioning accuracy of using the internal and external calibration parameters of the England
calibration scene; (f) shows the geometric positioning accuracy of the control points obtained from
the verification scene to solve the offset matrix; (g) pertains to the geometric positioning accuracy
after the offset matrix is solved using the internal calibration parameters of the calibration scene.
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Compared with that presented in (d) and (e), the accuracy without the GCPs was significantly improved
after compensation with the England geometric calibration parameters, indicating that the England
calibration parameters could eliminate systematic errors such as those concerning the satellite attitude,
orbit measurement, and sensor installation. The accuracy of positioning without the use of the
geometric control points after calibration was better than 5 pixels, which is equivalent to the theoretical
position accuracy without the geometric control points of LJ1-01. Compared with those shown in (f)
and (g), the calibration parameters in England could eliminate the error of the internal orientation
elements introduced by the camera distortion and rolling shutter imaging. As described in Section 3.2,
the orientation accuracy is mainly limited by the attitude stability. The accuracy when using the
geometric control points improved from the maximum of 4 pixels to 0.3 pixels, which shows that the
calibration parameters of England have higher accuracy and effectively eliminate the error caused by
the distortion of the internal orientation elements and roll shutter imaging.
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3.4.2. Multi-Time Phase Registration Accuracy Verification

The relative positioning accuracy of the image was consistent with the geometric positioning
accuracy of the same image point of the single-scene image or the multi-temporal image with the same
name point [26]. The business model of the LJ1-01 is the night-light mode, and the relative positioning
accuracy verification of the night-light image after the calibration is particularly important. However,
considering the lack of high-precision luminous image geometric reference, the registration accuracy
of multi-temporal luminous images can be used to evaluate the relative positioning accuracy. The
assessment method is as follows:

Collect multi-temporal luminous images of small intersection angles if two of the scene images
are A and B. Using the rigorous geometric imaging model after the calibration to generate Rational
Function Model(RFM) models of images A and B,

(1) Match the same point (xA, yA, xB, yB) from images A and B; calculate the ground coordinate
(latA, lonA, hA) corresponding to (xA, yA) by using the RPC model of image A and SRTM; and
calculate the image coordinate (x′B, y′B) corresponding to (latA, lonA, hA) by using the RPC model
of image B.

(2) Solve the affine model between (xB, yB) and (x′B, y′B).

xB = a0 + a1x′B + a2y′B
yB = a3 + a4x′B + a5y′B

(15)
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(3) Using 1–3 to establish the point-to-point mapping relationship between the images A and B,
resample image B based on image A. Realizing the registration of images A and B, and evaluate
the registration accuracy.

It is evident that the affine model cannot represent high-order distortion of the lens. If high-order
distortion is still present after the calibration, accurate registration cannot be achieved through steps
1–4, and the notable registration error will remain.

Night-light image data with a 27-day interval between two tracks were collected, as shown
in Figure 8 and Table 3. Using the same set of calibration compensation parameters (i.e., England
calibration compensation parameters), steps 1–4 were implemented to complete the image registration.
The accuracies of Shanghai and Korea night-light image adjustment are presented in Table 7.
As mentioned in Section 3.2, the orientation accuracy is mainly limited by the attitude stability.
The two-track image adjustment accuracy is better than 0.4 pixels, and the maximum error is
approximately 1 pixel. Finally, through step 4 of frame-by-frame re-sampling, the curtain display
after resampling, as shown in Figures 13 and 14, shows that the resampling images can achieve
point-to-point correspondence, indicating that the geometric calibration parameters during the day
can also compensate for the night image; moreover, the internal accuracy of the image is not lost, and
the accuracy is approximately 0.3 pixels.

Table 7. Accuracy of multi-temporal registration.

Verification Scene
Across the Track (pixel) Along the Track (pixel) Plane Precision

(pixel)MAX MIN RMS MAX MIN RMS

Mexico
2018.06.07

D 32.58 21.15 27.56 84.49 73.16 77.84 82.57
E 3.68 2.46 3.07 2.64 1.20 1.78 3.55
F 4.27 0.00 1.11 3.57 0.00 1.04 1.52
G 0.35 0.00 0.13 0.43 0.00 0.12 0.18

Caracas
2018.06.10

D 33.29 21.72 27.91 84.63 72.55 77.42 82.30
E 3.99 2.20 3.03 1.57 0.58 1.08 3.22
F 4.23 0.00 1.20 3.47 0.00 0.96 1.54
G 0.84 0.00 0.21 0.64 0.00 0.16 0.26

Damascus
2018.07.11

D 39.09 27.58 33.69 82.59 71.61 76.40 83.50
E 4.01 2.31 3.31 1.00 0.00 0.18 3.31
F 4.55 0.00 1.07 4.17 0.00 0.89 1.39
G 0.44 0.00 0.13 0.59 0.00 0.14 0.19
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4. Conclusions

On-orbit geometric calibration is particularly important to ensure the application of follow-up
night-light images of LJ1-01. This paper introduces the on-orbit geometric calibration model of LJ1-01
in detail. Aiming at the difficulty of on-orbit geometric calibration of LJ1-01 night-light remote-sensing
CMOS rolling shutter sensor without night-light calibration field, an on-orbit calibration scheme of
"day calibration + night compensation" was proposed using LJ1-01 night-light CMOS rolling shutter
sensor with daytime imaging ability. According to the dynamic imaging principle of the rolling shutter,
a rigorous geometric imaging model of time-sharing exposure of the rolling shutter of LJ1-01 was
constructed, and the effective compensation of daytime calibration parameters for night-light images
were obtained. Experiments showed that the geometric calibration parameters of LJ1-01 during the
day could compensate for the night images. Finally, the positioning accuracy with the GCPs of LJ1-01
night-light remote-sensing data was better than 0.3 pixels, and the geometric positioning accuracy
without the GCPs was better than 650 m, which satisfies the requirement of subsequent applications.
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