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Abstract: This paper proposes an efficient and simplified procedure for the 3D modelling of buildings,
based on the semi-automatic processing of point clouds acquired with mobile LiDAR scanners.
The procedure is designed with the aim at generating BIM, in gbXML format, from the point clouds.
In this way, the main application of the procedure is the performance of energy analysis, towards the
increase of the energy efficiency in the construction sector, and its consequent contribution to the
mitigation of the climate change. Thus, the main contribution of the methodology proposed is its
easiness of use and its level of automation, which allow its utilization by users who are experts in the
use of energy in buildings but non-experts on 3D modelling. The software provides a solution for the
3D modelling of complex point clouds of various millions of points in times of execution less than
10 minutes. The system is evaluated through its application to three different real-world scenarios
and compared with manual modelling. Moreover, the results are used for an example of an energy
application, proving their performance against manually elaborated models.
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1. Introduction

In recent years, the global interest in energy efficiency has increased significantly.
Many governmental measures have appeared as a reflex of this concern, such as the Directive
2012/27/EU [1] about the efficiency and the final use of the energy and energy services, which replaces
the previous Directive 93/76 of European Union Council [2]. According to this directive, and following
the instructions of its Article 14, European countries have developed their own plans and strategies.
As an example, the Spanish Government elaborated the “Plan Nacional Integrado de Energía y Clima
(PNIEC) 2012-2030” (Integrated National Plan for Energy and Climate) [3]. This plan searches savings
in final energy of 4755 ktoe during the period between 2021 and 2030, through the rehabilitation and
improvement on the efficiency in existing buildings. To fulfil this objective, it is essential to know the
real state of the existing buildings, which is commonly performed through energy audits. Traditional
energy audits are on-site audits which require the presence of an energy engineer. Audits used to be a
time-consuming task, requiring the presence of the engineer in the building during all the time needed
to measure the scenes for posterior calculus and simulations. The collection of all geometric data can
be a problematic task, since most patrimonial buildings lack from actualized planes. In these cases,
the 3D modelling of the building can become a bottleneck.

In this paper, the software developed for 3D indoor modelling by non-specialist users is presented.
The goal of the system is to make usable for everyone the recent advances in the field of indoor
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3D modelling, focusing on the use of these models for energy analysis. The generated 3D model is
structured in BIM format (Building Information Model). BIM allows one to represent the geometry of
the elements of a building, combined with the relations between them and with semantic data, like
the construction materials used [4]. The use of BIMs enlightens the simulation of energy scenarios in
the building and allows one to know the state of the construction, practically in real-time. For this
purpose, the methodology was developed, together with an interface for users nonspecialized in 3D
modelling. Thus, the main novelty of the procedure proposed is that it closes the gap between advances
in 3D modelling and advances in energy efficiency in buildings, providing a robust, semi-automatic
and simplified solution for BIM generation in gbXML format. The software was developed for Unix
systems using Python and C++ as languages and Qt for the user interface. In the process of developing
a robust system for real-world scenarios and non-specialist users, some assumptions were made, such
as Manhattan World Assumption, with walls orthogonal between them and surveys of only one floor.

Devices for indoor scanning include the ZebRevo from Geoslam, the Leica Pegasus [5] or the
UltraCAM Panther from Vexcel [6]. The three are examples of portable systems for indoor mapping
which allow acquiring the geometry of the environment faster than with traditional methods—these
devices are typically based on laser-scanner technology receiving the name of mobile laser scanners
(MLS). Their use eliminates the need for such a great level of specialization, as the energy engineer
from the operator, and the geometry of the environment can be easily acquired in one tour around the
building. The output of these systems typically is a discrete set of 3D points which corresponds to the
volume of the environment. This set is called point cloud, and can include more information, like the
timestamp of when the points are acquired, or the intensity of the laser beam for each particular point.
For all these reasons, the software presented in this paper is meant to be used with acquired data form
indoor mobile LiDAR systems. Specifically, the data for the development and test of this system was
acquired with previously mentioned ZebRevo.

The methodology for 3D modelling proposed in this paper follows the tendencies of the recent
studies in this field. Examples of the mentioned tendencies are summarized and compared in Table 1.
In the case of reconstruction of 2-D floor plans: in [7], the different rooms are labelled with an energy
minimization approach without applying the Manhattan World assumption. Another example of
2D reconstruction is [8], where a floor-level plan of the structural elements is generated by defining
both inner and outer walls, through solving the optimization energy problem (like in the previous
example). However, there are other methods that opt for the semi-automatic 3D reconstruction [9].
The scenarios used as cases of study for these methods have the restriction of having horizontal ceilings.
This approach divides the point cloud in the rooms contained. Each room is segmented in walls and
slabs, which are used for the 3D reconstruction and the generation of an IFC file. Several methods
use this strategy. Furthermore, [10] differs from [9] in the assumption of Manhattan World, and in the
segmentation of the point cloud in planar surfaces in the first place, followed by the segmentation of
the different rooms. One of the latest methods proposed is [11], which consists of a fully automatic
3D reconstruction method and overcomes both the non-Manhattan and multiple rooms problems.
Furthermore, the method allows describing volumetric walls, consequently enriching the estimated
model. Moreover, in the field of semantic segmentation clustering, there is a current trend of studies
on deep learning and neural networks, which seem promising in the near future for enriching the
BIM [12–15].

As a further difference from published works, the proposed method is integrated into a software,
which is designed to be used for non-specialist users in real-world scenarios. This is the reason
why some simplifications and assumptions had to be done, like the Manhattan World Assumption,
the limitation of processing only one floor per iteration or the restriction of being semi-automatic.
In this way, the user can supervise all the stages of the process and validate the results.

The use of BIM for energy analysis has been a field of study in the recent years, because they
allow knowing the real state of the constructions in all their cycle of life, helping to take better actions
and decisions about energy efficiency [16–19]. BIM allows mapping the thermal properties of the
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buildings [20,21] and multiple energy simulations, like the consumption of their heating and cooling
systems [22] or the influence of shades in the building [23].

Table 1. Comparison of the state of the art of geometry reconstruction from point clouds.

3D
Reconstruction

Multiple
Rooms

Multiple
Floors

Non-Manhattan
World

Fully
Automatic

Ambrus et al. [8] x x x
Wang et al. [9] x x x
Macher, H. et al. [10] x x x
Murali et al. [11] x x x
Ochmann et al. [12] x x x x x
Proposed system x x

To facilitate the exchange of the information of a BIM between the analysis tools, two main
open-source schemas, IFC [24] and gbXML [25] (Green Building XML), are used. Both are well-proven
and widely used schemas that integrate all the information of the BIM. From the previously analyzed
methodologies, the methodologies presented in [8,9,11] are developed to represent their data with IFC.
However, gbXML is the standard chosen for this paper, because, while IFC adopts a generic approach
to represent the entire building project, gbXML was developed to support all the information necessary,
specifically for energy analysis [23]. Therefore, the choice of this schema for the representation of
buildings ensures the availability of the results for being used in energy analysis. Although the
methodologies to obtain semantic information from the point clouds to generate a BIM from the
previously studied system can be valid for both IFC and gbXML, the treatment of the data to generate
each schema is different due to the requirements of them. The data treatments to generate IFC or
gbXML files are not exchangeable. Therefore, the proposed system includes the data treatment of the
semantic information to generate a valid gbXML.

In the remainder of this paper, the software system and its modelling process are presented in
Section 2. In Section 3, the results of three different real scenarios are shown, including an example of
thermal analysis application with the models obtained, compared with manually elaborated models.
Section 4 presents the discussion regarding the results achieved, and finally, Section 5 explains
the conclusions.

2. Materials and Methods

The methodology proposed consists of the processing of point cloud data from the building under
study. It is a semi-automatic process developed to use in variable environments. Because of these
existing variations, many of the steps need the validation of a user. The limitation of the process at this
stage is the Manhattan World Assumption, with orthogonal walls and the restriction of the point cloud
including only one floor of the building. The 3D model estimated is written in a gbXML file, which
ensures its availability for later energy analysis.

2.1. Geometric Modeling

Figure 1 shows the workflow applied for the geometric modeling of the building, prior to the
generation of the gbXML schema. The procedure is performed in such way that the output (information
about the walls) has the characteristics required by the gbXML format. That is: each surface is
represented by its four vertices; adjacent walls have two vertices in common; each room is represented
by a close space delimited by the walls and floor/ceiling. In addition, the process is defined for
rooms within the same floor, in such way that the procedure should be repeated for all levels in
multi-story buildings.

The process consists of a sweeping algorithm, where the point cloud is recursively analyzed until
all points are classified within one wall and one room.
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2.1.1. Room Segmentation

The first step of the process consists of segmenting the point cloud which is wanted to analyze in
its different rooms. This strategy of the division of the point cloud in subspaces is followed by other
methodologies [9], due to the simplification of the posterior geometrical analysis and the reduction of
the processing time. Moreover, it is a requirement of the gbXML schema that each room is analyzed as
a different element called “Space” [26]. The input data is a point cloud (in .las or .txt format) and the
trajectory (in .txt format). The data from the point cloud and the trajectory that is required are the
point coordinates and the timestamp of each point.

First, with the aim at reducing the computational cost of the process, a uniform downsampling is
applied to the point cloud, decreasing the number of points of the point cloud to 1/4 . The optimal
percentage of reduction has been decided after several experimental tests, with the aim at ensuring an
improvement in the processing time without losing significant information for further processes.

The basic principle in which this process is based is that the element of separation between
rooms is a door. The doors along the trajectory are detected with the following criteria: for each
point of the trajectory, the points in the point cloud positioned below and at both sides are analyzed.
When a significant reduction of the distances appears, both horizontally and vertically, this point of
the trajectory corresponds with a door. Usually, more than one consecutive point is found for the
same door. If these points are less than 1 m distance, the middle point is computed and designated as
door point. The detection of the candidate door points must be supervised by the user, because some
irregularities in the environment can also be interpreted as a door. Once the complete floor is analyzed
and all doors are detected, the point cloud of the floor is segmented according to the different rooms.
All points of the point cloud in a radius of 0.8 m from each door point are eliminated from the process.
With this, one cluster of points is started for each room. The next step is to associate the points of the
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trajectory with each cluster, searching their coincidence in the horizontal plane. This way, the trajectory
is segmented by rooms. Comparing the time stamp of each point of the trajectory, with the timestamp
of each point of the point cloud, the points acquired from positions within each room are known.

2.1.2. Plane Segmentation

One characteristic of the gbXML schema is that only planar surfaces are accepted for representing
the geometry of the building. This simplifies the models, while being enough for most energy analysis
tools [23]. To detect the different planes in the point cloud a region growing segmentation algorithm
implemented in PCL is used [27]. The most important parameters are the smoothness threshold
(1º), the minimum cluster size (200) and the number of neighbors (50). These values, valid in our
experiments, depend on the point cloud quality, and can be used in datasets with similar qualities of the
point cloud (e.g., density, noise level, size). This segmentation typically results in an over-segmented
cluster of planes. Planes with less than 200 points are omitted, reducing in this way the noise on the
point cloud. Our interest is to obtain the planes of vertical walls and horizontal slabs (floors and
ceilings) for each room. Surfaces from chairs, tables and furniture are considered as noise, since they
do not contribute to the definition of the building envelope for energy purposes. Thus, with this value
of the minimum number of points for each plane, the noise produced by complementary elements
is reduced.

2.1.3. Plane Labelling

As mentioned in previous sections, the method proposed is restricted to Manhattan World
Assumption without slanted floors and ceilings. All planes are considered perpendicular to the X, Y
or Z axes. They will be referred to as YZ, XZ (vertical walls) and XY (horizontal slabs) planes. Each
segment is classified in one of these groups.

The first step is to obtain the plane equation of each segment (Equation 1). The coefficients of the
plane equation are calculated with PCL [28].

Ax + By + Cz + D = 0 (1)

With the plane equation of each segment, points are classified in planes as follows:

1. XY planes

• |A| < 0.1
• |B| < 0.1
• 0.9 < |C| < 1.1

2. XZ plane

• 0.9 < |A| < 1.1
• |B| < 0.1
• |C| < 0.1

3. YZ planes

• |A| < 0.1
• 0.9 < |B| < 1.1
• |C| < 0.1

To filter the noise of the furniture of the room, the convex hull of each room is estimated, and all
the point clouds that do not have points belonging to this convex hull are filtered.

Since each wall is only defined by one equation, all the segments corresponding to the same
wall (result of the over-segmentation previously mentioned) are merged. To do this, the point cloud
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segments are compared to their equations for each group (XY, XZ, YZ). Near segments are candidates
that belong to the same wall. The D coefficient of each equation for each group is analyzed as follows:

• DXY
i /0< i < l where l is the number of segments of XY

• DXZ
j /0< j < n where n is the number of segments of XZ

• DYZ
k /0< k < m where m is the number of segments of YZ

All segments in a group are parallel to each other. Therefore, the absolute value of the difference
between independent terms of the plane equation provides the distance between parallel planes.
For example:

•

∣∣∣∣DXY
i − DXY

j

∣∣∣∣/0 < i < n and 0 < j < n, where n is the number of segments in XY group, results in

the distance between the ith and the jth elements of the group.

Thus, for each group, if
∣∣∣∣Di − D j

∣∣∣∣< 0.5 m /0 < i < n and 0 < j < n, where n is the number of elements

in the group, the ith and the jth elements are candidates to belong to the same wall (Figure 2a). Then,
the minimum distance between the bounding boxes of each candidate is analyzed, and if it is smaller
than 0.5 m, the segments are considered as the same wall, and both point clouds are joined in one
(Figure 2b). Every time there is a coincidence of segments, the new point cloud is compared with the
rest of the elements. This wall clustering needs the validation of the user. Once all the segments of the
group are analyzed, the equation of the final walls is recalculated.
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2.1.4. Planes Correction

The previous process is repeated for each room, in such a way that the walls and their planes are
obtained for each room. Nevertheless, the objective of the methodology is to generate a gbXML file
including all the rooms acquired. Figure 3 represents an example of separated walls that should be
merged into one, in order to have a close space for the gbXML product. The reason for the computation
of different planes from the same wall is the wall thickness, but the thermal analysis requires that walls
are defined as polygons with no thickness. Thus, the medium plane between these walls is estimated
and used for both rooms. This process needs the validation of the user.
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2.1.5. Wall Intersection

As mentioned before, each geometric element of the building in gbXML is represented as a plane
surface. This surface is defined by its vertexes [26]. Several methodologies intersect the estimated
surfaces of the building to obtain the basic elements which characterize the model [11,29]. For this
methodology, the intersection points of every wall from each group with the walls of the other groups
are computed (the intersection of three non-parallel planes results in a point). The points obtained this
way are named as “virtual intersections”. These points need to be filtered to obtain the vertexes of
each wall, because the intersections of the planes with their equations are estimated without testing
the existence of a contact between the walls. In some cases (Figure 4a), the presence of different walls
with the same equation results in the presence of duplicated virtual points. In other cases (Figure 4b),
the prolongation of one wall creates virtual points in the middle of the perpendicular wall.
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Plane 3 with Plane 4 generates virtual points in floor (Plane 2) and ceiling (Plane 1).

2.1.6. Vertex Estimation

The assumptions required for the gbXML generation are that each vertical wall is a rectangle and
each horizontal slab can be an irregular polygon, but coincident with its respective floor or ceiling.
Therefore, each wall must be defined by four vertexes. This assumption is used to filter the virtual
intersections and obtain the real vertexes of each surface. Another important assumption is that the
points of each group (XY, XZ, and YZ) must be the same, but classified in different walls. The closest
walls of each group are obtained from virtual intersections of groups XZ and YZ. If there is a coincidence
between the closest walls and the walls intersected to obtain the virtual point, this virtual point is
considered as a real vertex. Vertexes from groups XZ and YZ must be the same. Then, these vertexes
are compared with the virtual points from group XY, excluding the non-coincident ones. This process
needs the validation of the user.
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2.1.7. Wall Correction

As done in Section 2.1.4 with the planes of the walls, the estimated polygons that correspond to
the two sides of vertical walls common between rooms need to be defined as one. This is a requisite of
gbXML schema [30]. Four different issues can appear (Figure 5):

1. Both polygons are equal: this is the simplest case. Only one of the polygons is required. Thus,
the second is eliminated (Figure 5a).

2. One polygon is contained in another but with one of the vertical edges in common: the smallest
one remains without changes. The biggest one is divided into two different polygons, which
correspond with the common and uncommon part (Figure 5b).

3. One polygon is contained in another but without vertical edges in common. The big polygon is
divided into three, one which corresponds with the common part and the other two with the
uncommon parts (Figure 5c). The small polygon remains as one.

4. Both polygons have in common a part of their area without being contained one in another:
the two polygons are divided in a total of three, which correspond with the two uncommon areas
and the common area (Figure 5d).
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common vertical side; (c) One is bigger than the other; (d) One room is displaced from the other. Spaces
are assigned numbers 1 and 2 in order of detection during the process.

2.2. GbXML Generation.

The essential data for the 3D modelling were presented in previous subsections. These data are
the core of the gbXML file. The geometry of each wall, ceiling, or roof in gbXML format is defined by
their vertexes, which have been estimated before. Moreover, in the software, each point is associated
with the containing surfaces (each point belongs to three surfaces), and each surface is associated with
the containing spaces (one surface can belong to two spaces at the same time, as explained before).
The basic structure of this file is shown in Figure 6.
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The gbXML file is generated using the Qt classes for XML handling, specifically, QDomDocument,
QDomElement and QDomText [31]. Each of the elements of the graph in Figure 6 represents a node.

• Campus: this node is used as base for all physical objects. It has an attribute called “id” which has
the value “Campus_0” by default.

• Location: this node has a child-node called “ZipcodeOrPostalCode”. The value of this node is
written by the user using the developed interface. The value is introduced in the field called
“Código Zip”.

• Building: the software only writes one Building node in each gbXML file, because the analyzed
point cloud belongs to only one building or to a part of it. It has two attributes: “Name”, which is
introduced by the user in a field called “Nombre” and “buildingType”, which is selected by the
user in a field called “Tipo”.

• Area (from building): is the summation of the area of the floors of each space of the building.
• Space: each space corresponds with one room. Each space has an attribute called “id”, which is

appointed with the value <“Space” + index of the room in the data structure of the software>.
• Area (from space): area of the floor of the room. It is estimated as the area contained by the

vertexes of the corresponding floor.
• Volume: volume of the room estimated as the area of the floor multiplied by the height of

the ceiling.
• Surface: each surface corresponds with one wall, ceiling, or floor of the building. Each node has

two attributes. The attribute “id” is set as <“Surface” + index of the surface in the data structure
of the software>. The attribute “surfaceType” is set as “ExteriorWall” except for those that divide
adjacent rooms; in which case they are set as “InteriorWall”, “Roof” or “SlabOnGrade” depending
if the surface is a wall, a ceiling or a floor.

• AdjacentSpaceId: each surface has as much “AdjacentSpaceId” as spaces to which the surface
belongs. Their value is the “id” of the corresponding space.

• RectangularGeometry: this child-node from each surface defines the overall geometry of
the surface.
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• Azimuth: the value of this node is estimated based on the value introduced by the user, using the
interface, in a field called “Azimut”. This value is the reference value of azimuth for the Y-axis,
which has the relative value of 0º. Therefore, walls with normal vector coincident to the positive
X-axis have 90º, and 270º if the normal vector is coincident with the negative X-axis. Walls with
normal vector coincident with negative Y-axis have azimuth equal to 270º. Azimuth 0º is assigned
to horizontal slabs. The relative value is added to the reference value to estimate the azimuth of
each surface.

• Tilt: assuming Manhattan World, the value of the child-node “tilt” from “RectangularGeometry”
is 0º for horizontal planes and 90º for vertical planes.

• Height: this child-node from “RectangularGeometry” is estimated as the absolute value of the
difference between minimum and maximum z value of each wall, except for horizontal surfaces,
where height is the absolute value of the difference between the minimum and maximum y.

• Width: this child-node from “RectangularGeometry” is estimated as the area of the surface divided
by the height.

• Cartesian point: this child-node from “RectangularGeometry” corresponds with the second point
of the list of points for each surface.

• PlanarGeometry: this child-node from “Surface” defines the geometry of the surface.
• PolyLoop: list of the vertexes of the surface ordered counterclockwise.
• CartesianPoint: this child-node from “PolyLoop” corresponds with each vertex of the surface.
• Coordinate: this node corresponds with each coordinate of the point.

Once all nodes of the XML schema are created and completed, the file is written, saving the results.

3. gbXML Results and Energy Applications

3.1. Case Studies

The performance of the developed system is presented through its application to 3 different
real-world cases of study with increasing complexity, but simple enough to understand and test the
performance of the algorithm. The three scenarios used to test the system are presented below.

The first one is an independent room. It is the simplest one (Figure 7a), but allows one to
illustrate the simplification process for gbXML schema and work in small scenarios. The second is
an independent room with a structure that can be used an example of how to detect the vertexes
of the space (Figure 7b). The third (Figure 7c) is composed of a corridor and two classrooms and
complements the previous examples with the room segmentation algorithm. All examples are made
on data acquired with the 3D Scanner Zeb-Revo [32]. The cases of study correspond to the cases 1 and
2 from Section 2.1.7 (Figure 5a,b).

The first case is the simplest example. It is the smallest one, with 15.15 m2. It is selected to test
the basic performance of the system. It is entirely captured from the inside of the room. Therefore,
the room segmentation algorithm only detects one room. However, some noise points are acquired in
the exterior of the room, associated with the same space. This is produced because the door was open
in the time of surveying, and these points are associated with the room by their timestamp and the
timestamp of the trajectory. This noise is filtered by the system, and the geometry is regularized and
simplified. Moreover, the noise produced by the furniture inside the room is filtered too. The estimated
3D model in SketchUp is shown in Figure 8.

The second case presents the same problem with noise acquired across an open door (in this case,
a gantry). It also presents some noise produced by the windows in one of its walls. Its bigger size of
533.26 m2 allows one to test the association algorithm between segments of wall explained in previous
sections under worse conditions than in case of study 1. The geometry of this example is interesting
to test the algorithm of detection of vertexes because of the non-convex form of this floor. The 3D
estimated 3D model in SketchUp is shown in Figure 9.
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The last case consists of two laboratories (one of 114.5 m2 and the other of 99.5 m2) and a corridor,
but the corridor is only partially captured. Therefore, it is detected as another room during the
room segmentation step, which is omitted to the geometrical analysis. This example is used for the
development of the procedure for incomplete or erroneous surveys. The interest for this is to generate
a robust methodology to be applied in real cases of study, and consequently should be capable of
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dealing with some uncertainty. The point cloud also presents noise because of the glass surface of one
of the walls of the corridor. The estimated 3D model in SketchUp is shown in Figure 10.

Remote Sens. 2020, 12, x FOR PEER REVIEW 11 of 24 

 

The second case presents the same problem with noise acquired across an open door (in this 
case, a gantry). It also presents some noise produced by the windows in one of its walls. Its bigger 
size of 533.26 m2 allows one to test the association algorithm between segments of wall explained in 
previous sections under worse conditions than in case of study 1. The geometry of this example is 
interesting to test the algorithm of detection of vertexes because of the non-convex form of this floor. 
The 3D estimated 3D model in SketchUp is shown in Figure 9.  

 

Figure 9. The 3D model from Scenario 2. 

The last case consists of two laboratories (one of 114.5 m2 and the other of 99.5 m2) and a corridor, 
but the corridor is only partially captured. Therefore, it is detected as another room during the room 
segmentation step, which is omitted to the geometrical analysis. This example is used for the 
development of the procedure for incomplete or erroneous surveys. The interest for this is to generate 
a robust methodology to be applied in real cases of study, and consequently should be capable of 
dealing with some uncertainty. The point cloud also presents noise because of the glass surface of 
one of the walls of the corridor. The estimated 3D model in SketchUp is shown in Figure 10.  

 
Figure 10. The 3D model from Scenario 3. 

3.2. Energy Application Example 

In this section, the utility of the models obtained for thermal analysis purposes is demonstrated 
through their use for the simulation of the energy consumption by heating systems installed in each 
building along a year. The tool used for the simulation is OpenStudio [33], which uses the calculus 
engine EnergyPlus, launched from SketchUp. The same example is performed in all three models, for 
comparison purposes, focusing on the effect of the geometrical representation on the computation of 
energy consumption more than in the reality of the construction (materials, presence of pathologies, 
etc.). 

Some requirements should be followed for the correct simulation of the model. First, the Space 
Types should be defined in SketchUp. All examples are defined as “office”. Then, the attributes of 
the space should be defined, such as the ASHRAE Climate Zone, although it can be modified later. 

With this input, OpenStudio can be launched. The weather file of Pontevedra is loaded, which 
is the location of the three cases of study (with the extension “.epw”, which comes from EnergyPlus 
Weather). This file includes the weather of the place and its geographic coordinates. The system 
requires an indication of which parameters are required in the estimation, which in this study, are 
ideal air loads of the building. These need the prior definition of the thermostats of the building. 
Following these steps, the energy consumption of the heating systems during a year is calculated. 

Figure 10. The 3D model from Scenario 3.

3.2. Energy Application Example

In this section, the utility of the models obtained for thermal analysis purposes is demonstrated
through their use for the simulation of the energy consumption by heating systems installed in each
building along a year. The tool used for the simulation is OpenStudio [33], which uses the calculus
engine EnergyPlus, launched from SketchUp. The same example is performed in all three models,
for comparison purposes, focusing on the effect of the geometrical representation on the computation
of energy consumption more than in the reality of the construction (materials, presence of pathologies,
etc.).

Some requirements should be followed for the correct simulation of the model. First, the Space
Types should be defined in SketchUp. All examples are defined as “office”. Then, the attributes of the
space should be defined, such as the ASHRAE Climate Zone, although it can be modified later.

With this input, OpenStudio can be launched. The weather file of Pontevedra is loaded, which is
the location of the three cases of study (with the extension “.epw”, which comes from EnergyPlus
Weather). This file includes the weather of the place and its geographic coordinates. The system
requires an indication of which parameters are required in the estimation, which in this study, are ideal
air loads of the building. These need the prior definition of the thermostats of the building. Following
these steps, the energy consumption of the heating systems during a year is calculated. The results
seem coherent. With the same conditions, the consumption depends on the volume of each Scenario,
as seen in Table 2. Therefore, the highest values of maximum consumption and mean consumption go
to Scenario 2. If the values of maximum consumption per volume and mean consumption per volume
are analyzed, Scenario 2 and Scenario 3 practically show the same values. It can be supposed that with
higher values of volume, the analysis is more stable. The fact that having multiple rooms instead of
one seems not to interfere in the analysis is remarkable.

Table 2. Data from the heating system simulation with the estimated models.

Area
(m2)

Volume
(m3)

Max.
Consumption

(Wh)

Mean
Consumption

(Wh)

Max
Consumption/

Volume (Wh/m3)

Mean
Consumption/

Volume (Wh/m3)

Scenario 1 15.15 32.58 184.97 8.05 5.68 0.25
Scenario 2 534.61 1978.06 7134.26 138.51 3.61 0.07
Scenario 3 213.57 691.96 2531.50 50.02 3.66 0.07

Figure 11 represents the consumption of the heating systems along a year for each scenario. It can
be observed that, without the oscillation in the values, the three graphics are very similar, having a
lower consumption in the months of summer (specifically at the start of July and August) and a higher
consumption in the winter. All graphics sow their consumption peak in January. As it is said before the
form of the three graphics is practically the same, displaced along the vertical axis. This is explained
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because, assuming the three scenarios in the same location, the behavior of the heating system must be
the same. As said before, the value of the consumption depends on the volume of the scenario, but the
temporal behavior is the same.
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4. Discussion

4.1. Analysis of Performance of the gbXML Generation Method

In this section, the performance of the method for each case of study is evaluated. The critical
points in the flux of the systems are the clustering of plane segments for obtaining the walls, followed
in order of importance by the room segmentation. These processes require the attention of the user,
to verify or correct the results obtained. Their successful outcome determines the success of the whole
gbXML generation process.
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The point clouds are surveyed with a Zeb-Revo, which has an accuracy of 0.03 m [34],
which determines the accuracy of the input point cloud. The experiments were run on Ubuntu
16.04 LTS, with an Intel Core i7 CPU an NVIDIA GF119M GPU. The summary of the results of the
three scenes can be seen in Table 3.

Table 3. Summary of the performance of the software system (* all values are in seconds).

Room
Segment *

Plane
Segment *

Plane
Label *

Wall
Intersect *

Wall
Correct *

gbXML
Generation *

Process with
User

Interactions *

Scene 1 27 6 10 0 0 0 94

Scene 2 110 25 42 1 0 0 407

Scene 3
Room 1

86
19 38 0 0 0

427
Room 2 29 54 0 0 0

Case 1 is the simplest one. Therefore, there are practically no problems during the execution of
the software and the user only needs to confirm each step. The point cloud of the room has a size of
4302130 points and the point cloud of the trajectory, 13100. The survey was made from the inside of
the room. Thus, the room segmentation algorithm does not detect any door along the trajectory in 27 s
(Figure 12).Remote Sens. 2020, 12, x FOR PEER REVIEW 14 of 24 
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Figure 12. Room Segmentation Process in Scenario 1. Trajectory points in blue, detected doors in red.

The point cloud is voxelized with a size of the side of the voxel of 0.03 m. This value is obtained by
experimentation to reduce the processing time without losing the information. The plane segmentation
algorithm is performed for the detected room. The parameters of the region growing algorithm
are: minimum size of detected planes of 200 points, the size of the neighborhood is 50 points and
smoothness of 1º. With these parameters, 32 planes are detected in the room in 6 s (Figure 13a). These
planes are classified as XY, XZ and YZ planes and merged by their proximity, as was explained in the
previous section, obtaining 2 XY planes, 2 XZ planes and 2 YZ planes (Figure 13b). They intersect
obtaining 8 intersection points, which are used to generate the gbXML structure. The entire process
lasts 94 s, but this value is relative in this case, because it depends on the time that the user last validated
each step.

Case 2 is more complicated, given its geometry and dimensions. The room segmentation algorithm
detects only one room in 110 s (Figure 14).

Due to the larger size of the point cloud (the point cloud of the room has 13,647,747 points and the
point cloud of the trajectory, 39,237), this case is voxelized with a size of the side of the voxel of 0.08 m.
As in the previous case, the room segmentation algorithm only detects one room in 110 s. The plane
segmentation algorithm of the room uses the same parameters as in the previous case. The algorithm
detects 93 planes in 25 s (Figure 15).
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Figure 15. Scenario 2 Plane Segmentation.

From them, 13 XY planes, 41 are XZ planes and 22 are YZ planes. The correction of the planes,
in this case, obtain 2 planes XY, 15 XZ and 8 YZ. These values are unacceptable, but can be repeated,
changing the values of the correction algorithm. For the planes XZ, it is repeated with a distance
between groups in the same plane of 3.5 m, obtaining 8 groups XZ. All planes are then correct, but some
of them are produced by the great noise of the point cloud. This noise can be seen in Figure 16 as
the segments of point clouds on the top of it. The undesired groups can be corrected by the user
obtaining the needed 4 XZ planes for the desired simplified 3D model. The association of planes for
YZ planes is correct, but some of the estimated groups are produced by planes that must be omitted
to obtain the simplified model required for this example. The user can correct the groups, selecting
the needed 4 groups (Figure 16). Then, the groups are intersected, obtaining 16 intersection points,
which correspond with the vertexes of the model.

After the correction made by the user, the segments of Figure 17 are obtained. Each color
corresponds to a different wall. The system works well with the floor and ceiling of this case, but needs
to be corrected for walls, especially the longitudinal ones.
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Figure 16. Scenario 2 Wall Clusters.

When the planes of the walls are intersected (2 from group XY, 4 from group XZ and 4 from
group YZ), 32 intersection points are obtained. This is produced, as shown in Section 2, because of the
intersection of some planes, which have a mathematic intersection but no real contact between the
walls represented by them. Thus, the estimated virtual intersection points are 32, but after evaluating
which of these points are vertexes, an amount of 16 real vertexes is obtained. In Figure 17, a schema of
the problem for this scenario is shown. Although this part of the system is supervised by the user and
needs his approval, it is tested that no problem appears if the previous clustering process is correct.Remote Sens. 2020, 12, x FOR PEER REVIEW 16 of 24 
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in red.

Once the real vertexes are estimated, the gbXML schema can be generated. The whole process
with user interactions lasts 407 s.

In case 1 the basic performance of the algorithm is studied. Case 2 enables the study of how
the system deals with more complex geometries. Case 3 allows one to test the performance with
multiple rooms and how to deal with errors on the acquisition of one of them. The input point cloud
corresponds with two rooms and a segment of the corridor with a size of 11,156,807. The trajectory
point cloud has 33,265 points. Working with non-ideal scenarios allows one to think about how to
solve the problems inherent from the data acquisition and its processing, as will be explained with
Scenario 3, making the system more flexible. The system allows selecting the rooms that the user wants
to analyze, avoiding the incomplete or corrupted ones. As shown in Figure 18, the room segmentation
algorithm detects two doors along the trajectory in 86 s, splitting the input point cloud among three
different rooms. It is not strange to find multiple near points of the trajectory identified as a door.
It must be considered that the survey was performed making loops in the trajectory, and each door
was crossed two times minimum. Moreover, because of the geometry of the doors and the trajectory of
the acquisition, multiple near points are susceptible to meet with the conditions of a door. That is why
a radius of 0.8 m is considered from each door point to replicas of this door.

As mentioned before, the corridor is incomplete, and cannot be reconstructed. Thus, in the GUI of
the methodology, the user is given the option to select which rooms to analyze, in case of issues during
the acquisition. Therefore, only the two rooms present in the corridor are analyzed.
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Figure 18. Scenario 3 Room Segmentation: blue points represent the trajectory; red points are those
identified as doors.

The room segmentation algorithm detects 3 different rooms in 86 s. The segment of the point
cloud which corresponds with the corridor is incomplete. Therefore, it is discarded for the rest of the
process. The other two segments of the point cloud are voxelized with a side of a voxel of 0.03 m.
Each room is segmented in planes with the same parameters, as in the previous cases. One of the
rooms is segmented in 63 segments in 19 s (Figure 19a). From these planes, 17 are XY segments, 11 are
XZ segments and 6 are YZ segments. The correction planes algorithm obtains 2 groups of XY planes,
4 groups of XZ planes and 2 of YZ planes. From the XZ groups, 2 must be discarded by the user
because they correspond with reflected surfaces, as can be seen in Figure 19a. For the other room,
73 segments are obtained in the plane segmentation. Fifteen of them are classified as XY planes, 10 of
them as XZ planes and 14 of them as YZ planes. The planes correction algorithm obtains the same
results as in the other room. The correct clusters can be seen in Figure 19b.
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Figure 19. Scenario 3: (a) Plane Segmentation; (b) Wall Clustering.

Following the workflow described in Section 2, now all adjacent planes are corrected as shown in
the schema of Figure 20. Of course, the schema is exaggerated to show a better visualization of what
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happen between the two rooms. The medium plane between the adjacent parallel planes is calculated
to regularize the model and remove the gaps between adjacent rooms.
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Figure 20. Schema of the correction of planes: (a) Before the correction; (b) After the correction.

At this point, the planes of each room are intersected. With 6 planes per room, 8 intersection
points are obtained, which are the vertexes of each room. After generating the gbXML schema with
these data, one last correction is needed, as explained in Section 1: if any wall corresponding with the
intersection wall between two rooms is duplicated, one of the polygons is deleted for this wall and the
polygon left is used to define the wall for gbXML. This polygon is assigned to the two adjacent spaces,
one for each adjacent room. The whole process with user interactions lasts 427 s.

After comparing the time of the process in the three cases, time shows to be highly dependent
on the number of points of the point cloud of the scenario. Attending the duration too, the critical
step is the room segmentation. It is followed by the plane segmentation of each room and the plane
classification and correction.

To evaluate the accuracy of the system, the 3D models of the scenarios have been manually
elaborated to compare with the 3D models estimated by the software. This way, the system is compared
with the traditional methods. The 3D models in SketchUp can be seen in Figure 21.

Table 4 shows the error estimation of the areas, using as reference value, the areas of the manually
elaborated models. The best performance goes to Scenario 3, particularly to room 1.

Table 4. Area comparison between the estimated models and the manually generated.

Measured
Value (m2)

Estimated
Value (m2)

Absolute
Error (m2)

Relative
Error (%)

Scenario 1 15.03 15.15 0.12 0.80
Scenario 2 537.68 534.61 3.07 0.57

Scenario 3
Room 1 99.02 99.06 0.04 0.04
Room 2 114.97 114.51 0.46 0.40

Table 5 includes the volumetric comparison between the estimated models and those manually
elaborated. All the errors estimated are satisfactory, remaining the relative error below 1.3% in all cases.

Table 5. Volume comparison between the estimated models and those manually generated.

Measured
Value (m3)

Estimated
Value (m3)

Absolute
Error (m3)

Relative
Error (%)

Scenario 1 32.32 32.58 0.26 0.79
Scenario 2 1989.43 1978.06 11.37 0.57

Scenario 3
Room 1 323.58 320.97 2.61 0.80
Room 2 375.71 370.99 4.72 1.26
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Figure 21. Manually generated models: (a) Scenario 1; (b) Scenario 2; (c) Scenario 3.

The system worked well in all three scenarios with satisfactory errors, and the only remarkable
problem during the execution was the reflected surfaces, which can be solved by the user interaction.

The energy analyses performed in the previous section have been repeated with the handmade
models. The results can be seen in Table 6. The results are coherent with the results for the estimated
models. The biggest scenarios have practically the same maximum consumption per volume and mean
consumption per volume. Moreover, these values are very similar to the obtained for the estimated
models, showing the same tendency.

Table 6. From the heating system simulation with the manually generated models.

Area
(m2)

Volume
(m3)

Max.
Consumption

(Wh)

Mean
Consumption

(Wh)

Max.
Consumption/

Volume
(Wh/m3)

Mean
Consumption/

Volume
(Wh/m3)

Scenario 1 15.03 32.32 184.45 8.06 5.71 0.25
Scenario 2 537.68 1989.43 7424.66 162.35 3.73 0.08
Scenario 3 213.98 699.29 2720.17 64.10 3.89 0.09

The comparison of the behavior of the consumption of the heating system along a year can be
seen below in Figure 22 for Scenario 1, Figure 23 for Scenario 2 and Figure 24 for Scenario 3. It can be
seen in the graphics that the behavior for the consumption is the same for the estimated cases than
those used as a reference. The form of the graphics is practically the same, only with slight variations
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in the peaks of consumption value. The months of maximum and minimum consumption remain
equal and their values are similar.
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Figure 24. Comparison between heating consumption along a year for scenario 3: (a) Estimated 
model; (b) Manually generated model. 

4.2. Comparison of the Proposed Method with Existing Methods 

Compared to related work, the proposed system presents the advantage of controlling the 
workflow of the process, avoiding the propagation of errors and making it affordable for non-
specialist users. A general comparison with the related work is difficult because of the variety of the 
scenarios and the purposes of each system. However, a brief comparison explaining the advantages 
and disadvantages of each system will be performed, based on the available data. Ambrus et al. [7] 
present an efficient and robust fully-automatic method for indoor 2D reconstruction, without prior 
knowledge of the scanning device poses. This method can also detect and categorize gaps in the 
structure, like doors. However, 2D reconstruction is not compatible with energy analysis, which is 
the use for the models of the proposed system. Moreover, their system is designed to work with 
rooms which tend to be convex, whereas the proposed system can work with concave rooms. Wang 
et al. [8] present a framework for 3D modelling of indoor point clouds acquired with mobile laser 
scanners. Their system uses the 2D projection of the point cloud to detect the walls of the building 
and generate 2D floor plans and 3D watertight building models. Their system was tested against 
synthetic and real-world scenarios, presenting a maximum average error in the distance between the 
detected planes and their closest point of 3.528 cm. Their system is also able to reduce the effect of 
outliers and small structures, like irregular bumps and craters in the 2D floor plan. The doubt about 
the performance of the system comes in the case of point clouds with clutter from furniture like large 
wardrobes. The reason for this doubt is that the method proposed in [9] can easily detect erroneous 
surfaces as primitive of a wall in crowded rooms. In contrast, the method proposed in this paper 
allows the user to control each step of the process, allowing for the detection of irregularities that can 
appear in real-world scenarios. Macer et al. [9] present a semi-automatic approach for 3D modelling, 
using indoor point clouds. Their choice as schema for the 3D model is IFC, and it can work with 
different floors. Their approach divides the input point cloud into different sub-spaces, with one 
point cloud per room, analogously to the method proposed. This strategy simplifies the logic of the 
3D reconstruction. Their approach was tested against two different scenarios, resulting in the 
generation of 3D models with satisfactory accuracy: 4.4 cm is the maximum deviation from the 
control points. Therefore, the operation times in [9] are 8 min for scenario 1 with ~10M points and 19 
min for scenario w, with ~39M points. Thus, the method proposed is slightly faster. Murali et al. [10] 
present an automatic system to generate BIM of indoor point clouds which is remarkable for its speed. 
Their system was tested, with five real-world scenarios being able to generate 3D models in less than 
one second. Unfortunately, the authors do not specify the number of points of the input point clouds. 
An error in the detection of doors in one of the scenarios is also detected. In contrast, the system 
presented in this paper bases the room segmentation on the detection of doors along the trajectory. 
This particularity shows robustness with satisfactory results, even in clutter point clouds. Moreover, 
the developed interface allows the users to detect possible errors avoiding its propagation. Ochman 
et al. [11] present a fully-automatic method for 3D modelling based on the IFC schema. It is probably 
the most complete and with better performance method of the literature. The runtime for 

Figure 24. Comparison between heating consumption along a year for scenario 3: (a) Estimated model;
(b) Manually generated model.

4.2. Comparison of the Proposed Method with Existing Methods

Compared to related work, the proposed system presents the advantage of controlling the
workflow of the process, avoiding the propagation of errors and making it affordable for non-specialist
users. A general comparison with the related work is difficult because of the variety of the scenarios
and the purposes of each system. However, a brief comparison explaining the advantages and
disadvantages of each system will be performed, based on the available data. Ambrus et al. [7]
present an efficient and robust fully-automatic method for indoor 2D reconstruction, without prior
knowledge of the scanning device poses. This method can also detect and categorize gaps in the
structure, like doors. However, 2D reconstruction is not compatible with energy analysis, which is
the use for the models of the proposed system. Moreover, their system is designed to work with
rooms which tend to be convex, whereas the proposed system can work with concave rooms. Wang
et al. [8] present a framework for 3D modelling of indoor point clouds acquired with mobile laser
scanners. Their system uses the 2D projection of the point cloud to detect the walls of the building
and generate 2D floor plans and 3D watertight building models. Their system was tested against
synthetic and real-world scenarios, presenting a maximum average error in the distance between the
detected planes and their closest point of 3.528 cm. Their system is also able to reduce the effect of
outliers and small structures, like irregular bumps and craters in the 2D floor plan. The doubt about
the performance of the system comes in the case of point clouds with clutter from furniture like large
wardrobes. The reason for this doubt is that the method proposed in [9] can easily detect erroneous
surfaces as primitive of a wall in crowded rooms. In contrast, the method proposed in this paper allows
the user to control each step of the process, allowing for the detection of irregularities that can appear
in real-world scenarios. Macer et al. [9] present a semi-automatic approach for 3D modelling, using
indoor point clouds. Their choice as schema for the 3D model is IFC, and it can work with different
floors. Their approach divides the input point cloud into different sub-spaces, with one point cloud per
room, analogously to the method proposed. This strategy simplifies the logic of the 3D reconstruction.
Their approach was tested against two different scenarios, resulting in the generation of 3D models
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with satisfactory accuracy: 4.4 cm is the maximum deviation from the control points. Therefore, the
operation times in [9] are 8 min for scenario 1 with ~10M points and 19 min for scenario w, with ~39M
points. Thus, the method proposed is slightly faster. Murali et al. [10] present an automatic system to
generate BIM of indoor point clouds which is remarkable for its speed. Their system was tested, with
five real-world scenarios being able to generate 3D models in less than one second. Unfortunately, the
authors do not specify the number of points of the input point clouds. An error in the detection of
doors in one of the scenarios is also detected. In contrast, the system presented in this paper bases the
room segmentation on the detection of doors along the trajectory. This particularity shows robustness
with satisfactory results, even in clutter point clouds. Moreover, the developed interface allows the
users to detect possible errors avoiding its propagation. Ochman et al. [11] present a fully-automatic
method for 3D modelling based on the IFC schema. It is probably the most complete and with better
performance method of the literature. The runtime for reconstructing the test datasets is in the range
of 1 to 10 min. having the largest dataset 33,687,751 points. However, the processing of very large
datasets may require optimizations to make them computationally feasible. The proposed system,
instead, addresses the problem, dividing the point cloud into the different rooms and analyzing each
of them separately, avoiding the requirement for high computational capacity.

5. Conclusions

This paper presents a methodology for the semi-automatic determination of the indoor 3D
geometry of a building, which is integrated into a Building Information Model. This system was
developed for users nonspecialized in geomatics, mainly energy experts. In this way, the procedure
proposed approaches the advances of the academic research in the fields of geomatics and robotics to
the energy industry. The user can follow and validate each step of the process through the interface
of the system. For this purpose, some assumptions should be made, such as the Manhattan World
assumption (with the walls orthogonal between them) and input data are point clouds restricted to
only one floor. The 3D model was generated through the simplification of the geometry, following the
specifications of the gbXML schema. This schema was chosen to encapsulate the model. This decision
ensures the availability of the geometry data for energy analysis. The system was developed for Unix
Systems in C++, and the GUI was developed with Qt. Moreover, the libraries CGAL and PCL, both
open source, are used.

The system was tested for three self-surveyed real-world scenarios, captured with a Zeb-Revo
System. The three scenarios were chosen to test the system at different levels. The first scenario aims at
testing the simplification process for gbXML schema and work in small scenarios. The second has
as objective the testing of the system, with bigger point clouds and more complicated geometries.
The third was chosen to test how the system deals with multiple rooms and incomplete point cloud
data. All input point clouds consist of various millions of points, with a time requirement of 94 s for
scenario 1, 407 s for scenario 2 and 427 s for scenario 3, including user interactions. In the three cases,
the performance of the procedure was satisfactory only with punctual incidents, mainly caused by
reflecting surfaces.

Furthermore, the models were tested against manually generated scenarios, to test the performance
of the system among traditional methods. The relative error of the area in all three scenarios remains
below 1%, and for the volume, below 1.3%.

To test the availability of the data for further energy analysis, a simulation analysis of the
heating systems along a year was performed for both estimated and manually elaborated models.
The results of both experiments were very similar, with the models having the same behavior (maximum
consumption in January and minimum in July and August) and similar values between the two models
for each scenario.

Future work includes the improvement of the system, extending its usability to the non-Manhattan
world, with multiple floors. Another objective is to make the system able to work with non-horizontal
floors and ceilings, so that it will be able to work with all architectural casuistries. In addition to this,
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efforts will be made towards the complete automatic capability of the system, making it more robust
and easier to handle by users.
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