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Abstract: This study investigated wideband waveform generation using a field programmable gate
array (FPGA) for X-band high-resolution synthetic aperture radar (SAR). Due to the range resolution
determined by the bandwidth, we focused on wide bandwidth generation while preserving spectrum
quality. The proposed method can generate wide bandwidth using a relatively low system clock.
The new approach was designed in Simulink and implemented by very-high-speed-integrated-circuits
hardware description language (VHDL). We also proposed a hardware structure in accordance with
the proposed method. Signal connections of FPGA and digital analog converter (DAC) are described
in the design of the proposed hardware structure. The developed X-band waveform generator
using the proposed method output the desired pulse waveform. For the reduction of phase error
and improvement of spectrum quality at the X-band, phase error compensation and pre-distortion
were applied to the waveform generator. The results of the simulation and the hardware output
demonstrate that the variation and standard deviation of the phase error were improved within the
frequency spectrum. Accordingly, the proposed method and the developed waveform generator
have the potential to produce a high-resolution image of the area of interest.
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1. Introduction

Synthetic aperture radar (SAR) transmits and receives microwaves during mission operation.
Microwaves have a property of passing through matter and the atmosphere, such as clouds and
rain, depending on the wavelength. Thus, SAR can observe all-weather conditions. Based on
these advantages, SAR is widely used for Earth observation, environment monitoring, and military
surveillance [1–4]. The research fields of SAR are divided into SAR system development, SAR
observations by onboard satellites, unmanned aerial vehicles (UAV) or cars, image processing, and
image applications for enemy surveillance or natural disaster monitoring. One system that has been
developed was completed in a project led by the national institute, i.e., Korea aerospace research
institute (KARI) and the defense industry, because of the enormous money and time requirements. Even
though these organizations developed independently, they use commercial, off-the-shelf equipment
or design their own test equipment [5–8]. Thus, most universities and industries are focused on
algorithm-based image processing and applications. However, image data are expensive for student
researchers. We have been developing a ground-based SAR system for many years to manage our own
system. Instead of a direct digital synthesizer (DDS) chip and arbitrary waveform generator (AWG),
we designed and developed a system for generating the waveform.

Resolution is the ability to distinguish and separate two objects. Image resolution is an index
determining image quality and utility value. It is especially important for military purposes for enemy
classification. Resolution consists of two dimensions in a SAR image [9]. First, the azimuth resolution
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represents the resolution along the platform (satellite and UAV) flight path and is determined by the
antenna length in the azimuth direction. The antenna beamwidth is inversely proportional to the
antenna length [10]. Second, the range resolution is the resolution where the beam is being emitted.
Thus, the waveform characteristic affects the range resolution [11,12]. The waveform imbalance
(e.g., amplitude, phase, and delay) was calibrated for a very high resolution with three sub-band
frequencies [11]. In [12], a new equation was derived based on wavenumbers. The ground-range
resolution was derived by the wavenumber, platform velocity, and locations. There are further studies
using nonlinear frequency modulation for improvement of the signal-to-noise ratio [13–15]. Nonlinear
frequency modulation can suppress the sidelobes and save transmitting power without losing the
signal-to-noise ratio. In the radar system, the shorter the pulse, the smaller is the target that can be
discriminated [16]. However, because the implementation of a very short pulse has a system limitation,
SAR adopted a chirp waveform [17]. In a SAR system, the wider the bandwidth, the higher the
resolution that can be acquired. In the case of the L-band SAR, which is relatively low in frequency and
has a narrow band, the range resolution is tens of meters, even though the system has a large antenna.
In contrast, the X-band SAR using a relatively small antenna can have high-resolution capability
due to the wideband waveform [9,16–18]. Generation of the wide bandwidth depends on the signal
generation clock. However, high-speed systems, such as field programmable gate array (FPGA) and
digital analog converter (DAC), cost a lot of money. Thus, we propose a high-speed system scheme
using a relatively low system load for generation of a wide bandwidth waveform.

A waveform generator generates a specific waveform using a commercial product or the desired
waveform based on the environment using an FPGA. Conventional SAR studies used commercial chips
or test equipment for efficiency with the experiments. The equipment is limited due to its unchangeable
characteristics, making it challenging to use experimental parameters, such as wide bandwidth and
different shapes of the waveform. In the case of a study using a DDS chip, the researchers used the
multiplier or reference source to expand the bandwidth [14,19]. The multiplier can output multiple
bandwidths without an FPGA burden, but the distortion in the frequency also expands such that
spectrum quality is decreased. The other problem in conventional systems is the radio frequency (RF)
imbalance. RF imbalance and nonlinearity cause waveform distortion and image degradation. The RF
linearity analysis and digital pre-distortion produced by a high-power amplifier were compensated for
in [20,21].

In this study, we describe a wideband waveform generation method and demonstrate the results
using a developed waveform generator. We modified the conventional multi-DDS (MDDS) method to
compensate for the phase center error generated at the baseband. Pre-distortion was also applied to
improve X-band spectrum quality. The waveform generator was designed based on an MDDS structure
that can generate a wide bandwidth without a system clock burden. Moreover, the developed waveform
generator can output the desired waveform based on the environment because we programed the
FPGA accordingly. Finally, the compensated phase center and the pre-distorted phase are verified by
the experimental results.

The main contributions of this study include:

• Proposal for an improved MDDS method: We propose an improved MDDS method for wideband
waveform generation to satisfy the desired clock cost and reduce the phase error.

• Development and verification of the waveform generator for wideband: For a high-speed and
low-cost system, we propose a hardware structure in accordance with the improved MDDS
method. The developed waveform generator was measured to verify the wideband generation
method and decrement of phase error varying time.

The remainder of this study is organized as follows. The study area and proposed method
are discussed in Section 2. The simulation and the experimental results are presented in Section 3.
The discussion for this study is outlined in Section 4. Finally, our conclusions are presented in Section 5.
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2. Materials and Methods

2.1. Study Area

2.1.1. Chirp Pulse Waveform

In the radar system, the wider the bandwidth, the smaller is the object that can be detected.
However, implementation of the wider bandwidth is a burden to the system, and the development costs
increase due to expensive hardware. To solve this problem, the chirp pulse has been widely used in
SAR systems. The chirp pulse for linear frequency modulation (LFM) has a very large time bandwidth
product (TBP) characteristic. The other advantage of using chirp is its correlation property [17], which
can acquire received signals, omitting noise and other unwanted reflections.

The radar emits the signal and acquires two-dimensional data: azimuth and range direction.
The resolution of the radar can be expressed as:

∆Raz ≈
L
2

and (1)

∆Rrg =
cτp

2
, (2)

where ∆Raz is the azimuth resolution, L is the antenna length, c is the speed of the light, ∆Rrg is the
range resolution, and τp is the pulse width without modulation. Instead of using the short pulse in
Equation (2), SAR increases the bandwidth using chirp for better resolution. The range resolution
using chirp modulation is given by:

∆Rrg =
c

2B
=

c
2( f1 − f0)

, (3)

where B is the bandwidth, f1 is the last frequency, and f0 is the initial frequency. The wide bandwidth
is easily implemented by the frequency variation. The chirp pulse is a rectangular shape and contains
amplitude and phase terms:

Chirp signal = rect(
t
T
)[cos(πKt2) + jsin(πKt2)], (4)

where rect(t/T) is amplitude modulation, cos(πKt2) + jsin(πKt2) is the phase modulation, t is the
time, T is the pulse width, and K is the chirp rate, which is the increment of the frequency over time.
Baseband chirp signal is implemented using Equation (4).

There are two types of digital chirp generation methods: memory-map-based waveform generator
and algorithm-based waveform generator.

2.1.2. Memory-Map-Based Waveform Generator

The memory-map-based waveform generator is one of the digital methods to generate a waveform.
This method has the advantage that the output signal is stable and easy to implement because the
stored data is loaded in the memory (FPGA programmable read-only memory (PROM), or read-only
memory (ROM)). However, due to the increasing demands of various data types for SAR, more memory
capacity is needed. Furthermore, in the case of memory capacity limitations or damage due to external
factors, SAR may not function properly and cannot acquire the images. To overcome these problems,
the use of DDS has been increasing recently [17].

2.1.3. DDS-Based Waveform Generator

The most used method for a digital chirp waveform generator is DDS. Compared to the
memory-map method, the DDS method has more usability because it can synthesize the desired signal
by using the initial parameter such as chirp rate, reference clock, and length of the phase accumulator.
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Because the initial parameter occupies relatively low memory, the DDS method has minimal dependence
on memory. Thus, the SAR system can be miniaturized by reducing the components. However,
when the DDS method outputs the signal, the quality of the signal depends on a system clock and bit
resolution. If the output signal has low bit resolution, truncation and phase errors can occur. Phase
errors cause distortion or ambiguity in the SAR image [12]. These problems result in a failure to
meet SAR development goals. Consequently, it is important to generate and transmit accurate signals
because SAR uses the transmission chirp waveform as a reference signal for image processing.

A block diagram of the digital chirp waveform generator is depicted in Figure 1. The memory-
map-based chirp generator, illustrated in Figure 1a, loads the data according to the pulse repetition
frequency (PRF), whereas the DDS-based chirp generator loads the values corresponding to the
accumulated phase from the look-up table (LUT).
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Figure 1. Block diagram of a digital chirp waveform generator. (a) Memory-map-based chirp 
waveform generator; (b) direct digital synthesizer (DDS)-based chirp waveform generator. 

Because most chirp waveform generators adopting digital methods have mechanical issues, we 
used the MDDS method, considering the hardware specifications for a high-speed, low-cost 
waveform generator. In this study, we considered two aspects of the MDDS: low-cost wideband 
waveform and distortion compensation. Furthermore, we developed the waveform generator by 
applying an improved MDDS method to verify the proposed method. 

2.2. Proposed Improved MDDS Method 

This section introduces the MDDS, including phase compensation and pre-distortion for the 
MDDS. Although conventional MDDS has a strong advantage in the generation of wideband, the 
primary drawback is phase center error. The phase compensation compensates for the phase center 
error that occurs when mixing the DDS signals. The purpose of the pre-distortion is to apply the 
distortion in advance to compensate for the random error caused by RF conversion. In this section, 
we describe a block diagram, equation, and method for phase error compensation and pre-distortion. 

Figure 1. Block diagram of a digital chirp waveform generator. (a) Memory-map-based chirp waveform
generator; (b) direct digital synthesizer (DDS)-based chirp waveform generator.

Because most chirp waveform generators adopting digital methods have mechanical issues,
we used the MDDS method, considering the hardware specifications for a high-speed, low-cost
waveform generator. In this study, we considered two aspects of the MDDS: low-cost wideband
waveform and distortion compensation. Furthermore, we developed the waveform generator by
applying an improved MDDS method to verify the proposed method.

2.2. Proposed Improved MDDS Method

This section introduces the MDDS, including phase compensation and pre-distortion for the MDDS.
Although conventional MDDS has a strong advantage in the generation of wideband, the primary
drawback is phase center error. The phase compensation compensates for the phase center error that
occurs when mixing the DDS signals. The purpose of the pre-distortion is to apply the distortion in
advance to compensate for the random error caused by RF conversion. In this section, we describe
a block diagram, equation, and method for phase error compensation and pre-distortion. The phase
error was measured using 89600 VSA software and was shown to be constant at several measurements.
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2.2.1. Improved MDDS

We designed a Simulink block diagram to simulate chirp pulse generation and for the
pre-configuration of the FPGA. Figure 2 illustrates the block diagram for the MDDS, including
a reference clock for FPGA operation, trigger, reset, and chirp waveform generation blocks. We added
the delay blocks of 0, 1, 2, and 3 to multiplex four different 1/4-length signals.
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The proposed improved MDDS method has four ports for sine and four ports for cosine. Sine and
cosine waveform in the Simulink represent 12 bit resolution as follows:

sin(t) =
[(

round
[
211

(
−sin

2π(0 : 212
− 1)

212

)])]
+ 2048, (5)

cos(t) =
[(

round
[
211

(
− cos

2π(0 : 212
− 1)

212

)])]
+ 2048. (6)

The four signals are mixed (one signal per clock) by the multiplexer in the hardware and converted
to an analog signal. Therefore, it is possible to output a four-times-faster signal in one clock. This
method has the advantages of decreasing the load on the FPGA and reducing hardware costs.

2.2.2. Proposed Phase Error Compensation and Pre-Distortion

In this study, we propose an additional block diagram to compensate for the phase error caused
by MDDS generation. The additional block diagram, referred to as the compensation phase error
(CPE), is depicted in Figure 3 and calculated as follows:

φ(t) = (α/2)t2 + βt + γ, (7)

φerror = φoutput −φideal, (8)
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where φ(t) is the phase value varying time and α, β, and γ are chirp rate, initial frequency, and initial
phase, respectively. γwill be changed by calculating the phase error. φerror is the phase error, φoutput

is the output of Simulink, and φideal is the calculated phase value [22]. We simulated the MDDS
and compared the output with the ideal value, which was derived from a formula. The difference
between the two values, the phase error, was input to the CPE block. The ideal output was obtained by
compensating for the phase center. The practical hardware output was different from the simulated
ideal output due to the hardware characteristics distortion and circuit loss. A pre-distortion method
was also applied to Simulink because the developed waveform generator could not be modified.
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Figure 4 illustrates the pre-distortion process to compensate for the phase error varying time
in the X-band frequency spectrum. First, we measured the phase error varying time in the X-band
spectrum. We then selected the pre-distortion section, which has a relatively large phase error.
The number of sections and the section lengths were determined by considering compensation gain
and hardware efficiency.
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2.3. MDDS Waveform Generator

2.3.1. Design of the MDDS Waveform Generator

To generate the wideband waveform and satisfy the requirement, it was important to select the
core component (e.g., FPGA or DAC). In this study, we selected the component considering the trade-off

between the requirement and the development costs. In the proposed structure, the multiplexer (MUX)
and DAC were selected based on the requirement to mix signals four-times faster. The hardware
design, considering the proposed architecture, is depicted in Figure 5.

We included a signal generation block, a clock generator, and a DAC control block in the FPGA.
The signal generation block was designed for a four-times-faster signal. The FPGA outputs eight
signals, which consist of cosine and sine, for two DACs. The output signals are input to each DAC
and mixed to four-times-faster signals in the MUX. The clock generator creates an internal clock using
an external clock for signal generation. The FPGA and DACs operate at 100 MHz and 1000 MHz
of the external clock, respectively. First, the FPGA start DACs using then 100 MHz clock. Then,
the DAC outputs the digital signal processing clock, which is divided by the 1000 MHz clock, to FPGA.
We modified the external clock to generate the desired signal. The DAC control block controls two
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DACs using several parameters. The parameters decide the phase shift, form of signal output, signal
timing, and clock dividing value. The phase shift select (PSS) shifts a phase from 0 to 7 clocks. This can
slightly adjust the phase so that the PSS is unsuitable for phase compensation. We propose a Simulink
block structure for phase compensation because the phase error is larger than tens of clocks and
randomly appears during RF modulation. The output clock division select (OCDS) controls the clock
by dividing by 2, 4, or 8. We used the OCDS to produce a 125 MHz data clock from a 1000 MHz
external clock. We used the OCDS for producing a 125 MHz data clock from a 1000 MHz external clock.
Since the DAC is manufactured to use data input from a quarter of an internal clock in a 4:1 multiplex
ratio, the data is read every two clock cycles. The MUX selects the multiplex rate. The MUX is set to
four into one in accordance with the proposed structure. We programed the software porting between
FPGA and DACs using very-high-speed-integrated-circuits hardware description language (VHDL).
FPGA outputs (I of 96 pins and Q of 96 pins) are connected with DAC input pins. DAC function pins
are also connected with the FPGA, so that we can control the DAC by modifying VHDL code.

One advantage of the MDDS is that the waveform generator can output a wide bandwidth waveform
using a relatively small clock at the FPGA. We used a 125 MHz clock to generate the waveform in the
FPGA, although the final output has 500 MHz of bandwidth, which is a four-times-faster performance.
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Figure 5. Proposed hardware architecture. The waveform generator consisted of one field
programmable gate array (FPGA), two digital analog convertors (DACs), a filter, etc. Xilinx ISE
was used to code very-high-speed-integrated-circuits hardware description language (VHDL), and
the program was uploaded to the FPGA using joint test action group (JTAG). A radio frequency (RF)
modulator converted to intermediate frequency (IF). We used an additional local oscillator (LO) to
up-convert the X-band.

2.3.2. Development of the MDDS Waveform Generator

The developed waveform generator based on the improved MDDS is depicted in Figure 6.
The width, length, and height of the waveform generator are 25, 17, and 4 cm, respectively. The weight
of the entire system containing the RF modulator is less than 4 kg. The waveform generator and the RF
modulator are separated into two layers to prevent signal inflow to each other. The developed system
improves the gain of spectral regrowth by more than 20 dB compared to the previous RF module
manufactured without shielding. The ripple decreases from more than 3 dB before to less than 1 dB
after shielding.
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in the quadrature modulator. The signal with an intermediate frequency is amplified once more to the
X-band (9.75 GHz). Frequency error, spectrum quality degradation, and high-power amplifier (HPA)
distortion are generated in this process. We compensated for the errors using pre-distortion in the
digital components.

3. Results

3.1. Simulation Results

Figures 7–9 illustrate the simulation results. Requirements of the pulse width and bandwidth were
12 µs and 500 MHz, respectively. Figure 7 illustrates the simulation results using conventional MDDS.
Figure 7a is the output signal, and Figure 7b is the phase value. The chirp waveform center illustrates
a non-central axis due to the phase error depicted in Figure 7b. The phase error is produced when the
MDDS is used because the phase timing of conventional DDS has been changed. To compensate for
the phase error, we added the CPE block, which can produce the ideal output.
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The output of MDDS with the compensated phase error is depicted in Figure 8. We confirmed
that the phase error is compensated for when comparing Figures 7a and 8a. In Figure 7b, the phase
center is above the centerline, but the phase center in Figure 8b fits the centerline. This enables MDDS
to produce the ideal output, and the center of the chirp waveform has the ideal value. Although the
ideal chirp waveform is applied to the hardware, the final waveform is changed due to distortion, such
as that caused by hardware characteristics and RF.

Figure 9 is an example of pre-distortion. The pre-distorted waveform is not ideal, but it can
minimize the phase error of the RF-modulated signal. We applied pre-distortion in nanosecond units
to the FPGA.

3.2. Hardware Output

Figure 10 illustrates the hardware output. An MSOX4104A (oscilloscope), which can measure
a bandwidth of up to 1 GHz and maximum 5 GSa/s, was used to accurately measure the time and
frequency of the waveform. Figure 10a–c correspond with Figures 7a, 8a and 9a. The left side of
each figure is the I+ signal, and the right side is the baseband one-side bandwidth (0–250 MHz).
The bandwidth measurements illustrate that compensation of phase error and pre-distortion do not
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affect the bandwidth quality because they only change the phase value, but do not affect the frequency.
Each result is the input to the RF modulator, as depicted in Figure 6, up-converted to the X-band
(9.75 GHz).Remote Sens. 2020, 12, 1431 11 of 17 
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Figure 10. Waveform generator output applying MDDS (a) before phase error compensation, (b) with
phase error compensation, and (c) with pre-distortion.

Figure 11 is the X-band (9.5–10 GHz) bandwidth measurement using an N9020A (spectrum
analyzer). Figure 11a–c correspond with Figure 10a–c. Figure 11a, which depicts the phase error,
and Figure 11b, which depicts the compensated phase center, shows 1.318 and 1.347 dBm of ripple,
respectively. Figure 11c, which depicts applying the pre-distortion, reveals a slightly improved ripple
to 0.974 dBm (red dotted line).

The 89600 VSA software was used to precisely measure the phase error time. The phase
compensated waveform and pre-distorted waveform are depicted in Figure 12a,b. The bottom right
of Figure 12a,b depict the phase error varying time (PET). Ranges for predistortion were selected by
analysis of the PET (Figure 12a). The 89600 VSA was set to measure 95% of the bandwidth of the pulse.
Start and end of the spectrum was excepted, so the ripple was not accurate in this software.
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Figure 11. The X-band (9.75 GHz) frequency spectrum (a) before phase error compensation, (b) with
phase error compensation, and (c) with pre-distortion.

Although the pre-distortion can be applied with several sections, the greater the number of sections,
the greater is the code complexity. Table 1 and Figure 13 are various ranges of the pre-distortion and
analysis results. The minimum, maximum, and mean results can change with the trigger timing of the
capture point. Variation and standard deviation were significantly improved in the pre-distortion result.
Table 1a (Figure 13a) represents phase error before applying the pre-distortion shown as Figure 10b.
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Although Figure 10b is close to the ideal waveform at the baseband, it has a wide fluctuation in phase
measurement at the X-band. We applied the pre-distortion to reduce this fluctuation. Since, the range
of the pre-distortion is limited due to its implementation, we focused on decreasing the maximum
phase error and increasing the minimum phase error. Table 1b–f (Figure 13b–f) are the results of phase
error compensation according to the pre-distortion range. Figure 13b (Table 1f) shows that the range
of 0~6 µs was compensated. Since wide range was selected, it is effective to reduce the variation.
Figure 13c (Table 1c) and Figure 13f (Table 1f) show the additional compensation for Figure 13b
(Table 1b), i.e., the multiple range compensation. Compared with Figures 13d and 13e (a single range
compensation), the number of range and the compensated value are not proportional. In particular,
in Table 1, row f, the variation and standard deviation are decreased to 34.0% and 58.4%, respectively.Remote Sens. 2020, 12, 1431 13 of 17 
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the pre-distortion result. Table 1a (Figure 13a) represents phase error before applying the pre-
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Figure 12. Detailed measurement for phase error analysis. (a) Phase compensation waveform;
(b) pre-distortion waveform in Figure 13f. Top left is the frequency spectrum at the X-band (9.75 GHz),
middle left is the detailed pulse table, and bottom left illustrates acquisition time (pulse repetition
interval was 576 µs). Upper right illustrates the frequency measurement over time from 9.5 to 10 GHz
(bandwidth of 500 MHz), and lower right illustrates the phase error varying time (pulse width of 12 µs).
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Figure 13. Results of pre-distortion for each section.

Table 1. Range of pre-distortion (PD) and analysis.

Range (µs) Minimum
(degree)

Maximum
(degree)

Mean
(degree)

Variation
(degree)

Standard Deviation
(degree)

(a) No PD −13.58 13.73 −1.80 29.79 5.45

(b) 0–6 −16.85 9.28 −3.66 19.17 4.37

(c) 0–6 + 7–8 −14.18 12.36 −1.66 15.47 3.93

(d) 7–8 −16.75 12.35 −3.09 22.20 4.71

(e) 7–9 −11.61 14.00 1.75 14.79 3.84

(f) 0–6 + 7–9 −14.98 8.01 −3.12 10.13 3.18

4. Discussion

This study began with a challenge to develop a discriminative SAR system that compares with
conventional memory-based or DDS-based waveform generators. Previously, a multiplier was used
to generate broadband, but this study illustrates that the waveform generator can generate a stable



Remote Sens. 2020, 12, 1431 14 of 16

wideband waveform at baseband with a varied shape by applying the proposed method. When the
baseband is up-converted to a high frequency, RF linearity is distorted and may cause spectrum and
phase noise. Several studies have been performed using RF linearity analysis of high-power amplifiers
in SAR and telemetry systems [21,23–25]. The use of the multiplier may amplify the various errors
generated at intermediate frequencies, but the proposed method in this study can directly generate
a high-performance wide bandwidth waveform. Furthermore, the proposed method should be able to
acquire high-resolution images of less than 30 cm by generating 500 MHz of bandwidth. Concerning
the direct coding of the FPGA, variables for many locations and observation environments can be used
and verified.

In addition to verifying the reliability of the waveform generator, a pulse-to-pulse correlation
analysis was performed. Generating a coherent waveform can reduce azimuth distortion and increase
the reliability of the reference signal [26,27]. Signals with phase error, signals with compensated error,
and pre-distorted signals were correlated, with the results demonstrating that a difference of 0.4%
exists in 90 signal samples.

Based on the results of this study, further studies are expected to develop and experiment with RF
demodulators, X-band ground-based SAR, and high-resolution images using UAV SAR.

5. Conclusions

Most SAR studies focus on SAR image application. However, it is difficult for researchers to
maintain their own SAR systems, and purchasing SAR images is cost-prohibitive. For commercial
data, it costs more than 2,000 USD for a standard strip-map image. If researchers have their own
SAR systems, they can easily obtain data for the region of interest. Although system development
requires significant time and cost, it is more efficient to have in-house development technology and
study the results. We have spent many years conducting research with the help of the national project.
L-band ground-based SAR, which has a bandwidth of 20 MHz at 1.27 GHz, was developed and tested
in [28,29]. A UAV with onboard X-band SAR was investigated and validated in this study.

The range resolution of SAR is determined by the bandwidth of the waveform. We generated
a wide bandwidth waveform using an improved MDDS and demonstrated that the proposed method
can decrease phase error and improve spectrum quality. We developed a waveform generator in
accordance with the proposed structure. Simulation results and hardware outputs were presented
for the procedure and compared to verify the developed system. The phase error produced in an
ideal waveform was divided into 1-µs units. We selected specific sections that have large phase errors
for the pre-distortion. However, there was a limit to dividing the number of sections because of
a trade-off between compensation gain and hardware efficiency. For future work, we will increase the
compensation gain and eliminate the vibration of the hardware to increase spectrum quality.
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