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Abstract: Hyperspectral image (HSI) classification plays an important role in the automatic
interpretation of the remotely sensed data. However, it is a non-trivial task to classify HSI accurately
and rapidly due to its characteristics of having a large amount of data and massive noise points.
To address this problem, in this work, a novel, semi-supervised, superpixel-level classification method
for an HSI was proposed based on a graph and discrete potential (SSC-GDP). The key idea of the
proposed scheme is the construction of the weighted connectivity graph and the division of the
weighted graph. Based on the superpixel segmentation, a weighted connectivity graph is constructed
usingthe weighted connection between a superpixel and its spatial neighbors. The generated graph is
then divided into different communities/sub-graphs by using a discrete potential and the improved
semi-supervised Wu–Huberman (ISWH) algorithm. Each community in the weighted connectivity
graph represents a class in the HSI. The local connection strategy, together with the linear complexity
of the ISWH algorithm, ensures the fast implementation of the suggested SSC-GDP method. To prove
the effectiveness of the proposed spectral–spatial method, two public benchmarks, Indian Pines and
Salinas, were utilized to test the performance of our proposal. The comparative test results confirmed
that the proposed method was superior to several other state-of-the-art methods.

Keywords: hyperspectral image; superpixel; weighted connectivity graph; discrete potential;
semi-supervised classification

1. Introduction

With the rapid development of hyperspectral remote sensing, computers, and communication
technology, a large number of hyperspectral data containing hundreds of narrow spectral bands and
rich spatial information have been collected in the past few decades. Compared with multispectral
images, a hyperspectral image (HSI) with detailed spectral information and abundant spatial texture
significantly improves its identification ability for land cover and is thus widely applied to various fields,
such as ocean exploration, environmental monitoring, urban planning, and others [1–3]. However,
it is still a challenging problem regarding how to classify HSI quickly and accurately in the field of
remote sensing because of its characteristics of high dimension, a large amount of data, and massive
noise pixels.

In the remote sensing literature, feature extraction and feature selection are two groups of effective
dimensionality-reduction techniques to cope with a high dimensional HSI. Some feature extraction
methods are principal component analysis (PCA) and its various improved versions [4–6], locally linear
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embedding [7], linear discriminantanalysis [8], and so on. Typical feature selection approaches include
techniques based on the optimization algorithm [9,10], as well as those that are geometry-based [11]
and clustering-based [12]. As an important preprocessing step for HSI classification, these methods
not only effectively improve the speed of the classification algorithm, but also avoid the occurrence of
Hughes’ phenomenon (the classification accuracy shows a tendency of first rising and then decreasing
with the increase of the number of bands). At the same time, the volume of the HSI decreases sharply
when reducing the dimensionality of pixels.

To manage the problem of noisy data, the spatial structure information of pixels is considered in the
classification process. In the discontinuity-preserving relaxation [13], guided filter [14], and recursive
filtering [15] methods, spatial information is used to de-noise the raw HSI while attempting to maintain
a class boundary. The Markov random field technique [16,17] adopted a fixed-size window centered
on the tested pixel to smooth the data. A large number of experimental results demonstrate that these
methods can significantly improve the classification accuracy.

For the problem of the large amount of data of an HSI, it is natural to classify hyperspectral
images by using machine learning methods, such as a support vector machine [18,19] and multinomial
logistic regression [13], among others. Generally speaking, spectral information alone does not
yield satisfactory classification results. As such, spatial information provided by the HSI itself is
gradually integrated into classifiers. In multiple kernel technology [20,21], the similarity between
two pixels was measured better by combining the spatial information with the spectrum of pixels.
Additionally, some spectral–spatial classification methods also incorporated spatial information into
other techniques to improve the classification performance, such as sparse representation [22,23] and
low-rank representation [24,25].

Among various spectral–spatial classification approaches, superpixel-based HSI classification
methods have recently attracted increasingly more attention in remote sensing [26–30]. Superpixels are
the homogeneous regions containing a set of spatially adjacent pixels with similar textures and colors.
Moreover, the shape and size of a superpixel can be adaptive according to the local structures of the
image. Superpixel segmentation algorithms include entropy rate superpixel segmentation (ERS) [31],
simple linear iterative clustering (SLIC) [32], seeds [33], watersheds [34], and so on. Superpixel
homogeneity implies that the pixels within a superpixel are more likely to belong to the same class.
A majority of HSI classifiers based on superpixels make full use of superpixel homogeneity to correct
the pre-classification results obtained using the pixel-wise classification algorithms. As a result, the
classification accuracy is greatly improved. Recently, based on an affine hull model and singular value
decomposition, Lu et al. [35] defined a set-to-set distance and proposed a spectral–spatial classification
method for an HSI at the superpixel level. Tu et al. [36] suggested another superpixel-level HSI
classification process. The distance between two superpixels was calculated by selecting partial pixels
from each superpixel. Very recently, Xie et al. proposed an effective superpixel-level classification
method by introducing a new similarity between superpixels and using the k-nearest neighbor (KNN)
rule [37]. In the superpixel-level HSI classifiers, each superpixel is regarded as a new sample such that
the volume of hyperspectral data can be greatly reduced. It implies that the classification process will
likely be completed in a shorter time. Thus, it is worth trying to develop new superpixel-level HSI
classification methods in the field of remote sensing.

Graph is a powerful tool for data representation. In remote sensing, the graph-based methods have
previously been investigated to classify hyperspectral data [38–42]. Camps-Valls et al. first introduced a
semi-supervised, graph-based classification method for an HSI [43]. They adopted different spectral and
spatial kernels to construct pixel-based weighted graphs. Gao et al. presented a bi-layer, graph-based
learning method to classify an HSI with a limited number of labeled pixels [44]. Cui et al. [45]
utilized extended label propagation and a rolling guidance filter to develop a semi-supervised HSI
classification method. This method adopted a graph-based label propagation algorithm to predict
the pixel labels and modified some mislabeled pixels using superpixels. Taking each superpixel as a
node, Sellars et al. [46] proposed a graph-based learning framework for HSI classification. The final
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classification was completed using a local and global consistency algorithm. In most of the existing
graph-based classification methods, the construction of graphs is at the pixel level, except for the
method proposed by Sellars et al. [46]. Generally speaking, the classification result and speed of these
graph-based methods depend largely on the construction and partitioning of the graph. Therefore, it is
of great importance to put forward new superpixel-based methods for graph construction and fast
graph division techniques.

Deep-learning-model-based HSI classification methods have been extensively studied in recent
years [47]. Early work on HSI classification using deep learning techniques can be traced back to the
deep model based on stacked auto-encoders [48]. Adopting the convolutional kernels automatically
learned from HSI, Ding et al. [49] introduced an HSI classification approach using convolutional
neural networks. Based on the convolutional neural network and a generative adversarial network,
Chen et al. designed a semi-supervised, fine-grained classifier and demonstrated the effectiveness of
their method on an Indian Pines dataset [50]. Combined with band selection, Sellami et al. proposed a
semi-supervised HSI classification method based on a 3D-convolutional auto-encoder [51].

Graphs are also known as complex networks in computer science and physics. Several facts
show that complex networks commonly have a significant feature, namely, a community structure.
Although there is no universally accepted formal definition of the community at present, a community
is generally considered to be a sub-network in which the nodes in a community are densely linked to
each other and the connections between the communities are sparse [52]. For an HSI classification,
such a community can be regarded as a class in a hyperspectral dataset. In many community detection
methods [53–56], the unsupervised Wu–Huberman algorithm (UWH), based on a discrete potential [55],
is a powerful algorithm used to effectively discover communities in complex networks because of
its fast performance. However, several assumptions of the UWH limit its application. Therefore,
we hereby attempt to improve the UWH to be a semi-supervised method to accomplish the task of
community detection in weighted connected networks.

To address the aforementioned problems, this study suggests a semi-supervised superpixel-level
HSI classification method based on a graph and discrete potential (SSC-GDP), aiming at classifying
HSIs accurately and quickly. In the proposed classification scheme, each superpixel is viewed as a node
in a graph. This leads to a significant reduction in the volume of the hyperspectral data to be classified.
Subsequently, we link each superpixel to its spatial neighbors to construct a weighted connectivity
graph. The weight of each edge represents the affinity of a superpixel and its neighbors. Communities
in the constructed weighted connectivity graph are detected using the improved semi-supervised
Wu–Huberman algorithm (ISWH). Finally, the HSI classification is completed by mapping each
community in the generated graph to a class of an HSI. The sparseness of the generated graph and the
linear complexity of the ISWH ensure the fast implementation of the proposed classification scheme.
This method is a novel attempt at applying community detection techniques to solve the problem
of remote sensing data classification. Experimental results confirm the effectiveness of the proposed
classification scheme. In summary, this work makes the following contributions:

(1) A novel, semi-supervised, superpixel-level classification scheme for HSI is proposed based on a
discrete potential technique, which is an effective superpixel graph-based method.

(2) It is the first time that the discrete potential technique is adopted to classify HSIs.
(3) The unsupervised Wu–Huberman algorithm is improved to be a semi-supervised method to

better detect communities hidden in weighted connectivity graphs.
(4) Unlike existing superpixel-based methods, the proposed classification algorithm works on the

whole HSI image, not just the reference data.
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2. Methodology

In this section, we describe the classification framework we propose in detail. It involves three
main parts, that is, the superpixel segmentation, the construction of the weighted graph, and the
community detection in the generated graph. The proposed method is illustrated in Figure 1.
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Figure 1. The proposed classification framework. The base image is generated using the first principal
component from the PCA method. For clarity, the weights of each edge are omitted in the constructed
graph and community structure. ERS: Entropy rate superpixel segmentation, HSI: Hyperspectral image,
ISWH: Improved semi-supervised Wu–Huberman algorithm, PCA: Principal component analysis.

2.1. Superpixel Segmentation

Let HSI = {x1, x2, · · · , xn} ⊂ RB be a hyperspectral dataset with n pixels and B bands.
The superpixel segmentation of an HSI is used to partition the HSI into different non-overlapping
regions with an adaptive size and shape such that in each region, the spectrum of the pixels is as similar
as possible and the position of the pixels is as a spatially nearest neighbor. It can be mathematically
expressed as:

HSI = ∪m
i=1Si, Si ∩ S j = ∅, i , j; i, j = 1, 2, . . . , m, (1)

where Si is a superpixel containing ni pixels and m is the number of superpixels.
Hyperspectral data with hundreds of spectral bands do not allow us to partition HSI into

superpixels by directly using the classical superpixel segmentation algorithms. This is because the
classical superpixel segmentation methods were originally designed to segment color images and
its workspace has a dimension of no more than three dimensions. Therefore, to split an HSI into
superpixels, it is necessary to carry out a dimension reduction on the HSI in advance. In this study, we
chose the popular unsupervised PCA method to reduce the dimension of an HSI and take the first
principal component to generate the base image since the first principal component contains abundant
information about the original hyperspectral data.

Plenty of works have demonstrated that as a popular segmentation method, the graph-based
ERS method [31] has commonly been used in superpixel segmentation of HSIs [20,27,36] due to its
advantages of better performance in terms of efficiency and effectiveness. Thus, the ERS segmentation
method was used in our proposal to effectively generate a superpixel map. Alternatively, as one of
the recommended six practical algorithms [57], a popular SLIC algorithm [26,30] can also be adopted
to replace the ERS in our proposal because of its advantage of good adherence to class boundaries.
However, this would involve more computational costs. There is no significant difference between the
classification results obtained using ERS and SLIC methods in our proposed classification scheme.
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In the graph-based ERS method, the base image generated by the first principal component is first
mapped to a graph. Each pixel in the base image is treated as a node and the similarity between a
pair of pixels is considered as the weight of an edge. For the user-predefined number of superpixels
m user-predefined, the ERS method will partition the graph into more than m disjoint subsets Si by
clustering and optimizing the following objective function with respect to the selected edge set A: max

A
[H(A) + λB(A)],

s.t. A ⊆ E and NA ≥ m,
(2)

where H(A) is the entropy rate term that is responsible for the compactness and homogeneity of the
obtained subset, B(A) is the balancing function that facilitates the generation of the subsets with the
approximate same size, E is the edge set of the graph, NA denotes the number of connected subgraphs
in the graph, and λ is the weight of the balancing term. The greedy algorithm can be used to solve
the optimization problem in Equation (2). A detailed description of the ERS method can be found in
Liu et al. [31]. The procedure for the generation of the superpixels of HSI is illustrated in Figure 1.

2.2. The Construction of the Weighted Connectivity Graph

A large amount of work has proved that graph-based methods are popular and effective
techniques in HSI classification [38–46] because graphs have the advantage of an amazing and flexible
data presentation. In the graph-based HSI classification methods, nodes in the generated graph can
represent pixels [38–45] or superpixels [46]. Considering superpixels as nodes in a graph implies a
sharp reduction in the volume of the constructed graph. In other words, it is possible to quickly divide
a graph into non-overlapping subgraphs. While doing so, it is natural that the superpixels obtained
using the ERS method are regarded as nodes in the constructed graph.

In the graph-based classification methods, the construction of a graph is essential because the
classification result is closely related to it. The two commonly used ways to generate graphs in machine
learning are the k-nearest neighbors method and the ε-neighborhood technique. Notably, unlike other
datasets, hyperspectral datasets contain massive amounts of spatial information in addition to a large
amount of spectral information. This means that we can use the spectral features of pixels, together
with the spatial information provided by superpixels, to construct graphs. Additionally, the closeness
between nodes and the sparseness of the constructed graph are favorable for fast and accurate graph
division. Starting from this idea, we introduce the following method for generating the desired graph.

Suppose that G = (V, E, W) is a weight graph, where V = {v1, v2, · · · , vm} is the set of nodes such
that each node represents a superpixel, E is a collection of edges connecting a pair of nodes, and W is a
weight set. In this work, we took the following steps to construct the weighted connectivity graph
we needed:

(i) For the computation of the distance between two spatially adjacent superpixels, assume that
superpixels Si and S j are spatially adjacent. Based on B bands’ worth of information of the pixel xi

and the spatial information of superpixel S j, calculate the Euclidean distance d
(
xi, S j

)
from a pixel

xi ∈ Si to superpixel S j using the local mean-based pseudo-nearest-neighbor rule (LMPNN) [37,58].
Then, sort them in ascending order, denoted as d

(
x′1, S j

)
≤ d

(
x′2, S j

)
≤ · · · ≤ d

(
x′ni

, S j
)
. The distance

from superpixel Si to superpixel S j can be defined as:

d
(
Si, S j

)
=

ni∑
h=1

1
h

d
(
x′h, S j

)
(3)
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(ii) For the calculation of weights, calculate the weights between a superpixel Si and all its ki spatial
neighbors Si,1, Si,2, · · · , Si,ki using Equation (4):

wi, j = d−1
(
Si, Si, j

)
/
∑ki

h=1
d−1

(
Si, Si,h

)
, j = 1, 2, · · · , ki (4)

(iii) For the construction of the weighted graph, connect each superpixel Si to its ki spatial neighbors
with the weights:

Wi, j =

 max
{
wi, j, w j,i

}
, if vi and v j are closest neighbors to each other,

wi, j ×w j,i, otherwise.
(5)

Here, v j is the closest neighbor of vi if (1) v j is one of the neighbors of vi, and (2) after sorting
w j,i

(
i = 1, 2, · · · , k j

)
and w j,i

(
i = 1, 2, · · · , k j

)
in descending order, wi, j is located in the first half

of the w j,i sequence and w j,i is also in the first half of the wi, j sequence.

The graph generated using Equation (5) is a weighted connectivity graph because we have
not considered whether these superpixels only contain reference data in the process of connecting
nodes. This means that reference data, together with the background pixels, will be involved in the
classification process. Although doing so may have an effect on the classification results and increase
the computation time, from an application perspective, the proposed method will be easy to use for
solving other practical problems in remote sensing.

2.3. The Discrete Potential and the Improved Semisupervised Wu–Huberman Algorithm

For a given graph G, by connecting one node in the graph to the anode of a battery and the other
node to the negative pole, the graph G can be represented as an electric circuit, with each edge acting
as a resistance. In the UWH method [55], two nodes (distance > 2) were chosen randomly to attach
to a battery with a fixed voltage. The potential/voltage of each node could be calculated by solving
Kirchhoff’s equations under the assumption that each edge has the same resistance and the fixed
voltageswere1 and 0. The voltage of each node is updated for the number of times specified by the
user. These voltages should stay between 0 and 1. Supposing that each community was approximately
equal in size, two communities will be detected by using a certain threshold or a maximum voltage
gap. To correct errors caused by random selection, this process is repeated many times and the final
result is determined by the majority voting rule. Similarly, multiple communities are found one by one
according to the above process. The complexity of the UWH algorithm is about O(r(|V|+|E|)), where r
is the number of repetitions. For a detailed description of the UWH method, interested readers may
consult Wu and Huberman [55].

Note that the assumptions of each edge with the same resistance and each community with
approximately equal volumes limit the application of the UWH method. Additionally, it is also difficult
to select an optimal threshold or find an ideal voltage gap, especially for a graph with a fuzzy or
diverse community structure. To address these drawbacks, we hereby improve the UWH method
to be a semi-supervised Wu–Huberman method such that the communities hidden in the weighted
connectivity graph (WCG) will be detected better.

Supposed that there are C communities in a WCG and b nodes are labeled in each community.
The basic idea of the improvement is to first generate C electric circuits and then physically compute
C potentials for each unlabeled node in turn in terms of the ISWH. By comparing these C potentials,
we finally decide which community the unlabeled node belongs to. Specifically, the graph is called the
electric circuit generated by the c-label, where the potentials of the b nodes with label c are assigned a
value of 1 and the potentials of the remaining labeled nodes (with labels other than c) are assigned a
value of 0. The current will flow from the high potential to the low potential through each edge in
the WCG.
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According to Kirchhoff’s node equation and Ohm’s law:

∑ki

j=1
I j =

∑ki

j=1

Pc
j − Pc

i

W−1
i, j

= 0, (6)

where I j is the current flowing from v j to vi, ki is the number of neighbors of node vi, Wi, j denotes the
weight between vi and v j, and Pc

i represents the potential of node vi in the electric circuit generated
by the c-label. In Equation (6), W−1

i, j is used as the resistance instead of Wi, j. Because a larger Wi, j
shows that nodes vi and v j have a close neighbor relationship, they are more likely to belong to the
same community. From a potential perspective, this means that there should be a small voltage drop
between them. In the electric circuit generated by the c-label, the potential of each unlabeled node vi
will be obtained by rewriting Equation (6) into the following form:

Pc
i =

ki∑
j=1

Wi, jPc
j/

ki∑
j=1

Wi, j (7)

That is, the potential of an unlabeled node is the weighted average of the potentials of its neighbors.
Starting from b nodes with label c, we apply the breadth-first search algorithm of the graph,

as well as Equation (7), to calculate Pc
i of each unlabeled node vi one by one in the electric circuit

generated by the c-label. Pc
i is then constantly updated by repeating this process many times. As a

result, the potentials of unlabeled nodes belonging to the cth community gradually approach 1 due
to the influence of b nodes with a unit potential. When c varies from 1 to C, we obtain C ordered
potentials of each unlabeled node vi, e.g., P1

i , P2
i , · · · , PC

i . Pc
i is between 0 and 1, which reflects the

relationship between node vi and the cth community. Finally, the label of node vi is assigned according
to the following equation:

Label(vi) = arg max
1≤c≤C

Pc
i (8)

The process of community detection using the ISWH method is shown in Figure 2. For simplicity,
each edge in the network is assigned the same weight. There are two apparent communities in this
network. Taking the gray node as an example, it is assigned to the left community by comparing its
two potentials 0.77 and 0.11, as well as according to Equation (8). Similarly, the remaining unlabeled
nodes are classified one by one, and two communities are effectively detected.Remote Sens. 2020, 3, x FOR PEER REVIEW  8 of 20 

 

   
(a) (b) (c) 

Figure 2. The process of discovering community structures using theISWH method. The digit in 285 
each circle represents the potential of the node. A red digit indicates that the labeled node has a 286 
known potential. (a) Anetwork of nine nodes with two communities. (b,c) Potential of each node 287 
obtained after five successive updates by assigning different initial values to the corresponding two 288 
labeled nodes. 289 

In the ISWH, it takes O(𝑘௜)time to calculate the potential of each unlabeled node;therefore, the 290 
total time spent in each repetition is about O(|E|).Initializing the potential of all nodes needs O(|V|) 291 
time. The complexity of the ISWH algorithm is about O(rC(|V|+|E|)). The number of nodes |V| in 292 
graph G is the number of superpixelsm. The number of edges |E| is approximatelya multiple of m 293 
because we only connect a superpixel to its 𝑘௜spatial neighbors. Therefore, the ISWHapproximately 294 
takesO(rCm)to complete the community discovery. 295 

2.4. The Proposed SSC-GDP Method 296 
To objectively prove the validity of the proposed method,we randomly labeledb pixels in each 297 

classinstead of bsuperpixelsdue to the good feasibility of the pixel-wiselabeling method in practical 298 
applications.According to the homogeneity of a superpixel, thesuperpixelacquiresthe label once 299 
oneor more of its pixelsarelabeled.Because superpixel segmentation is not always perfect, two or 300 
more pixels may be labeled with differentlabels within the same superpixel. Inthis case, we 301 
adoptedthe majority voting rule to label it.Furthermore, it isalso possible for a superpixelto contain 302 
more than two labeled pixels with the same label. In other words,the actual number of labeled 303 
superpixels is less than or equal to bin each class (the number of labeled nodes per community is 304 
not greater thanb). 305 

By converting the problem of label propagation in the graph into the potential transmission 306 
process in the electric circuit, the proposed method realizes HSIclassification with the help of the 307 
community detection technique in complex networks.The proposed classification method is 308 
summarized below. 309 

Input: HSI; b—the number of labeled pixels per class; m—the number of superpixels; r—the 310 
number of repetitions; C—the number of classes; t = 0. 311 

Output: Classification result. 312 
Step 1: Call the ERS algorithm to segment the HSI into superpixels. 313 
Step 2: Construct the weighted connectivitygraph using Equations (3)–(5). 314 
Step 3:for c=1 to C 315 
{generate the electric circuit using the c-label. 316 
Do update the potential 𝑃௜௖ of each unlabeled node 𝑣௜ in the generated electric circuit through 317 

the breadth-first search algorithm of the graph, as well as Equation (7), t = t+1, while t < r 318 
Step 4: Assign the label of node 𝑣௜ according to Equation (8). 319 

3. Results 320 

3.1. Experimental Setup 321 
To evaluate the effectiveness of the proposed SSC-GDP algorithm, we tooktwo 322 

AirborneVisible/Infrared Imaging Spectrometer (AVIRIS) datasets, namely an Indian Pines image 323 
and a Salinas image, as examples in our experiments. These two benchmark images are widely used 324 
to test the performance of HSI classification methods. 325 

3.1.1. Data Description 326 

Figure 2. The process of discovering community structures using the ISWH method. The digit in each
circle represents the potential of the node. A red digit indicates that the labeled node has a known
potential. (a) A network of nine nodes with two communities. (b,c) Potential of each node obtained after
five successive updates by assigning different initial values to the corresponding two labeled nodes.

In the ISWH, it takes O(ki) time to calculate the potential of each unlabeled node. Therefore, the
total time spent in each repetition is about O(|E|). Initializing the potential of all nodes needs O(|V|)
time. The complexity of the ISWH algorithm is about O(rC(|V|+|E|)). The number of nodes |V| in graph
G is the number of superpixels m. The number of edges |E| is approximately a multiple of m because
we only connect a superpixel to its ki spatial neighbors. Therefore, the ISWH approximately takes
O(rCm) to complete the community discovery.
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2.4. The Proposed SSC-GDP Method

To objectively prove the validity of the proposed method, we randomly labeled b pixels in each
class instead of b superpixels due to the good feasibility of the pixel-wise labeling method in practical
applications. According to the homogeneity of a superpixel, the superpixel acquires the label once one
or more of its pixels are labeled. Because superpixel segmentation is not always perfect, two or more
pixels may be labeled with different labels within the same superpixel. In this case, we adopted the
majority voting rule to label it. Furthermore, it is also possible for a superpixel to contain more than
two labeled pixels with the same label. In other words, the actual number of labeled superpixels is less
than or equal to b in each class (the number of labeled nodes per community is not greater than b).

By converting the problem of label propagation in the graph into the potential transmission process
in the electric circuit, the proposed method realizes HSI classification with the help of the community
detection technique in complex networks. The proposed classification method is summarized below.

Input: HSI; b—the number of labeled pixels per class; m—the number of superpixels; r—the
number of repetitions; C—the number of classes; t = 0.

Output: Classification result.

Step 1: Call the ERS algorithm to segment the HSI into superpixels.
Step 2: Construct the weighted connectivity graph using Equations (3)–(5).
Step 3: for c = 1 to C

{generate the electric circuit using the c-label.
Do {update the potential Pc

i of each unlabeled node vi in the generated electric circuit through
the breadth-first search algorithm of the graph, as well as Equation (7), t = t + 1}
while t < r}

Step 4: Assign the label of node vi according to Equation (8).

3. Results

3.1. Experimental Setup

To evaluate the effectiveness of the proposed SSC-GDP algorithm, we took two Airborne
Visible/Infrared Imaging Spectrometer (AVIRIS) datasets, namely an Indian Pines image and a Salinas
image, as examples in our experiments. These two benchmark images are widely used to test the
performance of HSI classification methods.

3.1.1. Data Description

Regarding the Indian Pines dataset, the Indian Pines image, acquired using the AVIRIS sensor
in June 1992, covers the agricultural Indian Pines test site of Northwestern Indiana. The image has
220 bands of size 145 × 145, with a spatial resolution of 20 m per pixel and a spectral range from 0.4 to
2.5 µm. In our experiments, 20 water absorption bands were discarded. The ground truth contains
16 classes from different types of crops and a total of 10,249 labeled pixels (reference data). This is a
disequilibrium data set where different classes vary greatly in size. The false-color composite image
and the corresponding reference data of the Indian Pines dataset are represented in Figure 3 and
Table 1, respectively.

Regarding the Salinas dataset, the Salinas image was also acquired using the AVIRIS sensor over
Salinas Valley, CA, USA. The image is of size 512 × 217 × 224, with a spatial resolution of 3.7 m per
pixel. As with the Indian Pines image, 20 water absorption spectral bands were removed. It contains
16 different classes and 54,129 labeled pixels (reference data). The main challenge for this dataset is
the accurate division between the 8th class and the 15th class because their spectral features are very
similar. Figure 4 and Table 1 show the false-color composite image and the corresponding ground
truth data, respectively, of the Salinas dataset.
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Table 1. Ground-truth classes for the Indian Pines and Salinas datasets.

Indian Pines Salinas
Class Name Pixels Class Name Pixels

1 Alfalfa 46 1 Brocoli_green_weeds_1 2009
2 Corn-notill 1428 2 Brocoli_green_weeds_2 3726
3 Corn-mintill 830 3 Fallow 1976
4 Corn 237 4 Fallow_rough_plow 1394
5 Grass-pasture 483 5 Fallow_smooth 2678
6 Grass-trees 730 6 Stubble 3959
7 Grass-pasture-mowed 28 7 Celery 3579
8 Hay-windrowed 478 8 Grapes_untrained 11,271
9 Oats 20 9 Soil_vinyard_develop 6203
10 Soybean-notill 972 10 Corn_senesced_green_weeds 3278
11 Soybean-mintill 2455 11 Lettuce_romaine_4wk 1068
12 Soybean-clean 593 12 Lettuce_romaine_5wk 1927
13 Wheat 205 13 Lettuce_romaine_6wk 916
14 Woods 1265 14 Lettuce_romaine_7wk 1070
15 Buildings-Grass-Trees-Drives 386 15 Vinyard_untrained 7268
16 Stone-Steel-Towers 93 16 Vinyard_vertical_trellis 1807

3.1.2. Evaluation Protocol

For all experiments carried out in this work, each one was independently repeated 10 times; the
average and standard deviation are reported in Tables 2 and 3. Three commonly used evaluation
criteria—overall accuracy (OA), average accuracy (AA), and the kappa coefficient (κ)—were adopted
to evaluate the performance of each HSI classification method.
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Table 2. Classification accuracy (in percent) of the eight methods used on the Indian Pines image. EPF: edge-preserving filters, IFRF: image fusion and recursive
filtering, LORSAL: logistic regression via variable splitting and augmented Lagrangian, SMLR-S: sparse multinomial logistic regression with a spatially adaptive total
variation regularization, SCMK: superpixel-based classification via multiple kernels, SuperPCA: superpixel-wise PCA, SVM-SD: support vector machine based on
superpixel and discontinuity-preserving relaxation. OA: overall accuracy, AA: average accuracy, κ: kappa coefficient.

Class EPF IFRF LORSAL SMLR-S SCMK SuperPCA SVM-SD Ours

1 99.03 ± 1.56 99.68 ± 1.02 88.39 ± 2.25 94.19 ± 1.36 96.78 ± 3.4 96.77 ± 3.4 92.58 ± 2.66 100 ± 0
2 45.33 ± 12.9 70.32 ± 9.2 36.74 ± 0.23 51.47 ± 0.2 69.23 ± 9.15 70.59 ± 13.74 64.46 ± 10.01 95.84 ± 1.92
3 63.9 ± 6.15 79.31 ± 8 51.96 ± 0.37 66.28 ± 0.29 72.77 ± 6.4 71.6 ± 13.1 80.04 ± 8.26 95.62 ± 2.21
4 94.23 ± 7.38 86.89 ± 6.85 48.33 ± 1.2 99.55 ± 0 88.69 ± 9.49 84.41 ± 11.58 78.74 ± 9.71 94.9 ± 8.06
5 88.76 ± 4.99 83.74 ± 7.02 69.59 ± 0.47 70.45 ± 0.48 87.29 ± 4.91 86.32 ± 6.22 78.8 ± 10.43 99.43 ± 0.99
6 97.02 ± 3.1 94.34 ± 2.75 86.43 ± 0.22 98.21 ± 0.09 96.9 ± 3.55 75.96 ± 12.33 96.77 ± 4.71 100 ± 0
7 93.85 ± 3.24 100 ± 0 96.92 ± 3.97 100 ± 0 96.16 ± 4.05 95.38 ± 3.97 100 ± 0 100 ± 0
8 98.23 ± 3.06 100 ± 0 86.37 ± 0.24 100 ± 0 99.53 ± 0.14 98.6 ± 3.07 91.92 ± 4.61 100 ± 0
9 100 ± 0 100 ± 0 70 ± 25.39 100 ± 0 100 ± 0 100 ± 0 100 ± 0 100 ± 0
10 70.41 ± 12.08 88.72 ± 4.55 69.75 ± 0.25 92.15 ± 0.1 78.43 ± 7.05 71.67 ± 8.05 88.14 ± 5.18 93.48 ± 5.77
11 69.04 ± 6.28 64.02 ± 8.01 39.89 ± 0.14 64.98 ± 0.1 68.99 ± 6.72 61.09 ± 20.52 64.38 ± 7.13 93.78 ± 2.14
12 64.98 ± 18.94 76.65 ± 5.31 57.56 ± 0.56 80.99 ± 0.38 71.69 ± 6.04 71.75 ± 6.65 66.09 ± 18.52 85.41 ± 2.45
13 99.37 ± 0.33 99.47 ± 0.25 97.11 ± 0.28 100 ± 0 97.16 ± 1.84 98.42 ± 1.11 97.84 ± 3.05 96.84 ± 2.74
14 87.62 ± 9.72 90.3 ± 6.63 93.12 ± 0.05 99.92 ± 0 94.99 ± 3.24 68.05 ± 12.13 76.28 ± 12.99 100 ± 0
15 73.32 ± 10.02 94.99 ± 3.68 33.29 ± 0.96 59.46 ± 0.84 87.41 ± 5.32 83.91 ± 13.53 89.06 ± 8.89 100 ± 0
16 99.74 ± 0.54 98.98 ± 0.54 79.36 ± 2.37 100 ± 0 97.95 ± 2.02 95.26 ± 7.65 95.26 ± 3.48 88.46 ± 11.1
OA (%) 74.95 ± 3.16 82.41 ± 2.39 59.63 ± 0.52 77.79 ± 2.51 83.07 ± 1.82 81.79 ± 3.03 81.54 ± 1.79 96.19 ± 0.55
AA (%) 84.05 ± 6.27 89.21 ± 3.99 69.05 ± 2.43 86.1 ± 0.24 87.75 ± 4.58 83.11 ± 8.57 85.02 ± 6.85 96.49 ± 2.34
κ 0.72 ± 0.03 0.80 ± 0.03 0.55 ± 0.01 0.75 ± 0.03 0.81 ± 0.02 0.79 ± 0.03 0.79 ± 0.02 0.96 ± 0.01
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Table 3. Classification results (in percent) of various classifiers used on the Salinas dataset.

Class EPF IFRF LORSAL SMLR-S SCMK SuperPCA SVM-SD Ours

1 99.79 ± 0.47 100 ± 0 96.04 ± 1.95 99.9 ± 0 100 ± 0 100 ± 0.31 99.44 ± 0.02 100 ± 0
2 99.78 ± 0.16 99.16 ± 0.62 84.67 ± 0.97 100 ± 0 99.77 ± 0.03 89.62 ± 0.38 99.74 ± 0.01 100 ± 0
3 84.27 ± 3.93 100 ± 0 87.65 ± 3.11 96.96 ± 0.03 97.84 ± 2.66 95.84 ± 3.58 76.12 ± 0.05 100 ± 0
4 99.67 ± 0.12 97.23 ± 1.26 94.8 ± 1.68 99.28 ± 0.02 99.39 ± 0.57 90.39 ± 0.62 96.04 ± 0.03 98.66 ± 1.22
5 99.21 ± 0.34 98.97 ± 0.43 91.99 ± 1.6 99.03 ± 0.02 97.11 ± 0.87 96.6 ± 1.51 97.64 ± 0.04 97.12 ± 0.73
6 99.98 ± 0.01 99.88 ± 0.05 77.61 ± 0.08 100 ± 0 99.63 ± 0.25 81.5 ± 0.5 99.48 ± 0.02 99.77 ± 0.13
7 99.72 ± 0.03 99.75 ± 0.12 83.62 ± 0.18 99.97 ± 0 99.17 ± 0.11 89.37 ± 0.38 99.06 ± 0.01 100 ± 0
8 76.81 ± 12.82 74.48 ± 9.73 62.41 ± 3.13 84.27 ± 0.02 77.11 ± 7.71 80.04 ± 4.87 84.47 ± 0.02 98.98 ± 0.77
9 98.98 ± 0.26 99.98 ± 0 68.17 ± 0.54 100 ± 0 96.77 ± 2.4 81.75 ± 2.37 70.75 ± 0.01 99.75 ± 0.56
10 90.43 ± 3.83 99.69 ± 0.27 75.48 ± 1.2 93.45 ± 0.04 91.19 ± 3.67 84.86 ± 1.31 88.9 ± 0.07 96.89 ± 2.76
11 98.2 ± 1.65 92.87 ± 2.93 85.33 ± 0.39 99.82 ± 0.03 97.07 ± 2.54 92.68 ± 2.35 47.68 ± 0.04 97.23 ± 4.11
12 100 ± 0 99.19 ± 1.56 78.35 ± 0.83 99.84 ± 0.01 97.84 ± 3.26 87.24 ± 1.32 33.86 ± 0.02 87.73 ± 3.38
13 97.8 ± 0.42 88.42 ± 6.85 98.12 ± 0.05 98.23 ± 0.05 98.04 ± 0.31 98.11 ± 0.94 91.64 ± 0.05 98.3 ± 0.61
14 94.36 ± 2.16 93.54 ± 1.64 89.39 ± 2.63 99.9 ± 0.01 95.86 ± 1.84 90.17 ± 1.64 97.7 ± 0.07 92.23 ± 6.39
15 70.85 ± 13.47 86.26 ± 9.58 63.46 ± 1.27 76.32 ± 0.03 83.76 ± 7.15 71.87 ± 1.51 81.2 ± 0.03 98.15 ± 0.73
16 95.5 ± 3.57 98.83 ± 0.4 88.51 ± 2.06 99 ± 0.02 98.22 ± 2.05 95.28 ± 2.04 97.62 ± 0.04 100 ± 0
OA (%) 89.53 ± 1.87 92.06 ± 2.07 75.50 ± 2.12 92.87 ± 0.01 92.87 ± 1.29 84.71 ± 3.27 85.34 ± 0.01 98.46 ± 0.21
AA (%) 94.08 ± 2.7 95.52 ± 2.22 82.85 ± 1.35 96.62 ± 0.02 95.55 ± 2.21 89.08 ± 1.6 85.08 ± 0.03 97.8 ± 1.34
κ 0.88 ± 0.02 0.91 ± 0.02 0.73 ± 0.02 0.92 ± 0.01 0.92 ± 0.01 0.83 ± 0.04 0.83 ± 0.01 0.98 ± 0.002
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The classification results of the proposed SLC-DP method were visually and quantitatively
compared with those provided by several state-of-the-art HSI classification approaches, i.e.,
edge-preserving filters (EPF) [59], image fusion and recursive filtering (IFRF) [60], logistic regression
via variable splitting and augmented Lagrangian (LORSAL) [61], sparse multinomial logistic regression
with a spatially adaptive total variation regularization (SMLR-S) [62], superpixel-based classification
via multiple kernels (SCMK) [20], superpixel-wise PCA (SuperPCA) [63], and a support vector machine
(SVM) based on superpixel and discontinuity-preserving relaxation (SVM-SD) [63]. The EPF, IFRF,
SMLR-S, SCMK, SuperPCA, and SVM-SD algorithms are spectral–spatial classifiers, whereas the
LORSAL method does not consider the spatial information of pixels in the classification.

3.2. Classification Results

Table 2 reports the classification results provided by eight methods on the Indian Pines dataset, in
which the number of superpixels m was equal to 700 and 20 pixels per class were labeled. As seen
in Table 2, compared with the seven other pixel-wise approaches, the proposed SSC-GDP method
achieved the best classification result (96.19%), at least 13% higher than the others. Furthermore,
our proposal correctly classified 7 of the 16 classes. The LORSAL classifier provided the lowest
classification accuracy (59.63%) because the spatial context of the HSI was not taken into account in
the classification. The use of the SVM and multiple kernels technique made SCMK superior to the
other five spectral–spatial HSI methods, namely EPF, IFRF, SKLR-S, SuperPCA, and SVM-SD. The EPF
classifier did not produce a satisfactory classification result (74.95%), which was partially due to the
complexity of the class boundary and the application of a PCA technique.

The visual classification maps produced by different classifiers are shown in Figure 5. One can see
from Figure 5 that, unlike several other classification results, misclassification in our classification map
occurred only between spatially adjacent classes. This was because, on the one hand, only spatially
adjacent superpixels were interconnected in the constructed weighted graph; on the other hand,
the class label was incorrectly transmitted in the ISWH method using mixed superpixels containing
reference data and background pixels, as well as those containing only background pixels. Although the
removal of background pixels and the reprocessing of mixed superpixels may improve the classification
accuracy, this is not convenient for practical applications.
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Table 3 lists the statistical results obtained by using various classifiers on the Salinas image, where
the number of superpixels m was equal to 1000 and 20 pixels per class were marked. It is easy to
understand from Table 3 that the proposed classification scheme was superior to the other seven
competitive methods according to three indices. For the 8th class and the 15th class that are easily
misclassified, our proposal achieved satisfactory classification results (98.98% and 98.15%, respectively).
As can be seen from Figure 6h, a small number of pixels located near their class boundaries were
misclassified and the remaining pixels were correctly classified. This was because some mixed
superpixels were misclassified during the classification process. Additionally, the participation of
background data in the classification process was a cause of misclassification. The classification
accuracy of the LORSAL method was nearly 20% lower than our proposal. Compared with the SCMK
and SMLR-S classifiers, the proposed method improved the classification results by about 5% in terms
of the OA. Among the seven spectral–spatial methods, the classification accuracy of the SuperPCA
method was unsatisfactory. This may have been due to the use of PCA, which resulted in the loss
of some information. From a quantitative and visual perspective, our results confirmed that the
proposed superpixel-level classification approach displayed a good performance in the case of limited
labeled pixels.
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3.3. Effect of the Number of Superpixels

The classification results obtained by the proposed method varied with the number of superpixels,
as shown in Figure 7. Here, ratio = 3 means that three pixels per class were marked. As the number
of superpixels m changed from 300 to 1000, the classification accuracy on the Indian Pines dataset
appeared to rise at first and then decrease. This may have been due to the fact: (i) A small number of
superpixels means large superpixel volume. Accordingly, the probability that the pixels with different
class labels are in one superpixel will be increased. This will have an impact on the classification
results of the proposed superpixel-level classification algorithm. (ii) In general, a superpixel with a
small size indicates it has a better homogeneity. This fact seemed to help us group them correctly.
However, similar to the case of pixels, the separability between superpixel blocks was reduced. The
difference between the classification results obtained by the same labeled ratio gradually reduced when
the labeled ratio varied from 3 to 20. In particular, in the case of ratio=10, 15, and 20, the difference
between different classification accuracies was less than 1% when the number of superpixels changed
from 500 to 900. This indicates that the proposed classification framework was not sensitive to the
number of superpixels in this range. The experimental results show that the OA reached its maximum
for m = 700 on this dataset. As can be observed in Figure 7b, all OA values for the Salinas image
were greater than 94.5%, even for ratio = 3. This result explains why the proposed method can be
thought of as a successful attempt to explore superpixel-level HSI classification. For the same labeled
ratio, a small classification difference (not greater than 1.5%) means that the proposal was insensitive
to segmentation scales (from 500 to 1200) on this dataset. It should be pointed out that the optimal
number of superpixels used in this work was an experimental result. In a variety of applications, it
remains a challenging problem to determine the optimal segmentation scale without reference data.
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3.4. Comparison of Several Competitive Methods

The comparison results for numerous competitive classifiers on the Indian Pines and Salinas
datasets are shown in Figure 8. It is indicated in Figure 8 that our classification results were significantly
better than those of the other seven state-of-the-art algorithms for different labeled ratios. For the
Indian Pines image shown in Figure 8a, unlike the other seven competitive methods, the classification
accuracy provided by the proposed method showed a slow upward trend with the increase in the
number of labeled pixels. This may have been because two or more pixels within the same superpixel
were labeled. This does not help improve the classification results of our method. The LORSAL
method did not obtain a satisfactory classification result because of the lack of spatial information in the
classification. The fact that the classification accuracy of the SMLR-S and SVM-SD approaches increased
steadily with the increase of the number of labeled pixels implies that the algorithm was dependent
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on the mark proportion. The classification results of the SCMK, IFRF, EPF, and SuperPCA methods
exhibited a similar tendency. As a whole, SCMK and IFRF outperformed the other two. As can be seen
from Figure 8b, our method achieved satisfactory classification results (higher than 95%) on the Salinas
dataset. The proposed method had about a 5% advantage over the other seven classifiers. Because the
regular class shape of this dataset enhanced the smoothing effect of the spatial adaptive regularization
technique, the SMLR-S method was superior to the other five spectral–spatial classification algorithms.
The SuperPCA algorithm, which is closely related to the superpixel segmentation scale, did not achieve
a desired classification effect on the image. Experimental results on these two datasets confirmed
that the proposed superpixel-level classification scheme was preferable to the other seven pixel-wise
classification algorithms.
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3.5. Impact of the Number of Updates on the Classification Results

In this experiment, 20 pixels per class were randomly labeled and the number of superpixels
m was 700 and 1000 for the Indian Pines and Salinas datasets, respectively. In the ISWH method,
the potential of each unlabeled node is continually updated using Equation (7) in the electric circuit
generated by the c-label. As the number of updates increases, the difference between the potentials of
the nodes belonging to the cth community and the remaining nodes increases. This is propitious for
the detection of the cth community. This fact was demonstrated for the Indian Pines dataset, as shown
in Figure 9. The classification results of the Indian Pines image became increasingly better when the
number of updates increased from 5 to 20, and then tended to be stable (about 0.5% difference). For the
Salinas image, after 10 updates, the classification accuracy reached 98.01%, and then slightly increased
by about 0.2%. Afterward, it showed a steady trend when the number of updates was greater than or
equal to 15. This may be explained by the fact that this dataset had a high spatial resolution and a
good separation between classes. The fast convergence of the updating process illustrates the stability
of the ISWH algorithm. At the same time, this is also one of the reasons why the proposed algorithm
could realize fast classification. For convenience, the number of updates was uniformly taken as 20 in
our experiments.
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3.6. Execution Time

In this work, all the experiments were accomplished on the software Matlab 2015b. The parameters
of the laptop used were AMD 2600 CPU with 3.5GHz, 16GB memory, and a Windows system. We
report the running times of the eight HSI classification algorithms on the Indian Pines and Salinas
datasets in Table 4. Each method was independently tested 10 times, with 20 labeled pixels per class.
The number of superpixels was 700 and 1000 for the Indian Pines and Salinas datasets, respectively. The
LORSAL algorithm showed the fastest performance due to considering only spectral information in the
classification. Because of the adoption of sparse multinomial logistic regression, edge detection, and a
weighted Markov random field, as well as the optimization of iterative updates, the SMLR-S method
required more time to complete the classification task. Using a probability optimization strategy in
EPD and SVM-SD algorithms led to their relatively high computational complexity.

Table 4. Running time (in seconds) of eight methods on two hyperspectral datasets.

Dataset EPF IFRF LORSAL SMLR-S SCMK SuperPCA SVM-SD Ours

Indian 18.53 ± 0.08 5.98 ± 0.03 0.74 ± 0.02 27.92 ± 0.07 5.35 ± 0.07 8.64 ± 0.16 12.37 ± 0.16 9.71 ± 0.20
Salinas 32.93 ± 0.44 13.11 ± 0.19 2.6 ± 0.08 124.44 ± 0.21 10.49 ± 0.12 17.67 ± 0.14 18.31 ± 0.42 17.86 ± 0.13

The main computing time of the proposed method was the construction of the weighted
connectivity graph because it needed to calculate the distance between each superpixel and its
spatial neighbors. Unlike the SCMK, SuperPCA, and SVM-SD methods, the proposed SSC-GDP
method used the whole HSI, not just the reference data. Note that the Indian pines dataset consisted of
10,249 reference pixels and 10,766 background pixels, and the Salinas image was made up of 54,129
reference pixels and 56,975 background pixels. Thus, our algorithm was the most time-efficient of the
four superpixel-related approaches. In terms of the classification results and computing time, our
proposal is a satisfactory classification framework.

4. Discussion

The basis of the proposed SSC-GDP method was the assumption of superpixel homogeneity,
i.e., pixels in a superpixel will share the same class label with a high probability. This assumption
allowed us to represent a superpixel as a new sample in HSI classification. As a result, the volume of
hyperspectral data is reduced greatly. This implies that classification is likely to be completed in a
short time. Different from dimensionality reduction, this is a data reduction technique from a pixel
perspective. A high homogeneity of superpixels and an appropriate number of superpixels are key
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factors affecting the classification results. In existing superpixel-based, pixel-wise HSI classifiers and
four superpixel-level HSI classification approaches [35–37,46], the optimal number of superpixels is
determined using the classification results of reference data. However, the hyperspectral data obtained
in practice have little reference data. Therefore, the development of methods that can be used to find
the optimal number of superpixels for the HSI without reference data is worthy of discussion.

To our best knowledge, there are four superpixel-level HSI classification methods [35–37,46].
Compared with the approaches proposed in References [35,46], the advantage of the proposed SSC-GDP
classification framework is that it is nonparametric and easy to calculate. The use of a local connection
strategy in the graph construction, as well as the linear complexity of the ISWH algorithm, makes
our proposal superior to the method developed by Xie et al. [37]. Additionally, these four methods
only consider the reference data in the process of classification. However, in our proposal, both the
reference data and background data are involved in the classification because we have not considered
whether superpixels only contain reference data when constructing graphs.

For superpixel-level HSI classification methods, it is of fundamental importance to properly
measure the similarity between two superpixels. Based on an affine hull model and singular
value decomposition [35], KNN [36], the extended LMPNN [37], and covariance matrix and kernel
technique [46], the similarity defined in these four methods may measure the distance between two
superpixels better. However, the calculation of these similarities is complicated, multi-parametric, or
not fast enough. Unlike in the case of pixels, the characteristic of superpixels with adaptive shapes and
sizes also makes it difficult to properly define and quickly compute the similarity between superpixels.
To classify HSI quickly and accurately, it is necessary to design new methods to address this problem
in our future work.

It is well known that superpixel segmentation is not always perfect. Therefore, a superpixel
may contain a large number of pixels belonging to the same class and a few heterogeneous pixels.
Furthermore, massive noisy pixels in the HSI will affect the similarity between superpixels. To weaken
their influence on the calculation of the distance between superpixels, this problem is handled carefully
using a weighting technique and the local average pseudo-nearest neighbor method defined in Equation
(3). However, recalculating the distance from a pixel xi to each local average pseudo-nearest neighbor
will require more computational cost. This influences the efficiency of our method and is a weakness
of our proposal. Additionally, our method can work well on those hyperspectral datasets whose class
distribution is spatially continuous because the potential of labeled nodes can be transmitted effectively.
For those hyperspectral datasets composed of fragmented classes, the potential of a labeled node needs
to pass through different classes or background data to be transferred to the node to be classified, thus
it will significantly attenuate. This means that the probability of misclassification will increase, which
limits the working space of our method. In our classification results, the misclassified pixels were
mainly located near the class boundary. Our future work will investigate how to avoid or reduce the
misclassified pixels near the class boundary.

5. Conclusions

This paper suggests a novel, semi-supervised, superpixel-level classification method for HSI
based on a graph and discrete potential method. The proposal aimed to rapidly and accurately classify
an HSI. The advantages of the introduced classification algorithm are: (i) Data reduction since taking
each superpixel as anew sample greatly reduced the volume of the original hyperspectral dataset, and
thus saved the classification time. (ii) Denoising, where the assumption of homogeneity of superpixels
played an important role in removing noise pixels in the classification process. (iii) Good classification
performance, where in the case of only a few labeled pixels per class, our method still showed a good
classification ability. Additionally, the proposed classification method ran on the whole HSI image, not
just the reference data. This implies that the proposal has a better application prospect in the field of
remote sensing. This scheme provides a new idea for HSI classification by introducing a community
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discovery technique. Experimental results and comparison results have demonstrated the effectiveness
of the method.
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