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Abstract: Computational imaging using coded apertures offers all-electronic operation with a
substantially reduced hardware complexity for data acquisition. At the core of this technique is the
single-pixel coded aperture modality, which produces spatio-temporarily varying, quasi-random
bases to encode the back-scattered radar data replacing the conventional pixel-by-pixel raster scanning
requirement of conventional imaging techniques. For a frequency-diverse computational imaging
radar, the coded aperture is of significant importance, governing key imaging metrics such as the
orthogonality of the information encoded from the scene as the frequency is swept, and hence the
conditioning of the imaging problem, directly impacting the fidelity of the reconstructed images.
In this paper, we present dielectric lens loading of coded apertures as an effective way to increase
the information coding capacity of frequency-diverse antennas for computational imaging problems.
We show that by lens loading the coded aperture for the presented imaging problem, the number of
effective measurement modes can be increased by 32% while the conditioning of the imaging problem
is improved by a factor of greater than two times.

Keywords: microwaves; imaging; radar; metasurface; frequency-diversity; lens; singular
value decomposition

1. Introduction

Imaging and sensing systems leveraging various microwave radar modalities have been the
subject of much research with a variety of applications from remote sensing [1–8] to biomedical
imaging [9–15] and security-screening [16–22] to name a few. This interest is justified by several
advantages of electromagnetic (EM) waves at microwave frequencies, such as non-ionising radiation,
their capability to operate in all-weather conditions and being able to penetrate through most optically
opaque materials. A high level investigation of microwave imaging techniques presented in the
literature reveals that most studies conducted in this area rely on mechanical or electronic raster
scanning solutions. For example, in the case of synthetic aperture radar (SAR) based modalities,
mechanical raster scanning the imaged scene is the predominantly adopted technique. In this technique,
a composite aperture is synthesised using an antenna that is mechanically raster scanned at the
Nyquist limit. Here, mechanical raster scanning suggests moving the antenna across multiple spatial
sampling points separated by a distance of λ/2, where λ is the wavelength at the operating frequency.
This approach relying on pixel-by-pixel raster scanning the imaged scene can substantially increase
the data acquisition time, especially for applications requiring to synthesise electrically large apertures.
An alternative solution to this is the use of the phased array approach, which can achieve the raster
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scanning requirement in an all-electronic manner. Whereas the all-electronic operation of the phased
array apertures can substantially improve the data acquisition speed, limitations to this technique
persist. In this approach, each antenna element within the synthesised array aperture requires a
dedicated phase shifting circuit to achieve a coherent phase response across the aperture to raster
scan the radiation pattern of the array in an all-electronic manner. As a result, phased array radars,
albeit exhibiting all-electronic operation, typically have a substantially complex hardware architecture
and can consume a large amount of power.

Recently, an emerging concept, known as frequency-diverse computational imaging, has gained
significant traction to address the challenges of the existing radar modalities [23–34]. Frequency-diverse
imaging relies on a coded aperture principle. Using an aperture that radiates spatio-temporally
varying field patterns as a function of a frequency-sweep is the key enabling technology behind the
frequency-diverse computational imaging radar technique. In this modality, the spatio-temporally
incoherent modes form a set of random bases to illuminate the imaged scene and collect the
back-scattered measurements. Hence, at the heart of the frequency-diverse computational imaging
technique is the idea to compress the back-scattered radar measurements using the transfer function
of the coded apertures. Different from the conventional imaging modalities, this technique does
not require raster scanning the scene due to the encoding of the scene information onto a set of
quasi-random bases. Moreover, different from the SAR and phased array techniques requiring a
number of channels equal to the number of sampling points (or antennas) within the synthesised
composite aperture, the coded aperture compresses the back-scattered measurements into a single
channel. This substantially reduces the complexity of the hardware layer. Therefore, the key component
of the frequency-diverse computational imaging technique is the coded aperture. In the past, we have
demonstrated several coded aperture modalities, such as cavity-backed metasurface antennas [28–30],
printed planar metasurface antennas [31,32], and Mills-Cross shaped metasurface antennas [33,34].
Recently, the application of a Luneburg lens loaded 1D compressive device radiating a multi-beam
azimuth radiation pattern controlled by the multiple input ports of the Luneburg lens has also
been demonstrated as an interesting example [35]. A crucial aspect in governing the quality of the
reconstructed images using our coded apertures [28–34], which can do 3D imaging with a single
compressed channel, is the information capacity of the aperture used to encode the back-scattered
measurements. A quantitative way to analyse the information capacity (and hence the orthogonality of
the spatio-temporally incoherent measurement modes) of the coded aperture is to analyse the singular
values of the imaging problem at hand. This can be achieved by doing a singular value decomposition
(SVD) of the sensing matrix produced by the coded aperture [36,37]. In light of this, to improve the
reconstruction quality of a computational frequency-diverse radar imaging system, it is vital that the
singular value spectrum of the problem is optimised. In this work, we demonstrate the application
of a lens-loaded frequency-diverse coded aperture as a way to increase the information coding
capacity of coded apertures for computational imaging applications. We show, qualitatively (analysing
reconstructed images) and quantitatively (analysing the singular values), that we can improve the
conditioning of the imaging problem by loading the coded aperture with a lens. The outline of this
paper is as follows: In Section 2, we provide a brief introduction to the frequency-diverse computational
imaging technique. In Section 3, we demonstrate the concept of lens-loaded cavity-based metasurface
antenna and its application to a near-field radar imaging problem. We present that the increased
information capacity as a result of lens-loading the frequency-diverse antenna improves the quality of
the reconstructed images. Finally, Section 4 provides the concluding remarks.

2. Methods

2.1. Frequency-Diverse Imaging Using Coded Apertures

Frequency-diverse imaging is a computational technique using spatially-varying quasi-random
field patterns to illuminate the scene and capture the back-scattered signals from the scene as a
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function of a frequency sweep. Using the first Born approximation, the first part of the imaging
problem, known as the linearised forward-model, can be described in an integral form as follows:

g(r; w) =
∫

r′
ETx(r, r′; w)ERx(r, r′; w) f (r′)dr′ + n (1)

In Equation (1), g denotes the measured back-scattered signal compressed by the transfer function
of the coded aperture, ETx and ERx are the radiated electric field patterns from the transmit and receive
apertures in the imaged scene (ETx = ETx if the same aperture is used, i.e., monostatic layout as adopted
in this work), f is the susceptibility distribution of the scene to be imaged, n is the system noise, w is
the frequency, and r(x, y, z) and r(x′, y′, z′) denote the aperture and scene coordinates, respectively.
Discretising the integral equation of Equation (1), there are two important parameters in the definition
of the discrete forward-model, namely the number of measurement modes, M, and the number of
voxels in the scene, N:

gMx1 = HMxN fNx1 + nMx1 (2)

In Equation (2), we consider scalar fields and use the bold font to denote the vector-matrix
notation. The number of measurement modes can be calculated as M = Number of transmit antennas
× number of receive antennas × number of frequency sampling points. Hence, the sensing matrix (or the
coded aperture transfer function), H, linking the imaged scene to the compressed measurements is
of the size M × N. Under the first Born approximation, the sensing matrix H can be linked to the
radiated electric field patterns from the transmit and receive coded apertures propagated to the imaged
scene as H ∝ ETxERx [24]. It is evident from this description that the sensing matrix is a fat matrix
(not necessarily a square matrix, M 6= N), therefore, does not have an exact inverse. Retrieving the
scene information from the compressed measurements is an inverse problem. From the descritised
forward-model of Equation (2), recovering an estimate of the scene information, fest, can be achieved
by means of an adjoint operation, relying on a single-shot phase compensation as follows:

fest = H†g (3)

In Equation (3), symbol † denotes the conjugate-transpose operation, suggesting that the phase
conjugated sensing matrix is applied to the compressed signal to retrieve an estimate of the scene
information. This technique is known as matched-filtering and can be adopted as a rather simple
reconstruction algorithm in frequency-diverse computational imaging problems.

2.2. Information Capacity Metrics

From the forward-model of the imaging problem, it is evident that the sensing matrix contains
all the information that we need to characterize the orthogonality of the field patterns radiated by
frequency-diverse antennas. A particularly useful metric in the analysis of this figure of merit is the
SVD of the sensing matrix:

HMxN = UMxMσMxNV T
NXN (4)

In Equation (4), σ is a diagonal matrix with the diagonal axis of this matrix revealing the singular
values in a descending order. Therefore, plotting these singular values gives us an insight into
how flat the singular value spectrum is. A particularly useful metric from this observation is the
number of effective measurement modes for a given signal-to-noise (SNR) level, corresponding to
the number of measurement modes that remain above the noise level [36]. The addition of noise to
the measured back-scattered signal is achieved by using a zero mean Gaussian distribution with a
variance proportional to the selected SNR level [36]. The SVD analysis also produces an important
parameter known as the condition number for the inverse problem that can directly be calculated from
the singular value pattern as [37]:

CN = σmax/σmin (5)
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From Equation (5), it is evident that improving the condition number of the imaging problem can
be achieved by flattening (reducing the decay slope) the singular value pattern. In the next section,
we show that by lens loading a frequency-diverse antenna, the number of effective measurement
modes, the condition number of the imaging problem, and hence the quality of the reconstructed
images, can be improved.

3. Results and Discussion

The studied frequency-diverse computational imaging system consists of a single cavity-backed
metasurface antenna operating in a monostatic transceiver mode, as depicted in Figure 1.

Figure 1. Depiction of the studied imaging scenario (a) frequency-diverse computational imaging of an
L-shaped phantom with lens (b) frequency-diverse computational imaging of an L-shaped phantom
without lens. Dimensions: L1 = 5 cm, W1 = 5 cm, L2 = 0.4 m, W2 = 0.4 m, D = 0.4 m, h = 0.15 m,
a = 1.5 cm. Aperture coordinates are r(x, y, z) and scene coordinates are r’(x′, y′, z′).

As shown in Figure 1, the back-scattered signal from the scene is compressed into the transciever
channel (WR-90 waveguide port) of the frequency-diverse antenna. The antenna has a size of
0.4 m × 0.4 m in the transverse-plane (xy-plane). The aperture of the frequency-diverse antenna
is loaded with a semi-spherical shaped dielectric lens. The lens material is selected to be Rexolite
with εr = 2.53 and tanδ = 0.0001 [38,39]. For practical applications, Rexolite material is known for
its rigidity and low-loss characteristics, making it a suitable material choice for the lens design.
Using the depicted computational imaging system scenario in Figure 1, we image an L-shaped
phantom placed within the near-field of the lens-loaded frequency-diverse antenna at a distance of
d = 0.35 m. As depicted in Figure 1, the size of the L-shaped phantom is 5 × 5 cm. For the studied
imaging scenario, the L-shaped phantom is modelled as a metal scatter with the reflectivity of the
phantom set to 1 while the rest of the scene has a reflectivity of 0. It should be mentioned that the
frequency-diverse imaging technique can also deal with objects with spatially varying reflectivity
values. An important point can be made about the frequency dependence of the defined susceptibility
distribution for the imaged object. We note that due to the small frequency bandwidth of operation,
2 GHz, this variation is negligible. This assumption is widely adopted by the microwave and
millimetre-wave imaging communities, even with substantially larger operating bandwidths [18,34,40].
For the imaging frequency, we choose the 9–11 GHz band within the X-band frequency regime
(8–12 GHz). The operating frequency-band is sampled at 201 frequency sampling points with the
stepping frequency selected to be ∆ f = 10 MHz. Using these imaging metrics, from well-known
diffraction limited standard radar resolution equations [36], the theoretical cross-range (xy-plane)
resolution limit at the maximum frequency, 11 GHz, is δcr ≈ 1.8 cm. Therefore, we choose the width of
the vertical and horizontal metal strips forming the L-shaped phantom to be 1.5 cm, in accordance
with the cross-range resolution limit of the aperture. For the imaging framework, the transfer function
of the lens-loaded metasurface antenna is simulated using a full-wave solver, CST Microwave Studio.
The characterisation data (near-field electric field distribution) is then imported into our numerical
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model in MATLAB for imaging. The characterisation step of the metasurface antenna is performed
twice, with and without the lens, and each near-field data is stored separately to compare the imaging
characteristics. From full-wave simulations, the simulated reflection coefficient, S11, data is shown in
Figure 2 whereas the near-field electric field patterns radiated by the lens-loaded frequency-diverse
metasurface antenna are shown in Figure 3. As can be seen in Figure 2, the lens-loaded metasurface
antenna exhibits a good impedance match response with the |S11| level remaining around or below
−10 dB across the operating frequency band. The presence of multiple cavity modes is evident from
the multiple resonance behaviour of the S11 pattern across 9–11 GHz, which is also evidenced by the
diversity of the radiated electric field patterns shown at around 10 GHz in Figure 3.

Figure 2. Simulated reflection coefficient pattern of the lens-loaded frequency-diverse metasurface antenna.

Figure 3. Characterised near-field electric field data at adjacent frequencies: (a) 9.99 GHz (b) 10 GHz
(c) 10.01 GHz. Colorbar in dB.

The reconstructed image of the L-shaped phantom with and without the lens-loaded metasurface
antenna is shown in Figure 4. Comparing the images in Figure 4, the fidelity of the image reconstructed
using the lens-loaded metasurface antenna (Figure 4b) is superior in comparison to the image
reconstructed using the cavity-backed metasurface antenna without the lens (Figure 4a). Both images
are plotted on the same dynamic range, 20 dB, and whereas the image reconstructed using the
lens-loaded frequency-diverse system reveals a full outline of the imaged phantom, the image
reconstructed using the unloaded metasurface antenna reveals rather limited information about
the object. Because the presented technique performs 3D imaging, in Figure 4d, we also present the
depth profile of the reconstructed image with the lens-loaded layout. From Figure 4d, the imaged
object appears at the intended depth d = 0.35 m. The extent of the imaged phantom in the yz-plane fills
a depth slot with a width of around 6.5 cm, which is in good agreement with the calculated theoretical
depth resolution with a 2 GHz imaging bandwidth, 7.5 cm, using the standard radar range resolution
equation [36]. The improvement in the obtained range profile in comparison to the theoretical limit
is due near-field operation, which improves the range resolution beyond the traditional far-field
limit [41]. To provide a comparison between the reflectivity profile of the original L-shaped phantom
(ground truth in Figure 4c) and the reconstructed reflectivity distribution, in Figure 4b, we take a
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slice along y = 0 m and plot the ground truth and reconstructed reflectivity values along this axis.
As can be seen in Figure 4e, the reconstructed reflectivity profile exhibits a good agreement with the
ground truth reflectivity envelope. The spatial spreading in the reconstructed reflectivity profile is
due to the diffraction limited resolution of the computational imaging system. An analysis of the
spatial Fourier domain (k-space) representation of the radiated electric field data from the lens-loaded
metasurface antenna in Figure 5 demonstrates the effect of lens loading the antenna. Whereas at
individual frequency sampling points (shown for only 9 GHz in Figure 5a and 11 GHz in Figure 5b for
the sake of clarity), we sample varying sets of k-vectors, an incoherent (intensity) based summation
of the spatial Fourier transformed radiated electric-field data over 201 frequency points exhibits a
plane-wave representation in the broadside direction of the coded aperture. This suggests that, in the
scene spatial domain, r′(x′, y′, z′), we provide a sufficient illumination of the object when all the
sampling frequency points are combined.

Figure 4. Reconstructed images of an L-shaped gun phantom, (a) reconstructed microwave image
without the lens-loaded metasurface antenna, (b) reconstructed image with the lens-loaded metasurface
antenna, (c) reflectivity distribution of the imaged scene (ground truth), (d) reconstructed image of the
gun phantom in the yz-plane (depth), (e) reflectivity distribution comparison between the ground truth
and the reconstructed image along y = 0 m slice. Colorbar is in dB scale.
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Figure 5. Normalised spatial frequency domain (k-space) representation of the coded aperture radiated
fields, (a) 9 GHz, (b) 11 GHz, (c) overall k-space pattern formed by incoherent superposition (summing
up intensity data) of the k-transformed coded aperture radiated fields for 201 frequency points.

This qualitative assessment and the improvement in the reconstructed image can be further
supported from a quantitative point of view by investigating the singular value spectrum of the
studied imaging problem. A comparison between the singular value patterns with and without
lens-loading the metasurface antenna is shown in Figure 6.

Figure 6. Comparison of the SVD patterns with and without the loaded lens, (a) SVD spectrum for the
entire 201 measurement modes. The system SNR level is highlighted in the same SVD plot to provide
a reference threshold for the effective number of measurement modes, (b) zoomed in SVD window
with significant singular value components remaining above the 20 dB SNR level. The selected region
exhibits a rather linear decay spectrum with the decay slope labelled K1 (with lens) and K2 (without
lens), respectively. K1 = 0.8K2 within the highlighted window.

As can be seen in Figure 6, the SVD pattern extracted from the sensing matrix of the lens-loaded
cavity-backed metasurface antenna exhibits a slower decay response in comparison to the SVD pattern
of the unloaded cavity-backed metasurface antenna. This behaviour is especially evident for the
most significant singular value components remaining above the 20 dB SNR level selected for the
studied imaging scenario. Defining a small window above the SNR = 20 dB region and doing a
linear regression analysis within the selected window of measurement modes from M = 10 to M = 50,
where the decay profile is rather linear, as shown in Figure 4b, we find that the singular value of the
imaging problem drops from σ = 0.42 to σ = 0.081, or by a factor of 5.2 times with the lens. Without the
lens, the singular value of the imaging problem within the same window drops from σ = 0.29 to
σ = 0.045, or by a factor of 6.5 times. Hence, comparing the slope of the SVD curves within the selected
window (K1 with the lens and K2 without the lens, as highlighted in Figure 4b), we have K1 = 0.8K2.
We note that because both SVD patterns exhibit a fairly linear decay profile after the selected window,
the calculated decay slopes are also accurate going beyond the 20 dB SNR level. The slower decay of the
SVD pattern suggests that the orthogonality of the measurement modes produced by the lens-loaded
metasurface antenna is higher. This in turn suggests that the redundancy of the gathered scene
information that is mapped out by each mode is lower, corresponding to an increased information
capacity encoded by the metasurface antenna. To put this statement into context, from Figure 6a,
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we can calculate the number of effective measurement modes that remain above the selected SNR
level for the studied imaging scenario, 20 dB. From Figure 6a, it can be seen that, for SNR = 20 dB,
the number of effective measurement modes is 115 for the frequency-diverse computational radar
loaded with the lens whereas without the lens, the number of effective measurement modes drops to
87. This suggests that the lens-loaded cavity-backed metasurface antenna exhibits 32% higher number
of useful measurement modes. Another important figure of merit for the studied inverse problem is the
condition number of the singular values. By taking the number of effective measurement modes with
the lens-loaded configuration (115) as a reference to determine the smallest singular value for both cases,

from Equation (5), the imaging condition number is calculated to be CNLENS =
σmax = 1

σmin = 0.01
= 100 for

the lens-loaded configuration and CNNO−LENS =
σmax = 1

σmin = 0.0045
= 222 without the lens. This suggests

that lens loading the metasurface antenna improves the conditioning of the imaging problem by a
factor of more than 50%.

4. Conclusions

In this paper, we have presented a lens-loading technique to increase the orthogonality of
the measurement modes radiated by a frequency-diverse cavity-backed metasurface antenna at
X-band frequencies. It has been shown that the image reconstructed using the lens-loaded cavity
exhibits a substantially improved fidelity in comparison to the image reconstructed without the
lens. To quantitatively analyse the underlying reason behind this improvement, we have studied
the singular value spectrum of the considered imaging problem and showed that the lens loading
of the metasurface antenna flattens the SVD spectrum, reducing the amount of correlation between
the information encoded at adjacent frequency points within the selected operating frequency band.
A further analysis of this observation has revealed that lens loading the metasurface antenna has
increased the number of effective measurement modes remaining above the imaging SNR level
from 87 to 115, while more than halving the imaging condition number. We note that the proposed
technique is not specific to a particular reconstruction technique and although matched-filtering
has been adopted as the computational imaging reconstruction algorithm, the benefit of improved
number of useful measurement modes and SVD response can be even more dominant when other
reconstruction techniques are applied, such as pseudo-inversion, which is more susceptible to poor
singular values than the matched-filtering algorithm. In general, the accuracy of the frequency-diverse
imaging technique is heavily governed by the phase calibration precision of the sensing matrix [34,42]
and we note that such constraints can be substantially simplified using phaseless reconstruction
algorithms [43,44]. Although demonstrated at X-band frequencies and for near-field radar imaging,
the presented technique can be adopted in a plethora of applications, from remote sensing to
direction of arrival estimation [45], and can readily be scaled to different frequency bands, such as
millimetre-wave band and above.
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