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Abstract

:

Grottoes, with caves and statues, are an important part of immovable heritage. Statues in a particular grotto setting are often similar in geometric form and artistic style, and identifying the similarity between these statues can help provide important references for value recognition, condition assessment, repair, and the virtual restoration of statues. Traditionally, such reference information mainly depended on expert empirical judgment, which is highly subjective, lacks quantitative analysis, and cannot provide effective scientific support for the virtual restoration of grotto statues. This paper presents a similarity index based approach for identifying similarities between grotto statues by studying 11 small Buddhist statues carved on the 18th cave in the Yungang Grottoes, located in Datong, China. The similarity index is determined according to the hash values calculated based on the pHash method using the orthophoto images of Buddhist statues to identify similar statues. Similar feature points between the identified statues are then matched using the Scale Invariant Feature Transform (SIFT) operator to support the repair and reconstruction of damaged statues. The experimental results show that the variation of similarity index values confirms the visual inspection of the statues’ appearance in the orthophotos. The additional analysis of three-dimensional (3D) point clouds also confirms that the similarity index based approach is accurate in the initial screening of similar grotto statues.
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1. Introduction


Grottoes, with caves and statues, are an important symbol of Chinese Buddhism and an important part of immovable heritage. China has a large number of grottoes that have been excavated and filled with invaluable manuscripts, artwork, and statues, and these grottoes are widely distributed across the country. The history of these grottoes goes back to the time between the 3rd and 8th centuries CE. Chinese grottoes are also important for studying Chinese politics, economy, culture, architecture, art, and music during past dynasties [1]. However, the condition of these grottoes has deteriorated over time due to human activities (e.g., coal mining and tourism) and natural weathering (Guo and Jiang, 2015; Liu et al., 2011) [2]. As such, the protection and documentation of these grottoes has become increasingly urgent.



According to the Venice Charter for the Conservation and Restoration of Monuments and Sites, “Replacements of missing parts must integrate harmoniously with the whole” [3]. The challenge to the conservation and restoration of grottoes is to identify the proper references and provide scientific evidence needed for the recording and reconstruction of grotto statues to support virtual restoration, rather than just relying on subjective and empirical judgment without quantitative analysis by experts. Virtual restoration is the scientific process of the study and reconstruction of historically significant or damaged objects, which records aspects before their damage or degradation and reconstructs them after. Considerable efforts have been made in both areas.



Reconstructing damaged objects or restoring missing parts of cultural heritage using similar characteristics of an identified reference object has been studied previously. The methods fall into two types. The first type applies to symmetric objects that can be divided into two or more identical pieces, so undamaged pieces can be used as the basis for reconstructing damaged pieces. This type of method has been studied on small portable symmetric antiquities such as potteries and vases [4,5,6] and sizeable immovable grotto Buddhist statues such as the Thousand-hand Bodhisattva in Dazu, China [7,8,9,10]. The second type of method focuses on a cluster of heritage objects, such as the terracotta warriors in China [11] and the human face statues of the Bayon temple in Cambodia [12,13], which may be similar or have similar or repetitive parts that can be used as references for reconstruction. Studies have been done on identifying symmetric pieces and similar objects, especially on the similarity of the Buddhist statues in the grottoes [7,8,9,10,14], based on matching three-dimensional (3D) point clouds, copying with axis of symmetry, and analyzing clusters with self-similarity. However, these methods did not develop any similarity index as a quantitative measure.



The purpose of this paper is to study and propose a similarity index based approach for identifying similar grotto statues to support the virtual restoration of damaged statues. The study used 11 small Buddhist statues carved on the main Buddhist statue in the 18th cave of the Yungang Grottoes, located in Datong, Shanxi Province, China, as shown in Figure 1. Included in the World Cultural Heritage List by UNESCO in December 2001, the Yungang Grottoes, with 252 caves and 51,000 statues, represent an outstanding achievement of Buddhist cave art in China during the 5th and 6th centuries [15]. It is one of the three most famous ancient Buddhist sculptural sites in China. The grottoes are royal grottoes, because the Northern Wei Dynasty used Buddhism to serve the ruling class, and are closely related to the national policy of the Northern Wei Dynasty [16]. The Yungang Grottoes are unique in the sense that they embody many foreign artistic features such as those found in Greece and Rome and in Indian architecture and Gandhara art, and they represent a major milestone in the birth and artistic trend of Chinese Mahayana Buddhism [17]. The early Yungang Grottoes had apparent artistic features of Gandhara and Mathura art from ancient India, and the Buddhist statues had noticeable Xianbei cultural features. Later, to alleviate social and ethnic conflicts and promote cultural exchanges between the north and the south, Han culture was added to Buddhism, and the grotto statues after that had characteristics of the Han culture. The excavation of the Yungang Grottoes promoted the cultural exchange and integration of various nationalities in the Northern Wei Dynasty, gradually localizing Buddhism in China. It carried forward the traditional Chinese architectural style [18]. The Yungang Grottoes are the product of the cultural exchange between China and the west, the integration of Hu and Han cultures, and the influence of court and folk culture. They are also the embodiment of the cultural integration of Confucianism and Buddhism and the artistic expression of historical features of the Northern Wei Dynasty [19].



Attempts at the restoration and repair of the Yungang Grottoes have been made on deficient parts of some statues in the past [15]. Besides the main Buddhist statues, the artisans also built many small Buddhist statues with similar styles. Some of them have been damaged by human activities (e.g., coal mining and tourism) and natural weathering over time [20], while others are relatively well preserved and can be used as references for restoration. However, selecting the right Buddhist statue as a reference for restoration traditionally was based on either the personal experience of experts or the record and inference of ancient sources (texts, graphics, etc.), which are now mostly lost. Therefore, identifying new and scientific restoration evidence plays an essential role in reconstructing damaged statues [21].



The rest of the paper is organized as follows: Section 2 reviews the previous works related to the virtual restoration of grotto statues. Section 3 describes the study area and discusses the methods used in this study. Section 4 presents our experiment’s results on determining similarity index values and matching the feature points of identified similar statues, followed by some discussions in Section 5. Finally, Section 6 provides some concluding remarks and prospects for future research.




2. Background and Related Work


The protection of the Yungang Grottoes has a long history. The Grottoes have been repaired many times. According to the great Cave Temple’s stele record, rebuilt in the XiJing Wuzhou mountain of the Jin Dynasty, the most extensive restoration was carried out during the Liao Dynasty (1060 A.D.), and the aim of the project was mainly to build wooden eaves in front of the grottoes [22,23]. According to the stele records of rebuilding the great stone Buddhist Temple in Yungang, the Grottoes were also repaired during the Qing Dynasty. The eaves and some damaged Buddhist statues of the 5th and 6th caves in the Grottoes were rebuilt between 1651 and 1873 [24].



During the period of the Republic of China, some experts carried out a comprehensive investigation of the Yungang Grottoes. In 1933, some well-recognized architects, Sicheng Liang, Huiyin Lin, and the others, went to Datong to investigate the local ancient buildings and the Yungang Grottoes and made a special investigation on the Yungang Grottoes from the perspective of architectural history [25,26]. During World War II, the Japanese also conducted a comprehensive investigation and research on the Grottoes, and produced a 16-volume report “Yungang Grottoes”, which provided a large amount of reliable mapping data and precious photos of the Grottoes, which have become important evidence for the later studies of the Grottoes [27,28].



Since the beginning of the People’s Republic of China, the Yungang Grottoes have been fully protected. In 1955, the Yungang Grottoes Protection Institute (now the Yungang Grottoes Research Institute) was established. Since the mid-1960s, researchers have tried to innovate and improve the chemical protection methods and traditional reinforcement technology used in the Grottoes. In the 1970s, the focus of the Grottoes’ protection was to prevent cave collapses. Through emergency reinforcement, many caves and sculptures on the verge of collapse were saved, and the stability problem of the main caves and statues was virtually solved. In the 1980s, the Grottoes entered a period of comprehensive maintenance. Within this period, almost all the grottoes were repaired, and meteorological stations and grotto protection laboratories were established.



In recent years, the Yungang Grottoes began to be digitally protected. In 2011, Zhejiang University and the Yungang Grottoes Cultural Research Institute used Scanning Electron Microscope (SEM), Fourier Transform Infrared Spectrometer (FTIR), X-Ray Diffraction (XRD), and Energy Dispersive Analysis X-Ray (EDAX) to study the potential hazards (dust deposit, salt crystallization, and black crust) to the grottoes and the conservation methods that could be used to help guide remediation efforts directed at reducing the weathering problem [20]. In 2015, the Yungang Grottoes Research Institute conducted 3D scanning of the 18th cave in the Yungang Grottoes, established a large 3D GIS platform for the Grottoes, and preserved digital mapping data of the 18th cave of the Grottoes [29]. In 2017, Zhejiang University successfully replicated cave 3 and cave 12 of the Grottoes by using 3D printing technology [30]. Beijing University of Civil Engineering and Architecture also completed 3D printing of cave 18 in 2018, which is one of the earliest caves of the Grottoes and has the richest carving content [31]. In 2020, Yan et al. carried-out 3D reconstruction based on the multi-view images of Cave 15 and Cave 16 of the Grottoes and quantitatively analyzed weathering effect on the Grottoes [32].



From the restoration history of the Yungang Grottoes, it is clear that ancient conservation projects could only rely on workers to repair by hands because they were limited by the level of science and technology. In recent years, the protection of the Grottoes has focused on the eave’s restoration and the grottoes’ stability, but quantitative judgment of the similarity of the Buddhist statues in the Grottoes has not attracted much attention from researchers.



The best evidence for the restoration of damaged cultural heritage ideally is the original documentation, such as survey data and photos. However, these documents have been mostly lost over time. In the case of the Yungang Grottoes, pictures and deterioration survey data were available in the book, Yungang Grottoes, published by Japanese scholar Toshio Nagahiro in the 1950s [20,27]. On the other hand, cultural heritage, especially grottoes and statues, of the same period tend to have a unified style. Therefore, searching for similar objects may provide an economical and scientific means to restore damaged heritage objects.



As mentioned in Section 1, the methods for identifying references are mainly based on symmetric pieces of the same object and similar objects of a group of objects. For symmetric objects, the undamaged part is determined as the reference, and the damaged part is reconstructed or repaired based on the reference parts. The Shape Laboratory of Brown University (USA) launched a Semantic Interoperability to access Cultural Heritage (STITCH) project, which mainly studied the automatic splicing and virtual restoration of movable cultural heritage objects based on similarity. Brown et al. presented an inexpensive system for acquiring information from small objects, such as fragments of wall paintings, and associated metadata [33]. In addition, they introduced a novel 3D matching algorithm that registered two-dimensional (2D) scans to 3D geometry and computed normals from 2D scans. Their algorithm efficiently searched for matching fragments using the scanned geometry. Other scholars virtually reconstructed the broken heritage objects by utilizing their own axes, generatrices, and other geometric features [3,5,34]. Fantini carried out human-machine interactive virtual restoration of damaged ancient skulls, damaged pottery figurines, and stone statues [6,34,35], where the symmetry was obvious. According to the above studies, the symmetry axis can be used as evidence for cultural heritage restoration, but it may not be suitable for grotto statues.



For immovable heritage objects such as grotto statues, Hou’s team at Beijing University of Civil Engineering and Architecture studied the digital reconstruction of the broken fingers of the Thousand-hand Bodhisattva stone inscription in Dazu, Chongqing, China [9,10]. They proposed a method for reconstructing missing Bodhisattva fingers based on regression model prediction. First, a complete “Bodhisattva hand”, similar to a broken Bodhisattva hand, was found, according to the symmetry of the whole Thousand-hand Bodhisattva. A skeleton line of the similar Bodhisattva hand was constructed through the differential geometry contraction principle. A regression model was established to predict the size information of the damaged finger. With this method, the geometric symmetry and palm skeleton line comparison of all 830 hands of the Thousand-hand Bodhisattva were used as the basis of similarity discrimination, but the similarity comparison of palm texture and other details was not possible.



In order to search for similar objects in a group of objects through cluster analysis, the team of Tokyo University of Japan studied type statistical recognition using 3D point cloud data of face sculptures in the Bayon temple, Cambodia [36,37,38]. They used the measured 3D geometric model to align 3D faces in the same coordinate system, direction, and normalization; captured the depth image of each face; and finally classified them through clustering analysis and other statistical methods. The classification method was more general, only classified similar face sculptures into one category, and did not define the objective threshold for each classification. Zhou’s team from Northwest University (China) extracted the outlines and surface salient features of the fragments of terra cotta warriors and horses and classified and established a template library [11,39]. By querying and comparing the standard models in the template library makes the subsequent virtual splicing of fragments possible. However, their study focused on classifying the fragments of terracotta warriors and horses according to the pre-established template and did not calculate the similarity between different fragments.



There are several methods used for 2D image similarity discrimination. They include:




	
Structural Similarity Index Measurement (SSIM): SSIM is an index for the quality evaluation of full reference images, which measures image similarity from brightness, contrast, and structure. SSIM values range from 0 to 1. The larger the value, the smaller the image distortion. This method is usually used to measure the distortion of a compressed image, rather than calculating the similarity between two images [40].



	
Cosine Similarity: Cosine Similarity is used to represent the image as a vector and calculate the cosine distance between the vectors to represent the similarity of the two images. According to our testing, this method took a long time to calculate the similarity between small Buddhists on the Thousand Buddhist cassock [41].



	
Histogram Method: Histograms can describe the global distribution of colors in an image, which is a basic method for image similarity calculation. However, the histogram is too simple to capture the similarity of color information without any more information. As long as the color distribution is similar, it can be judged that the similarity between the two is high. For Buddhist statues, the stone color is almost the same, so it is obviously unreasonable to use the histogram method to judge whether images are similar [42].



	
Mutual Information Method: Calculating the mutual information of two images can represent the similarity between them. If the size of the two images is the same, the similarity of the two images can be represented to a certain extent. However, in most cases, the size of the image is not the same. If the two images are adjusted to the same size, some original information is lost, making it less suitable for determining image similarity [43].



	
Hash value: The hash method normalizes images to a certain size, calculates a sequence as the hash value of this image, and then compares the same number of bits in the hash value sequence of two images [44,45]. The lower the number of different data bits, the higher the similarity of the two images. According to the pre-defined threshold value, the similarity of the two images can be tested. Compared with other forms of similarity discrimination, this method takes less time. Furthermore, the algorithm is hardly affected by image resolution and color and has better robustness.








After analyzing the above image similarity discrimination methods and considering the current needs of this study, i.e., to obtain a stable and accurate objective similarity index of Buddhist statues [46,47], this paper chose the hash value method for determining similarities between small Buddhist statue images. Subsequently, the identified similar small Buddhist statue images are matched by the Scale Invariant Feature Transform (SIFT) operator [48,49] to visualize the similar feature points.




3. Materials and Methods


The overall process of assessing the similarity between different small Buddhist statues and obtaining the similarity index to match the similar feature points is shown in Figure 2. First, an orthophoto image of the experimental area was preprocessed to segment single Buddhist images. Then, the hash value of any two images was obtained by the pHash algorithm and the difference between the hash values was compared by the Hamming distance. After that, the similarity index was obtained. The larger the value, the more similar the two images are. When repairing a small Buddhist statue, the Buddhist statue with a larger similarity index can be selected as a reference, and then the SIFT operator can be used to find and match similar feature points.



3.1. Study Area and Data Acquisition


In this paper, the selected study area is the “Thousand Buddhist cassocks” on the main Buddhist statue in the 18th cave of the Yungang Grottoes (see the red box area in Figure 1). The area includes both well-preserved small Buddhist statues and damaged ones. To assess the similarity between individual statues, an orthophoto image of the study area, created using the commercial software Concept Capture to 300 DPI, was preprocessed and segmented, and the image of each small statue was saved independently. The images were further rotated to avoid the influence of the inconsistent postures of the small statues under comparison (Figure 3).



Given the dimensions and the characteristics of the Buddhist statues, a Canon 5D Mark IV digital camera was used to capture the original orthophoto of the 18th cave of the Yungang Grottoes. The highest resolution of a single photo is 6720 × 4480 pixels, and the effective number of pixels is 30.4 million, which meets the basic requirements for generating high-resolution orthophoto images with 300dpi. According to [50], the distortion of the photos taken with the 50mm lens is small, so the orthophotos were collected with the 50 mm lens. Considering data quality, volume, and post-processing, the vertical and horizontal overlaps of adjacent photos were set at no less than 30%, which not only ensured the sufficient overlap of adjacent photos but also avoided the post-processing difficulties caused by the high overlap and redundancy of the collected photos.



When collecting orthophoto images, to ensure the consistency of the picture overlap and reduce the picture jitter and residual image caused by the camera operator, a tripod, slide rail, and shutter line were used as auxiliary photographic equipment. Scaffolding was also set up to facilitate the photo shooting at different heights. In setting the camera, the exposure mode was set to “m” file and the image quality was set to raw + JPEG large/excellent for later processing. According to the weather conditions, the color temperature value was set between 5200 K and 6500 K. The ISO speed was generally set to 200, and the aperture was set to F10.



Where there was insufficient light in the grottoes, a flashlight was used to ensure the exposure, and outdoor shooting was conducted with natural light. Before shooting, the facade of the 18th cave was divided into 16 areas (red dotted box in Figure 4). In each segmented area, an “s” shaped track was used to take the grotto images layer by layer (as shown by the blue arrow in Figure 4). At the joints of adjacent areas, the overlapping degree of the photos (shown by yellow and green arrows in Figure 4) were appropriately increased to avoid the omission of photos and ensure the quality of data acquisition. To ensure that the photos taken could meet the requirements of creating orthophoto images and three-dimensional model texture, the angle of image shooting was set such that the angle between the lens and the main Buddhist statue was constant at 90 degrees. If the panorama was taken from the front, part of the panorama was taken first and the rest were shot one by one. Choosing a time when the light was softer and more uniform avoided backlight shooting. Considering the characteristics of the Yungang Grottoes, the side texture was also photographed using the same principle, except for the front side, in turn. The texture images of each facade, ceiling, and ground of the 18th cave were obtained by multi-angle photography.




3.2. Quantitative Analysis of Existing Algorithms


Considering that the application of three-dimensional data needs high-cost equipment and data processing is also very complex, this paper uses orthophoto images of Buddhist statues as the data source to distinguish the 2D image similarity of different Buddhist statues to replace manual identification and ensure the scientific and objective judgment results and references. With respect to the image recognition algorithm, it is supposed to have high timeliness, accuracy, and robustness, and not be affected by image resolution and color. Moreover, it should be able to determine whether the orthophotos of the two Buddhist statues are similar or not by presetting threshold and carrying out quantitative analysis.



According to [51,52,53], there are three hash algorithms: average hash (aHash), different hash (dHash), and perceptual hash (pHash) (see Table 1). The aHash algorithm is based on pixel domain design, which runs fast, and image size scaling has little effect on its results. However, the gamma correction or histogram equalization of an image has a more significant impact on the image hash value, which is more suitable for original image retrieval based on thumbnails. The pHash algorithm is based on the frequency domain and retains the image’s low-frequency components by Discrete Cosine Transform (DCT). While the aHash is quick and easy, it may be too rigid to make a comparison. For example, it can generate false-misses if a gamma correction or a color histogram is applied to the image because the colors move along a non-linear scale—changing where the “average” is located and where bits are above/below the average. A more robust algorithm is used by pHash. The pHash algorithm can tolerate images with rotation and size changes of less than 25% and avoid the influence of gamma correction or color histogram adjustment. However, DCT is quite time-consuming, so the speed of pHash is the slowest among the three algorithms. The dHash algorithm is based on pixel difference and is sensitive to image rotation and deformation. In terms of recognition effect, the dHash algorithm is better than the aHash algorithm but is not as good as the pHash algorithm. In terms of implementation speed, the dHash algorithm is better than the pHash algorithm, but not as fast as the aHash algorithm.



In this study, an orthophoto image of a small Buddhist statue was selected as the original image, and the size, brightness, chroma, contrast, sharpness, blur degree, and angle of the original image were subsequently adjusted (Figure 5). Then, the accuracy and efficiency of the different hash algorithms were tested by using the original image and seven transformed images (The test program was written in Python language).



The pHash algorithm was selected for determining the similarity index because it is more accurate, though less efficient, compared with the dHash algorithm, as shown in Table 1. This is because the objects studied are the small Buddhist statues on the Thousand Buddhist cassock, and the degree of degradation of the small Buddhist statues is the main factor affecting the similarity index of the Buddhist statues.



The similarity index of Buddhist statues can only be used to judge whether the Buddhist statues are similar or not. Its disadvantage is that it only generates the numerical values that are used to express the similarity degree of Buddhist statues and does not identify the matching feature points between two similar Buddhist statues. Therefore, it is necessary to identify and match the feature points of similar Buddhist statues.



The main process of feature point matching is as follows:



Key points are detected; description vectors are extracted and feature matching is performed:




	
Construct local feature descriptor;



	
Feature matching.








There are many algorithms for feature point matching, such as SIFT operator, Surf operator, Brisk operator, and Orb operator. The matching speed, accuracy, and robustness should be considered comprehensively for algorithm selection (see Table 2). According to [54,55,56,57,58,59], SIFT operator and Surf operator have high accuracy, and the results are relatively stable. SIFT is more accurate than Surf, but the running speed is slower. The Brisk operator and Orb operator are relatively fast, but the accuracy is poor. Again, considering the characteristics of small grotto statues, accuracy is a more important factor; thus, SIFT operator was selected as the feature point matching algorithm in this study.




3.3. pHash Algorithm and Similarity Index


The similarity index is based on the pHash algorithm [53,60], which can form a group of hash data after image processing and is often used to search similar images using the original image. During the image search, the hash algorithm firstly extracts the input image features and then generates a set of hash values represented by a two-dimensional array. Then, the hash value is compared with the hash value of the target image to find the matching image [60].



The processing steps of the pHash algorithm are illustrated in Figure 6:



	
Reduce size: The fastest way to remove high frequencies and detail is to shrink the image. In this case, pHash starts with a small image; 32 × 32 pixels is a suitable size. This is really done to simplify the Discrete Cosine Transform (DCT) computation and not because it is needed to reduce the high frequencies.



	
Reduce color: The image was reduced to grayscale to further simplify the number of computations.



	
Compute the DCT: The DCT separated the image into a collection of frequencies and scalars. We used a 32 × 32 pixel DCT during this process.



	
Reduce the DCT: While the DCT is 32 × 32 pixels, the top-left is kept to 8 × 8 and the lowest frequencies in the picture are represented.



	
Compute the average value.



	
Reduce the DCT further.






According to the 8 × 8 pixel DCT matrix, we set the 64-bit hash value to 0 or 1. To be specific, “1” was set if it was greater than or equal to the average value of DCT, and “0” was set if it was less than the average value of DCT. The results did not show the true low frequency but only roughly showed the relative proportion of the frequency relative to the average value. If the overall structure of the image remained unchanged, the hash result value remained unchanged. It could therefore avoid the influence of gamma correction or color histogram adjustment.



3.3.1. Compute the Average Value


In this step, the hash value was obtained. In the 32 × 32 matrix generated after DCT transformation, most of the information was in the 8 × 8 matrix in the upper left corner. Therefore, it is only necessary to compare the 8 × 8 matrix elements with the average value of DCT. If the value was greater than or equal to the average value, it was recorded as 0, and then a 64-bit hash value composed of “0” and “1” was obtained.



In the above algorithm, the two-dimensional DCT was obtained according to the coefficient sub-matrix of 8 × 8 in the matrix:


   G  u , v   =  1 4  α  ( u )   ( v )    ∑   x = 0  N    ∑   y = 0  N   g  x y   • cos [    (  2 x + 1  )  u π    N 2     ]  cos [    (  2 y + 1  )  v π    N 2     ]  ,  



(1)







G—N * N image pixels;



G—threshold matrix in N * N matrix;



A—cosine coefficient matrix.



After getting the 64-bit hash value, we needed to compare it with the hash value of the target image and calculate the number of different characters in the corresponding position between the 64-bit hash values of the two images through calculating the “Hamming distance”. Therefore, the range of pHash value was 0 to 64. The smaller the value, the smaller the difference between the images, and the more similar the two images are [53].




3.3.2. Compute the Cultural Heritage Similarity Index


First, the Buddhist statue images were numbered in sequence from 1 onwards after separating the experiment area. We then compared the 1st Buddhist statue image with the rest of the Buddhist images and recorded the similarity index after each comparison and entered it into the table. After the first round of comparisons, we compared the next Buddhist statue images with the rest of the Buddhist images and completed the above process. This process was iterated until the image of each Buddhist statues had been compared with the other Buddhist statue images. Finally, the similarity index was obtained according to the following formula:


  S =   64 − i   64   × 100 % ,  



(2)







S—similarity index



I—pHash value between two Buddhist statues images



It can be seen from the above formula that the higher the similarity index, the more similar the two pictures are. From this, we can judge the degree of similarity between the two Buddhist statues.





3.4. SIFT Operator and Feature Point Matching


To understand the similarities between the small Buddhist statue to be restored and the selected standard reference Buddhist statue, the SIFT operator can be used to obtain the matching feature points. The full name of the SIFT operator is Scale Invariant Feature Transform, which was first published by David Lowe at the International Conference on computer vision in 1999 and then improved in 2004 [48]. The SIFT operator has the invariability of image rotation and scale transformation and has good robustness to affine transformation, brightness transformation, and noise. It has often been used to match the feature points between images to extract the facial feature points of Buddhist statues, realize the objective evaluation of the similarities of Buddhist statues, and provide a scientific basis for the entity restoration of cultural heritage.



The SIFT operator obtains the point set of feature points through detecting the feature points of the input image; it then matches the feature points of different images to obtain similar feature points. The core content of the SIFT operator is the construction and detection of feature points, and its main steps are shown in Figure 7 [49]:




	
Constructing scale space;



	
Searching for an extremum in scale space;



	
Determining the accurate location of extreme points;



	
Construct direction parameters of feature points.










4. Results


As shown in Figure 8, this paper first uses the method of close-range photogrammetry to generate the orthophoto image of the main Buddhist statue of the 18th cave of the Yungang Grottoes and then preprocesses the orthophoto image to cut out the area shown in Figure 1 from the Thousand Buddhist cassock. This is the research area of this paper.



As seen in Table 1, image rotation will affect the accuracy of the pHash algorithm. To avoid the influence of the posture of the small Buddhist statue on the similarity results, it is also necessary to uniformly adjust the posture of the small Buddhist statue and delete the background of the Buddhist statue (Figure 3) to ensure that the similarity discrimination is not affected by other factors.



Figure 9 shows the Hamming distance from the pHash algorithm between Buddhist statue No. 3 and Buddhist statue No. 2. As shown in Figure 10, the preprocessed images of eleven small Buddhist statues are selected as experimental data in the demonstration area. The results after executing the hash algorithm are shown in Table 3.



Table 3 lists the similarity index between different small Buddhist statues. Taking the small Buddhist statue No. 2 as an example, the most similar one is the small Buddhist statue No. 3, with a similarity index of 97%. Therefore, small Buddhist statue No. 3 can be selected as the reference object for the restoration of small Buddhist statue No. 2.



As shown in Figure 11, we selected several Buddhist images with the highest similarity index to perform the SIFT algorithm matching experiment. The similarity index values are 94%, 97%, 97%, and 97%, respectively, between Buddhist statue No. 1 and Buddhist statue No. 2, between Buddhist statue No. 2 and Buddhist statue No. 3, between Buddhist statue No. 4 and Buddhist statue No. 9, and between Buddhist statue No. 4 and Buddhist statue No. 10. The red circle connected by the red line is the similar feature point of the two images, and the blue circle is the detected feature point.



To verify the reliability of the similarity index proposed in this paper, we selected Buddhist statue No. 2 and Buddhist statue No. 3, with the highest similarity index of 97%, to perform the deviation analysis of the 3D point clouds. The 3D point clouds of Buddhist statues No. 2 and No. 3 were obtained using the RIEGL VZ-1000 3D scanner, and the point cloud accuracy is 5mm. We used Geomagic software for 3D modelling and the best fitting of the Buddhist statue point cloud, carrying out multiple processing such as denoising, modelling, segmentation, and accuracy analysis. First, the 3D models of the two Buddhist statues were superimposed, and then the deviation of the two models was analyzed. As shown in Figure 12, the maximum 3D deviation of the two Buddhist statue models is ±0.0129m, the average 3D deviation is + 0.0028m and -0.0034m, the standard deviation is 0.0041m, and the Root Mean Squared Estimate (RMSE) is 0.0042m. It can also be seen from the deviation chromatogram that the chromatograms of the two small Buddha statues are green, light blue, and light yellow, which proves that the deviation is within the acceptable range. Therefore, it can be considered that the similarity index of Buddhist statues No. 2 and No. 3 is consistent with the actual situation.




5. Discussion


In recent years, image processing technology and 3D scanning technology have been prevalent in the digital protection of cultural heritage [61]. Although orthophoto and 3D point clouds of the Yungang Grottoes were captured simultaneously during digital documentation, in this paper, orthophoto was finally selected as the basic data to explore the similarity index of the Buddhist statues.



There are two reasons for this:




	
The Yungang Grottoes are large, complex, and immovable cultural heritage with a huge volume, and they lack independent high-precision scanning of individual Buddhist statues. Although high precision 3D scanning can provide more details, it will provide huge amounts of point cloud data, which involves complex data processing and high costs. In order to reduce the difficulty of 3D data processing, instead of using 3D data we chose 2D photos, which are simpler and more economical.



	
The objective of this paper was to develop a quick and convenient way to judge the similarity of cultural relic objectively. Using 2D photo as a data source, people can use a consumer digital camera to collect data, which brings down the data collection barrier.








As shown in the results (Table 3), the larger the similarity index, the more similar the two Buddhist statues are. For a group of small Buddhist statues whose similarity index is too low, we cannot simply consider that they are two completely different small Buddhist statues. We should combine the actual situation, where the hash value is different due to the missing part of the Buddhist statues, resulting in the low similarity index. The prior knowledge of cultural relic experts is also very important. Especially when there are Buddhist statues with the same similarity index, as shown in Table 3; the similarity index between Buddhist statue No. 1 and Buddhist statue No. 2 or No. 3 are both 94%. In this situation, the prior knowledge of experts should be taken into consideration to make an appropriate choice.



After obtaining the similarity index, we selected the SIFT operator to match the similarity features of Buddhist statue images because the similarity index can only give objective values. This is because, in the real restoration of Buddhist statues, it is always necessary to analyze the similar parts visually. Although there are many methods for matching similar features, there are some common operators, such as the Surf operator improved by the SIFT operator, the Brisk operator, and the Orb operator. However, after referring to the research literature and comparing the operation efficiency, robustness, matching accuracy, and other indicators, we finally selected the SIFT operator with the highest matching accuracy (Table 2). Because this paper’s research objects are single Buddhist statues, the amount of data to be processed is small, and the slight difference in running speed can be ignored. However, the surface features of grotto statues are not obvious due to weathering, so a SIFT operator with high accuracy is needed to perform feature point matching to avoid missing similar feature points.




6. Conclusions


This paper presents an approach for quantitatively judging the similarity of Buddhist statues using the similarity index. With this approach, archaeologists, restorers, conservator, and scientists can quantitatively judge the similarity of Buddhist statues for the quick screening of similar statues. It solves two problems. One is that the similarity judgment of Buddha images used to depend on the subjective evaluation of experts, and the other one is the lack of quantitative similarity assessment. In this study, a method of automatic identification of similar Buddhist statue images by combining a pHash algorithm with a SIFT operator. The unique “hash fingerprint” can be generated quickly and accurately based on the pHash algorithm. Moreover, the SIFT operator is used to match the similarity feature points of similar Buddhist statue images to provide a reference for experts.



At present, the identification of Buddhist statues with similar artistic models remains in the empirical identification, and there is a lack of scientific quantitative identification methods. This paper provides quantitative evidence for the virtual and physical restoration of grottoes by using orthophoto images, so that people can quickly judge the similarity between different Buddhist statues, accurately locate similar feature points, and assist experts in repairing Buddha statues.



From the results, the similarity of No. 1 and No. 2, No. 1 and No. 3, No. 2 and No. 3, No. 4 and No. 9, and No. 4 and No. 10 is more than 90%. These Buddhist statues are considered very similar and can be selected as the reference Buddhist statues for other damaged Buddhist statues. The 3D point cloud was also used to generate the models of Buddhist statues No. 2 and No. 3. It was found that their deviation was very small; the Root Mean Squared Estimate (RMSE) is only 0.0042m, which confirms the similarity index of Buddhist statues No. 2 and No. 3 of 97%.



The results were based on a limited number of small grotto statues of the Yungang Grottoes using only orthophoto images of Buddhist statues. Although judging the similarity of Buddhist statues by orthophoto images is more efficient than using 3D point cloud data in quickly generating similarity index in terms of data acquisition and processing speed and algorithms, the method works better for the preliminary screening of similar statues. Further investigation on the methods that integrate both 2D images and 3D point cloud data may provide a more complete and automatic solution from preliminary screening to the final identification of the reference statues because high-precision 3D data can describe the details of Buddhist statues more accurately.
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Figure 1. Small statues carved onto the statues in the 18th cave of the Yungang Grottoes, China. 
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Figure 2. The overall process of the proposed approach. 
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Figure 3. Rotation of preprocessed and segmented image of Buddhist statues. 
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Figure 4. Orthophoto acquisition sequence (arrow indicates camera moving direction). 
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Figure 5. Original image and transformed image. (a) image (original); (b) image (light); (c) image (resize); (d) image (contrast); (e) image (sharp); (f) image (blur); (g) image (color); (h) image (rotate). 
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Figure 6. Flow chart of pHash algorithm. 
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Figure 7. Flow chart of SIFT algorithm. 
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Figure 8. The main Buddhist Orthophoto of the 18th cave of the Yungang Grottoes. 
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Figure 9. Numerical value generated by pHash algorithm. 
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Figure 10. The experimental object in this paper. (a) Orthophoto of Buddhist statue No. 1; (b) Orthophoto of Buddhist statue No. 2; (c) Orthophoto of Buddhist statue No. 3; (d) Orthophoto of Buddhist statue No. 4; (e) Orthophoto of Buddhist statue No. 5; (f) Orthophoto of Buddhist statue No. 6; (g) Orthophoto of Buddhist statue No. 7; (h) Orthophoto of Buddhist statue No. 8; (i) Orthophoto of Buddhist statue No. 9; (j) Orthophoto of Buddhist statue No. 10; (k) Orthophoto of Buddhist statue No. 11. 






Figure 10. The experimental object in this paper. (a) Orthophoto of Buddhist statue No. 1; (b) Orthophoto of Buddhist statue No. 2; (c) Orthophoto of Buddhist statue No. 3; (d) Orthophoto of Buddhist statue No. 4; (e) Orthophoto of Buddhist statue No. 5; (f) Orthophoto of Buddhist statue No. 6; (g) Orthophoto of Buddhist statue No. 7; (h) Orthophoto of Buddhist statue No. 8; (i) Orthophoto of Buddhist statue No. 9; (j) Orthophoto of Buddhist statue No. 10; (k) Orthophoto of Buddhist statue No. 11.
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Figure 11. Extracting detail feature points of similar Buddhist statues using the SIFT algorithm. (a) Feature point matching of Buddhist Image No. 1 and Buddhist Image No. 2; (b) Feature point matching of Buddhist Image No. 2 and Buddhist Image No. 3; (c) Feature point matching of Buddhist Image No. 4 and Buddhist Image No. 9; (d) Feature point matching of Buddhist Image No. 4 and Buddhist Image No. 10. 






Figure 11. Extracting detail feature points of similar Buddhist statues using the SIFT algorithm. (a) Feature point matching of Buddhist Image No. 1 and Buddhist Image No. 2; (b) Feature point matching of Buddhist Image No. 2 and Buddhist Image No. 3; (c) Feature point matching of Buddhist Image No. 4 and Buddhist Image No. 9; (d) Feature point matching of Buddhist Image No. 4 and Buddhist Image No. 10.
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Figure 12. Three-dimensional (3D) model deviation analysis of Buddhist statues No. 2 and No.3. 
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Table 1. Comparison results of the three hash algorithms.
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Contrast Images

	
Time (s)

	
Accuracy




	
Image1

	
Image2

	
aHash

	
dHash

	
pHash

	
aHash

	
dHash

	
pHash






	
original

	
original

	
0.31

	
0.09

	
4.04

	
100.00%

	
100.00%

	
100.00%




	
original

	
light

	
0.31

	
0.09

	
4.08

	
98.44%

	
96.88%

	
97.66%




	
original

	
resize

	
0.28

	
0.07

	
3.96

	
93.75%

	
95.31%

	
96.88%




	
original

	
contrast

	
0.28

	
0.07

	
4.21

	
98.44%

	
98.44%

	
99.61%




	
original

	
sharp

	
0.32

	
0.07

	
4.15

	
82.81%

	
85.94%

	
83.20%




	
original

	
blur

	
0.29

	
0.07

	
4.15

	
76.56%

	
73.44%

	
95.28%




	
original

	
color

	
0.28

	
0.07

	
3.91

	
98.44%

	
100.00%

	
100.00%




	
original

	
rotate

	
0.29

	
0.07

	
4.07

	
56.25%

	
57.81%

	
57.81%
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Table 2. Comparison of four feature point matching algorithm.






Table 2. Comparison of four feature point matching algorithm.





	Comparative Method
	Operating Speed
	Accuracy
	Robustness





	SIFT operator
	Low
	Highest accuracy
	Highest Robustness



	Surf operator
	Fast
	High accuracy
	High Robustness



	Brisk operator
	Fast
	Low accuracy
	Low Robustness



	Orb operator
	Fastest
	Lowest accuracy
	Lowest Robustness
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Table 3. Statistics of experimental results.
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Number of Buddhist Statue

	
Values of Similarity Index (%)




	
No. 1

	
No. 2

	
No. 3

	
No. 4

	
No. 5

	
No. 6

	
No. 7

	
No. 8

	
No. 9

	
No. 10

	
No. 11






	
No. 1

	
100

	
94

	
94

	
84

	
84

	
78

	
88

	
78

	
84

	
88

	
59




	
No. 2

	
94

	
100

	
97

	
88

	
84

	
75

	
91

	
81

	
88

	
91

	
63




	
No. 3

	
94

	
97

	
100

	
91

	
88

	
72

	
94

	
81

	
88

	
94

	
66




	
No. 4

	
84

	
88

	
91

	
100

	
81

	
72

	
91

	
88

	
97

	
97

	
66




	
No. 5

	
84

	
84

	
88

	
81

	
100

	
66

	
84

	
72

	
78

	
81

	
69




	
No. 6

	
78

	
75

	
72

	
72

	
66

	
100

	
66

	
66

	
75

	
69

	
36




	
No. 7

	
88

	
91

	
94

	
91

	
84

	
66

	
100

	
81

	
88

	
94

	
72




	
No. 8

	
78

	
81

	
81

	
88

	
72

	
66

	
81

	
100

	
88

	
88

	
63




	
No. 9

	
84

	
88

	
88

	
97

	
78

	
75

	
88

	
88

	
100

	
94

	
63




	
No. 10

	
88

	
91

	
94

	
97

	
81

	
69

	
94

	
88

	
94

	
100

	
66




	
No. 11

	
59

	
63

	
66

	
66

	
69

	
36

	
72

	
63

	
63

	
66

	
100

















	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2021 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).






media/file13.jpg
Input Buddhist Statue Orthophoto

Scale-space extrema
detection






media/file4.png
Data acquisition and
processing

—— Reconnaissance trip

&

i Photographic block
Image division
acquisition

s

Image acquisition

’

——— Image straightening

—— Dhata preprocessing

.-'/’ v : _'\\ ) l
] "— Aeralriangulalion

———  DSM extraction

\_ Pt I |

— Orthopheoto

Similarity feature point matching

Detection of scale-
space extreme

p
Sift
operator

Orientation
assignment

.

Keypoint descriplor

:

——— Keypoint marching

DSM: Digital Surface Model
DCT: Discrete Cosine Transform

Experimental area selection
and data preprocessing

r
Experimental area
selection
o
Vo

Data l .
preprocessing I l .

i1

Heritage expert
assessment

!

Select a similar
Buddha statue area

Orthophoto
s extraction of
experimental area

—— Image segmentation

!

——— Aerotriangulation

'

———  DTM extraction

.

] Orthophoto

Similarity Index based on pHash
algorithm

&

%

B
Image .
5 b
compares
# a
Similarity =:77%05700r
Index % Piid
calculation e
N i

e Reduce size

'

— Reduce color

|

——  Compute the DCT

}

— Reduce the ¢

Compute the average
value

Further redunce the
DCT

—— Construct the hash

Similarity index

!

Similarity index
analysis





media/file18.png
Convert to
64-bit
grayscale
image

( Ditest\phash\wxi4\Debug\phash.exe

g |
=S l_-'-b‘
S
1DifFNun = 3

I : -
Qtwo images are very similar?

Hash value

comparison






media/file21.jpg
5y i§@





media/file3.jpg
( =
o @

Similarity feature point matching

Experimental area selection
‘and data preprocessing

Similarity Index based on pHash
algorithm

Simnty T B
| cotinon






media/file22.png
(d)






media/file19.jpg
444084






media/file7.jpg





media/file10.png





media/file14.png
Complete preserved Target

___ Buddhiststatue Buddhist statue |
" Scale-space extrema | .
e SIFT algorithm
detection
; “Orientation assignment |

Ll MG l

'L-."-- |

= |
)_. | — -

AE |

2 T |

L - p kN |

|

|

Main Orientation






media/file11.jpg
Input Buddha Statue
| Orthophoto.

| ‘pHash algorithm Similarity Index

{ Reduce size
Reduce color
Compute the DCT +100%
" | Reduce the DCT
Complete  Target — S ~Similariy Index
; pute the average value E ity
preserved puddnist || s B et i~ pHash value between

Buddhist  statue
statue. i ‘Construct the hash

two small Buddha images






media/file6.png
ration

a

correction

removal






media/file15.jpg





nav.xhtml


  remotesensing-13-01201


  
    		
      remotesensing-13-01201
    


  




  





media/file16.png
R A T R T
L 91 L1






media/file2.png





media/file20.png
484086






media/file23.jpg





media/file5.jpg
B-b-8





media/file24.png
Test: &5F
i ~
Display ® 20128
Test Object
Dutoe
v Color Reterence
Color Test Points J.003?
| Color Deviations 0.0057
Upper and Lower Deviation Point 0.0047 l
Spectrum ® 0.0027 =
Result = 00036 .
-0 00Cs
Color Segments: 15 2 .
Max. Critical: 0.01279991 m 2 -0o0z? .
Max. Nominal; 0.00064 m £ L opsy I
Min. Nominal: -0.00064 m 4 L00e7
Min. Critical: -0.01279991 m $ Qo0gs .
Decimal Places: 4 v .
Lo l
Statistics ® 00z -
Maximum Distance:
ositive: 0.0128 m
neg :-0.0123 m
Average Distance: 0.0006 m 30 Deranlion z
ositive: 0.0032 m Max o 0.0126 {-00123 m 1
ative: -0.0025 m Average +/- 0.0032-00025 m Xo BeY
Standard Deviation: 0.0038 m Standard Deviation: 10038 m !
RMS Estimate: 0.0038 m JE a: 00038 rr






media/file1.jpg





media/file12.png
Input Buddha Statue

Orthophoto pHash algorithm Similarity Index

Reduce size

Reduce color 64—i

S =

* 100%

— Compute the DCT -
Complet(el BTgléiglf't . Compute the average value S --Similarity Index
reserve uddhis i --
b Further reduce the DCT i - pHash value between

Buddhist statue
statue

two small Buddha images

| |
| |
| |
| Reduce the DCT |
| |
| |
| |






media/file9.jpg





media/file0.png





media/file8.png
- - -

-






media/file17.jpg
iDiffNum =3
two images are very similar!






