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Abstract

:

Structure-from-Motion Multi-View Stereo (SfM-MVS) photogrammetry is a viable method to digitize underground spaces for inspection, documentation, or remote mapping. However, the conventional image acquisition process can be laborious and time-consuming. Previous studies confirmed that the acquisition time can be reduced when using a 360-degree camera to capture the images. This paper demonstrates a method for rapid photogrammetric reconstruction of tunnels using a 360-degree camera. The method is demonstrated in a field test executed in a tunnel section of the Underground Research Laboratory of Aalto University in Espoo, Finland. A 10 m-long tunnel section with exposed rock was photographed using the 360-degree camera from 27 locations and a 3D model was reconstructed using SfM-MVS photogrammetry. The resulting model was then compared with a reference laser scan and a more conventional digital single-lens reflex (DSLR) camera-based model. Image acquisition with a 360-degree camera was 3× faster than with a conventional DSLR camera and the workflow was easier and less prone to errors. The 360-degree camera-based model achieved a 0.0046 m distance accuracy error compared to the reference laser scan. In addition, the orientation of discontinuities was measured remotely from the 3D model and the digitally obtained values matched the manual compass measurements of the sub-vertical fracture sets, with an average error of 2–5°.
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1. Introduction


Underground spaces such as tunnels, caverns, and stopes are part of the key infrastructure in mining and tunneling projects. The existing underground spaces need to be inspected during the construction process and throughout the design life to ensure safety and control the quality of the excavation process. Regular inspections can detect potential issues early so that repairs can be scheduled to reduce risks [1].



In addition to inspections, tunnel mapping is also used in rock mass characterization. Rock mass behavior is governed by its mechanical properties but also by the presence and properties of discontinuities such as tensile and shear fractures [2]. Therefore, it is crucial to characterize the rock mass and its discontinuities based on data collected from the field. A variety of methods exist to characterize rock mass discontinuities, focused on localizing the fractures and estimating their geometrical properties. The most common traditional method is to map the outcrops manually using a geological compass. However, manual mapping is slow and time-consuming, limited due to safety precautions that prohibit accessing unsupported excavations, and biased due to human input. These can be overcome by the recent advancements in geomatic methods such as mobile and terrestrial laser scanning and Structure-from-Motion Multi-View Stereo (SfM-MVS) photogrammetry. Such methods enable rapid, safe, and automated digitization of exposed rock surfaces in underground excavations. The site is first digitized into high-resolution 3D models that are properly scaled and oriented [3,4]. The 3D models can then be used to remotely find and characterize the geometrical properties of rock mass discontinuities using computer-assisted methods, e.g., fracture geometry detection with a clustering-based machine learning tool [5], rock quality designation (RQD) estimation [6], or fracture aperture measurements [7].



Mass-capture geomatic methods are frequently used to map underground spaces because they facilitate rapid and efficient data collection. Reducing the time to collect the spatial data is crucial because, (1) the time available for the measurements is limited due to the inherent nature of the excavation cycle, (2) measurements are done by highly qualified personnel whose time is valuable, and (3) the rapid mapping method allows more frequent measurements. In addition, improving data acquisition speed in underground excavations also improves safety, as people can spend less time in a hazardous environment so exposure is limited [8]. Therefore, the motivation for this study is to investigate how to speed up image acquisition in underground tunnels for SfM-MVS photogrammetric reconstruction while keeping the hardware costs low.



Spatial mapping of underground tunnels has conventionally been done by laser scanning due to its speed and accuracy [9]. However, the hardware costs associated with laser scanning are typically very high [8]. On the other hand, SfM-MVS photogrammetry is becoming increasingly popular as the software, camera solutions, and computing hardware becomes cheaper and more capable [10,11]. SfM-MVS photogrammetry is a geomatic method that reconstructs the 3D model of an object by finding and matching overlapping features from 2D photographs of the object taken at various view angles [12,13,14]. The method involves a series of computer vision algorithms, e.g., Scale Invariant Feature Transform (SIFT) for feature extraction and matching [13], SfM for camera pose estimation, calibration, and sparse point cloud extraction, and MVS for dense point cloud extraction [15]. Unlike traditional photogrammetry methods, SfM-MVS also works with non-calibrated cameras, which allows low-cost consumer-grade cameras to be used for 3D reconstruction [16].



Photogrammetric data acquisition in underground environments differs from photogrammetry done on the surface in several ways. If the tunnels do not have fixed lighting, the most important difference is the lack of sufficient lighting. Low light in tunnels necessitates the use of artificial battery-powered lights with sufficient power and a long exposure time camera setting, which requires the camera to be positioned on a tripod to avoid blur. Another difference is the limited space to capture the images. This requires the use of wide-angle lenses to capture the complete geometry. However, the usual workflow for the photogrammetric reconstruction of underground tunnels using conventional digital cameras, even with a wide-angle lens, is slow, as it requires multiple changes in the position and angle of the camera to capture the whole geometry including the walls, floor, and roof of the tunnel [17,18]. A complicated acquisition workflow can prevent the use of SfM-MVS photogrammetry to scan tunnels if the time available to collect the data is restricted, for example, due to the limited time frame available for measurements before the next excavation cycle starts, or if the tunnel is used as the main transportation roadway.



The time to capture photos can be reduced by using multiple cameras or a single camera with multiple lenses at the same time, for example, a 360-degree camera that has two or more lenses pointing in opposite directions so that multiple photos are captured at one camera location. The advantage of 360-degree cameras is that they consist of multiple fisheye lenses that can capture a much wider portion of the environment. This makes the data collection faster as it requires a lower number of images to achieve sufficient spatial coverage with high overlap between subsequent images. The improvement is especially visible in indoor environments with constricted dimensions, such as corridors or stairwells [19,20]. Another advantage of using 360-degree cameras for photogrammetry is that workflow for image acquisition is simpler, which results in less chance of making a mistake, especially if there is time pressure. Even though fisheye lenses have much larger distortion than conventional lenses, modern photogrammetric software can correct this in the reconstruction process. Several studies have demonstrated the successful use of 360-degree cameras for 3D mapping of indoor environments [21,22,23,24]. Barazzetti et al. [21] first demonstrated that 360-degree cameras can be successfully used to produce photogrammetric models of interiors, and later presented a procedure for condition mapping using 360-degree images [22]. Tepati Losè et al. [23] demonstrated the successful use of 360-degree cameras for 3D documentation of complex indoor environments under specific conditions. Herban et al. [24] presented a study where low-cost spherical cameras were used for the digitization of cultural heritage structures into 3D point clouds.



However, only one previous attempt was realized by researchers to scan an underground rock tunnel with a 360-degree camera and to quantify the usability of such devices for rock mass data collection [25]. The use of a 360-degree camera allows a reduction of image acquisition time compared to the conventional time-consuming workflow in which the camera’s poses need to be changed many times to capture the whole geometry of the tunnel. The study proved the 360-degree camera can be used to reconstruct a 3D model for rock mass characterization, but the accuracy could still be improved by using a more suitable distortion model, which improves the alignment in the photogrammetric processing. Therefore, this study demonstrates an improved method for the rapid digitization of hard rock tunnels using a 360-degree camera and SfM-MVS photogrammetry. The innovative contribution of this study lies in presenting a complete workflow for rapid tunnel image acquisition with a 360-degree camera and SfM-MVS photogrammetric processing steps. The method is demonstrated through a field test done in an underground hard rock tunnel, and the quality of spatial data and rock mass properties extracted from the models is evaluated.




2. Materials and Methods


For this study, a field test was designed to assess the usability of a 360-degree camera for tunnel mapping and rock mass characterization in realistic underground conditions. A high-resolution 360-degree camera was used to capture the images of an underground hard rock tunnel section, and a 3D model was produced using Structure-from-Motion Multi-View Stereo (SfM-MVS) photogrammetry. The quality of the 3D reconstruction was tested against a reference model produced using a terrestrial laser scanner (TLS). The rock mass properties were remotely measured from the 3D model produced in this study and compared with manual compass mapping performed in a previous study [17]. The test site, image acquisition, photogrammetric reconstruction, and data processing steps are described in detail below.



2.1. Test Site


The Underground Research Laboratory of Aalto University (URLA) was selected as the test site for this study. URLA is located approximately 20 m below the Otaniemi campus in Espoo, Finland, and is used for field testing, research, and teaching activities [17]. The rock mass is composed of fine-grained hornblende-biotite gneiss and migmatic granite rocks and is moderately fractured with three main joint sets (two sub-vertical and one sub-horizontal set). The tunnel air temperature is approximately 14 °C, and the humidity is controlled with a fan and drying unit. The tunnel is illuminated with fluorescent lights installed on the roof (Figure 1) so portable lights are not required. The lighting remained constant during the testing of different cameras and image-capturing methods. This helps to have more control over the process.



A 10 m long tunnel section of a long mapping tunnel with a 5 m width and 3.5 m height was selected for this study. One wall of the tunnel is unsupported, and the rock is exposed, which makes it perfect for testing new methods to collect rock mass properties with remote mapping methods.




2.2. Control Points and Control Distances


To scale and rotate the model, an orientation control board (Figure 2a) was developed based on a similar tool developed in [3]. The board consists of five control points with a known distance between each point. The board is placed in the scanned scene and is aligned using a geological compass so that all the points lie on a horizontal plane and the arrow points in the North direction. This allows the 3D model to be properly rotated in space so that the orientation of rock mass discontinuities can be measured, especially when there are no ground control points available with known coordinates.



In addition, to measure the accuracy of the 3D model, 12 circular 20-bit control points (Figure 2b) were mounted on tunnel walls (6 points on the left wall and 6 on the right wall), and 26 distances between the points were measured with a Leica s910 laser distance meter. The points were then automatically detected by the photogrammetric software, and the calculated distances were compared with measured values (Figure 1) using the root-mean-square error (RMSE). The RMSE formula is presented in Equation (1).


  RMSE =      ∑  i = 1  n     (   P i  −  O i   )   2   n     



(1)




where Pi is the measured value, Oi is the calculated value, and n is the number of measurements.




2.3. Image Acquisition with a 360-Degree Camera


A high-resolution 360-degree camera–Insta360 Pro–was used to scan the tunnel section (Figure 3a and Figure 1). The camera has a sensor of dimensions 6.311 × 4.721 mm and 4000 × 3000 pixel resolution. The camera has six fisheye 2 mm f/2.4 lenses so that six photos are captured each time, which are usually combined into a single equirectangular panorama. However, in this study, the raw 12 MPix resolution images from each lens were used instead (Figure 4b).



The camera was mounted on a tripod to allow for longer exposure times and photos were captured at 27 locations regularly spaced in two rows (Figure 4a), which resulted in 162 images. More camera locations were designed on the left side of the tunnel to increase the resolution of the exposed rock surface.



The images were captured with ISO set to 100 and a shutter speed of 1/7 s. The images were captured in RAW file format. The time to capture the photos was noted down and compared with the conventional workflow described in [17].



Next, the raw images were post-processed in Adobe Lightroom v10.4 to improve the visual quality of the textures applied to the reconstructed 3D models. The processing aimed to delight the images by decreasing the brightness of overexposed pixels and increasing brightness in shadows and improving sharpness by using the sharpening technique proposed by [26]. Post-processing settings are given in Table 1, and an example of the image postprocessing effect on a zoomed-in portion of the image can be seen in Figure 5. Note the improved visibility in darker areas and the improved sharpness throughout the image. The processed images were exported in .jpeg format and used for further processing in the photogrammetry software.




2.4. Photogrammetric Reconstruction


In this study, RealityCapture v.1.2 photogrammetric software [27] was chosen due to its fast reconstruction speed, reliability, and the authors’ previous experience. The reconstruction was done on a PC with an Intel i9-9900K @3.60 GHz CPU, 64 GB RAM, and an NVIDIA TITAN RTX GPU with 24 GB VRAM memory.



The processed images were imported into the software and the 3D models were reconstructed using the complete SfM-MVS workflow presented in [7]. First, the control points were detected automatically from each image. Next, all control points mounted on tunnel walls were temporarily disabled during alignment so that they did not influence the alignment. Next, the coordinates of the control points on the orientation board (Figure 2a) were set so that the bottom left corner of the board is located at the origin of a local Euclidean coordinate system (0,0,0) and other points lie on the same horizontal plane. The model was then aligned using the ‘K + Brown 4 with tangential2’ distortion model. The alignment settings are given in Table 2. The tie points were identified on all images and matched between the overlapping images. The camera locations were estimated, and a sparse point cloud was calculated.



Next, the dense point cloud was reconstructed using the MVS algorithm by projecting all identified points from 2D images to a 3D point cloud. The reconstruction was run on ‘High’ settings in the photogrammetric software, with an image downscale factor for depth maps set to 1. The mesh model was calculated from the point cloud. Finally, the model was textured with a maximal texture count unwrapping style and a maximum texture limit set to 6 textures of 8192 × 8192 pixels size. The model was then cropped and exported as a point cloud in .xyz format. The final steps were to enable all control points in the model, export the calculated control distances, and compute the average control distance, which was compared to the control distance measurements described in Section 2.2.




2.5. Reference Models


To test the quality of the 360-degree camera-based model, it was compared against three reference models: a laser scan and two photogrammetric models. The reference point clouds were placed in the same local coordinate system as the 360-camera-based model using the control points mounted on the tunnel wall. This enables direct comparison between the clouds.



The first model was a reference laser scan that was captured in the tunnel with a Riegl VZ-400i TLS scanner (Figure 3d) on the highest quality settings at six scanning stations (Figure 4a). The reference point cloud obtained with the laser scanner had a resolution of 0.005 m.



The second model was reconstructed with SfM-MVS from images captured with a Canon EOS RP Mirrorless DSLR camera with a full-frame sensor size of 36 × 24 mm (referred to as ‘DSLR’ going forward) equipped with a Canon EF 14 mm f/2.8L II USM lens (Figure 3b). The workflow for capturing the images of the entire tunnel section presented in [17] was used. In total, 111 images of 26.2 Mpix resolution were captured. The same alignment parameters as presented in Table 2 and reconstruction steps in the photogrammetric software were used.



The third model was reconstructed from the same 360-degree camera images as in the 360-degree camera-based model and additional high-resolution (HQ) images of the exposed rock wall captured with a DSLR camera. The assumption was that the resolution and visual quality of the 360-degree camera-based model can be improved considerably while keeping the capture time short. By adding additional high-resolution images captured in a relatively short time, the total capture time stays much shorter than the conventional method presented in [17] but the model achieves much better visual quality. The improved visual quality is especially important if the model will be used for rock mass characterization, in which some parameters of the rock are assessed visually [28], or if the model will be used for VR/AR-based rock mass mapping systems [28,29,30,31,32]. For this purpose, 13 high-resolution images of the unsupported tunnel wall were captured (Figure 4a) with a Canon 5Ds R full-frame DSLR camera and Canon EF 35 mm f/1.4 L II USM prime lens (Figure 3c).



However, it should be noted that the data for the reference models were collected later than the 360-degree image acquisition due to the unavailability of the hardware. This resulted in small changes in the geometry of the site; for example, the position of the ventilation tubing had changed, and minor rock pieces were spotted on the tunnel floor. Therefore, part of the floor of the tunnel and the ventilation tubing were cropped out of all the point clouds.




2.6. Point Cloud Data Analysis


The 3D point clouds were processed in Cloud Compare v2.12.0 software [33]. First, the clouds were cleaned by removing outliers using the ‘Statistical Outlier Removal’ function with six points used for mean distance estimates and a standard deviation multiplier threshold of 1.



Next, the surface density of the clouds was calculated with the ‘Compute geometric features’ function and a local neighborhood radius of 0.005 m. The point density of the entire tunnel section and the exposed rock wall was examined and compared with the reference models.



Finally, the 360-degree camera and the other two photogrammetrically obtained reference point clouds were compared against the TLS scan to measure the accuracy of photogrammetric reconstruction. For this purpose, the ‘Cloud-to-Cloud (C2C)’ distance function was used, and distances were computed and analyzed.




2.7. Remote Rock Mass Measurements


To test the quality of the remote rock mass measurements obtained from the 3D models of the scanned tunnel section, the point clouds of the exposed rock wall were analyzed using the Discontinuity Set Extractor (DSE) software [5]. DSE software clusters the points into planes of similar orientation and allows a semi-automatic rock mass discontinuity mapping. The mean orientation of the extracted discontinuity sets obtained with the DSE software was compared with manual compass measurements obtained in a previous study [30].





3. Results and Discussion


3.1. Image Acquisition Time and Photogrammetric Reconstruction


The process described in Section 2, above, resulted in the production of high-resolution colored point clouds of the tunnel section (Figure 6, Figure 7 and Figure 8). The time to capture the photos and the resulting model quality was compared against the conventional DSLR camera and workflow described in [17]. Capturing the images of the same tunnel section with the 360-degree camera took only 10 min compared to the 34 min for capturing 111 images with a DSLR camera (see Table 3).



Even though the quality of the 360-degree camera-based model was visually acceptable and comparable to the reference DSLR model (Figure 7a,b), the surface density of the point cloud was slightly lower than the DSLR model, and the points were not evenly distributed on the tunnel wall (Figure 7a). This was most likely the result of the smaller sensor size, lower pixel resolution and focal length of the 360-degree camera, and an uneven overlap on the tunnel wall due to the slight rotation of the camera when moving between the camera locations.



The improved model utilizing both 360-degree and HQ images is presented in Figure 6c. The improved model achieves almost 4× higher point density (see Table 3 and Figure 7c) while the capture time is only 4 min longer and the overall processing time is only 11 min longer. In addition, the point density is more evenly distributed on the tunnel wall (Figure 7c and Figure 8c). The combined 360-degree and HQ model achieves comparable results to the model created with only DSLR images (Figure 7b), but the image capturing time and processing time is much faster, and the point density of the tunnel wall is higher (Figure 8c).



The fast image acquisition speed, acceptable point density, and low processing time obtained in this study confirm that 360-degree cameras can be successfully used for the photogrammetric digitization of tunnels. The 360-degree model achieves comparable results to a conventional DSLR camera, and the workflow is less prone to mistakes.



The K + Brown4 with tangential2 distortion model that was used for alignment of the 3D model in this study resulted in a more accurate alignment compared to the K + Brown3 distortion model used in the previous test [25]. The mean projection error has dropped to 0.296 pixels from the previously achieved 0.482 pixels.




3.2. Control Distance Error and Comparison with a Reference Model


The accuracy of the scan was first tested by physically measuring distances between control points attached to the walls of the tunnel (Figure 9 and Figure 10) as described in Section 2.2. Distances measured with the physical tool were taken as control distances. The measured and calculated distances and the corresponding RMSE value calculated for each model are presented in Table 4. The RMSE of each model was calculated according to Equation (1).



The RMSE of the control distances amounted to 0.0082 m for the 360-degree camera-based model. In comparison, the DSLR model achieved an RMSE of 0.0099 m, and the improved 360 + HQ model was 0.0095 m. The RMSE of the control distances measured on the reference TLS scan amounted to 0.0090 m. The resulting control distance accuracy of the 360-degree camera-based model can be considered acceptable for the given tunnel dimensions and measurement method. It should also be noted that the laser distance measurement device that was used for control distance measurements has an accuracy of ±1 mm. The lower accuracy of the TLS can be attributed to the measurement technique. The control points in the TLS model were detected and measured manually in Cloud Compare software, whereas all control points in the photogrammetric models were detected automatically and the distances were also measured automatically.



Next, the difference between the reference TLS scan and the photogrammetric models was tested by computing the Cloud-to-cloud (C2C) distance between the point clouds. The 360-degree camera-based model achieved a 0.0046 m Root Mean Square (RMS) C2C difference from the reference laser scan. The RMS value was computed from all scalar values at each point. In comparison, the conventional DSLR model achieved a 0.0050 m difference, and the improved 360 + HQ model achieved a 0.0043 m difference (Table 5). In addition, to limit the effect of outliers, a Gauss distribution was fitted to the C2C results for each model, and the mean value, and the upper and lower limit of C2C computed as two standard deviations, are presented in Table 5. It can be observed that the C2C error is lower compared to the C2C obtained using the RMS of all points and the mean C2C of the 360-degree model ranges up to 0.0088 m with 95% confidence.



The C2C results for each point cloud of the tunnel section are presented in Figure 11 with the color scale ranging from 0 to 0.02 m. In addition, the histogram of the C2C results can be seen on the right side of the color scale. The largest C2C distances on the 360-degree and 360-degree + HQ clouds were measured on the small rock pieces on the left side of the tunnel floor (red colored points in Figure 11a,c). This was because the reference DSLR and TLS scans were made later than the 360-degree image acquisition and some minor tunnel geometry changes took place, mainly due to small rock pieces detaching from the tunnel wall or roof and landing on the floor. This means that the mean C2C distances presented in this study can be considered conservative, and a smaller distance to the TLS scan could be achieved if the scans took place simultaneously.



It was also observed that in the improved model with additional high-quality images of the tunnel wall, the accuracy has increased. This can be seen in Figure 11c, in which the left tunnel wall has a reduced C2C compared to the model with only 360-degree images (Figure 11a).



In overall, the accuracy of the 360-degree camera scan can be considered as good and acceptable for rapid tunnel digitization with the SfM-MVS method, where speed should sometimes be favored over accuracy [34]. The accuracy achieved with the settings used in this study is comparable to the previous study where 360-degree cameras were used to create 3D models with SfM-MVS photogrammetry [21]. The high accuracy can be attributed to the high-quality camera used in this study, which was also predicted by Barazetti et al. in [21]. In comparison, if a low-cost spherical camera is used (e.g., [24]) C2C distances up to 15 cm and noisy clouds without fine details reconstructed can be expected.




3.3. Rock Mass Characterization


Next, the remote mapping of rock mass properties was tested on the given 3D models of the tunnel wall. The point clouds were cropped to a 2 × 1.3 m mapping window (Figure 12) that was previously mapped with a conventional geological compass [17,30]. Discontinuity sets and their geometrical properties were extracted from the 3D models using the semi-automatic automatic method in the Discontinuity Set Extractor software [5]. The data was processed, three main joint sets were identified in all three models and their mean orientation was extracted. The results of the remote mapping are presented in Figure 12, Figure 13 and Table 6.



The computed mean orientation (dip direction and dip) of the extracted rock mass discontinuity planes from the three photogrammetrically-obtained point clouds and the TLS scan agrees well with 21 measurements obtained in previous studies [17,30] using a conventional geological compass (see Table 6 and Figure 13). The reference TLS scan obtains the most accurate dip direction and dip measurement of the identified fracture planes. The 360-degree camera-based model achieves comparable results that are also consistent with the reference DSLR model. The addition of high-quality images of the rock surface does not increase the accuracy of remote measurements considerably. However, the accuracy of the dip measurement of joint set 3 was improved in this experiment.



The differences between the remote and conventional measurements of fracture orientation are the lowest for the two sub-vertical planes (joint sets 1 and 2). However, the orientation of the sub-horizontal plane is not accurately measured. This is a common issue attributed mainly to a lower amount of light on such a plane and the low angle between the camera and the horizontal surface affecting the line of sight. Similar observations were made in [35], where rock mass measurements obtained from mobile laser scanning were generally accurate, but the sub-horizontal fracture set was not detected and required additional scanning rounds. It should be noted that field mapping with a conventional geological compass can also vary by a few degrees, which is affected by human bias and the quality of the compass. This is especially visible when mapping sub-horizontal features [18]. Therefore, the remote rock mass mapping result of this study can be considered successful since it was possible to detect all joint sets, including the sub-horizontal planes but with lower accuracy compared to more favorably oriented discontinuity planes. The accuracy of the remote mapping can be improved by including additional images taken from lower and higher positions relative to the horizontal fracture planes so that the point density in the shadow areas would be increased and more data points would be used to extract the planes and compute the orientation [18].





4. Conclusions


This study presented a complete workflow for underground tunnel digitization using a 360-degree camera and Structure-from-Motion Multi-View Stereo photogrammetry. The method was tested on a 10 m-long hard rock tunnel section. The results demonstrate that a 360-degree camera is a viable instrument to rapidly capture high-quality data for the photogrammetric reconstruction of underground tunnels. The image acquisition time amounted to 10 min per 10 m long tunnel section and was one-third compared to that of a conventional camera. The reconstructed 3D model achieved 0.0046 m distance accuracy when compared to a reference laser scan, and 21 pts/cm2 point cloud resolution.



The 360-camera-based model was also used to remotely map rock mass properties. The mean orientation of three identified discontinuity sets was measured using a semi-automatic method. The results matched the field measurements obtained using a conventional geological compass for the two sub-vertical sets with an average error of 2–5°, although some discrepancies were observed for sub-horizontal planes, which is a common issue reported in the literature.



The resolution and accuracy of the 360-degree camera-based model were improved by capturing additional high-resolution images of the mapped tunnel. The improved model achieved 97 pts/cm2 point resolution of the tunnel wall while increasing the total capture time to only 14 min. The improved resolution is beneficial if small features must be mapped for rock mass characterization purposes.



As a next step, for practical validation, it is recommended to test the same equipment in more challenging tunnel conditions resembling an ongoing excavation process with high dust and moisture content in the air.
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Figure 1. Photo depicting part of the tunnel section that was selected for testing the 360-degree camera for photogrammetric digitization and remote rock mass mapping. Control distances were measured between the control points mounted on the tunnel wall (example illustrated with an orange dashed line). An orientation board with four control points was placed on the floor (white board in the lower left corner) and was used to orient the model. 
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Figure 2. Orientation control board (a) with known local coordinates used to orient the 3D model, and (b) control point example that was used in the field test to control the accuracy of SfM-MVS reconstruction. 
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Figure 3. Hardware used in this study: (a) Insta360 Pro with 6 fisheye lenses, (b) Canon EOS RP mirrorless DSLR with 14 mm lens to capture the reference DSLR model, (c) Canon 5Ds R DSLR with 35 mm lens to capture the High-Quality images for the improved 360 + HQ model, and (d) Riegl VZ-400i terrestrial laser scanner. 
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Figure 4. Planned image network with 27 locations of the 360-degree camera at the test site of the Underground Research Laboratory of Aalto University (a), and the raw image from one of the six lenses in the 360-degree camera (b). 
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Figure 5. Comparison of the raw (left) and processed (right) image that was delighted and sharpened in Adobe Lightroom; detailed settings used are given in Table 1. 
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Figure 6. Top view (left) and front view (right) of the scanned tunnel 3D model reconstructed with SfM-MVS photogrammetry from images captured using: (a) 360-degree camera, (b) DSLR camera, and (c) 360-degree camera and HQ images captured by a DSLR camera for improved resolution of the wall. 
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Figure 7. 3D point clouds and surface point density of the tunnel wall digitized with: (a) 360-degree camera-based photogrammetric model, (b) DSLR model for comparison, and (c) an improved model with additional DSLR images of the tunnel wall. 
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Figure 8. Surface point density of the 3D point cloud of the entire tunnel section digitized with: (a) 360-degree camera, (b) DSLR, and (c) 360-degree camera with HQ images of the tunnel wall. 
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Figure 9. Control distances were measured between markers mounted on tunnel walls and compared with the calculated distances on the reconstructed 3D model. 
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Figure 10. Reference point cloud of the tunnel section (above) with a uniform point density (below), obtained with the Riegl VZ-400i terrestrial laser scanner (TLS). 
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Figure 11. Cloud-to-cloud (C2C) distance between the reference TLS laser scan and the 3D point cloud of the tunnel wall digitized with: (a) 360-degree camera, (b) DSLR, and (c) 360-degree camera with HQ images of the tunnel wall. 
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Figure 12. Rock mass mapping window on the tunnel wall (a) with three extracted rock discontinuity sets (red, green, and blue colored points) extracted with the Discontinuity Set Extractor from the point clouds: (b) 360-degree model, (c) DSLR model, (d) 360-degree and HQ model, and (e) reference TLS model. 
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Figure 13. Comparison of the orientation of discontinuity sets extracted from the 3D models using a semi-automatic method by [5], and conventional geological compass measurements. 
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Table 1. Image processing settings in Adobe Lightroom Classic.
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	Setting Group
	Parameter
	Value





	Basic delighting
	Highlights
	−100



	
	Shadows
	100



	Sharpening
	Amount
	60



	
	Radius
	0.5



	
	Detail
	100
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Table 2. Alignment settings in RealityCapture photogrammetric software.
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	Alignment Parameter
	Value





	Image overlap
	Low



	Max features per Mpx
	10,000



	Max features per image
	40,000



	Detector sensitivity
	Medium



	Preselector features
	10,000



	Image downscale factor
	1



	Maximal feature reprojection error [pixels]
	1.00



	Use camera positions
	True



	Lens distortion model
	K + Brown4 with tangential2
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Table 3. Image acquisition time and surface point density results.
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	Photogrammetric Method
	360
	DSLR
	360 + HQ





	Number of images
	162
	111
	162 + 13



	Capture time
	10 min
	34 min
	10 + 4 min



	Alignment time
	2 min 19 s
	1 min 17 s
	2 min 59 s



	Mesh reconstruction and texturing time
	22 min 23 s
	49 min 04 s
	32 min 29 s



	Overall processing time
	24 min 42 s
	50 min 21 s
	35 min 28 s



	Surface point density
	20.7 pts/cm2
	33.2 pts/cm2
	87.4 pts/cm2



	Surface point density–mapping wall
	24.5 pts/cm2
	24.2 pts/cm2
	96.9 pts/cm2
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Table 4. Measured and calculated control distances and the RMSE.
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	Measured Distance (m)
	360
	DSLR
	360 + HQ
	TLS





	1.7594
	1.7543
	1.7561
	1.7564
	1.7574



	5.3671
	5.3690
	5.3683
	5.3703
	5.3625



	1.8094
	1.8092
	1.8072
	1.8081
	1.8025



	1.7548
	1.7623
	1.7584
	1.7596
	1.7572



	5.4670
	5.4804
	5.4643
	5.4676
	5.4545



	1.4461
	1.4500
	1.4510
	1.4515
	1.4511



	2.1470
	2.1548
	2.1579
	2.1584
	2.1542



	5.3876
	5.3816
	5.3846
	5.3861
	5.3717



	3.9992
	4.0065
	4.0074
	4.0085
	4.0157



	4.4164
	4.4340
	4.4306
	4.4322
	4.4143



	3.4650
	3.4784
	3.4716
	3.4728
	3.4637



	4.4803
	4.4914
	4.4893
	4.4908
	4.4829



	5.2344
	5.2333
	5.2361
	5.2375
	5.2215



	5.2127
	5.2169
	5.2224
	5.2237
	5.2091



	4.1423
	4.1417
	4.1479
	4.1491
	4.1431



	2.4581
	2.4639
	2.4644
	2.4652
	2.4649



	3.7464
	3.7560
	3.7576
	3.7591
	3.7548



	5.6238
	5.6257
	5.6195
	5.6205
	5.6041



	4.8475
	4.8626
	4.8561
	4.8592
	4.8421



	2.4336
	2.4353
	2.4309
	2.4322
	2.4281



	5.4793
	5.4755
	5.4757
	5.4781
	5.4773



	9.6027
	9.6078
	9.6140
	9.6176
	9.6092



	6.2157
	6.2196
	6.2217
	6.2240
	6.2155



	7.9028
	7.9295
	7.9215
	7.9243
	7.9174



	8.3790
	8.3942
	8.3925
	8.3951
	8.3924



	RMSE (m)
	0.0099
	0.0082
	0.0095
	0.0090










[image: Table] 





Table 5. Cloud-to-Cloud (C2C) distance measured between the point clouds and a reference laser scan.
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	Photogrammetric Method
	360
	DSLR
	360 + HQ





	Cloud-to-Cloud distance (RMS) (m)
	0.0046
	0.0050
	0.0043



	C2C (mean of a fitted Gauss

distribution) (m)
	0.0040 ± 0.0048
	0.0043 ± 0.0052
	0.0038 ± 0.0042
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Table 6. Comparison of the mean orientation of discontinuity sets extracted from the 3D models using the semi-automatic method by [2], and manual compass measurements.
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	Joint Set
	Dip Direction (°)
	Abs. Diff.
	Dip (°)
	Abs. Diff.





	360
	1
	327.5
	2.3
	85.8
	3.2



	
	2
	55.9
	3.0
	83.4
	4.5



	
	3
	281.1
	30.5
	13.8
	9.1



	DSLR
	1
	325.9
	0.7
	83.4
	5.6



	
	2
	55.9
	3.0
	83.4
	4.5



	
	3
	293.4
	18.2
	20.5
	15.8



	360 + HQ
	1
	327.5
	2.3
	85.8
	3.2



	
	2
	55.9
	3.0
	83.4
	4.5



	
	3
	281.0
	30.6
	7.5
	2.8



	TLS
	1
	324.0
	1.2
	87.4
	1.6



	
	2
	56.7
	2.2
	87.6
	0.3



	
	3
	287.7
	23.9
	8.6
	3.9



	Geological compass
	1
	325.16
	
	89.00
	



	
	2
	58.90
	
	87.87
	



	
	3
	311.59
	
	4.74
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