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Abstract: Automatic reconstruction of DSMs from satellite images is a hot issue in the field of
photogrammetry. Nowadays, most state-of-the-art pipelines produce 2.5D products. In order to
solve some shortcomings of traditional algorithms and expand the means of updating digital surface
models, a DSM generation method based on variational mesh refinement of satellite stereo image
pairs to recover 3D surfaces from coarse input is proposed. Specifically, the initial coarse mesh is
constructed first and the geometric features of the generated 3D mesh model are then optimized
by using the information of the original images, while the 3D mesh subdivision is constrained by
combining the image’s texture information and projection information, with subdivision optimization
of the mesh model finally achieved. The results of this method are compared qualitatively and
quantitatively with those of the commercial software PCI and the SGM method. The experimental
results show that the generated 3D digital surface has clearer edge contours, more refined planar
textures, and sufficient model accuracy to match well with the actual conditions of the ground surface,
proving the effectiveness of the method. The method is advantageous for conducting research on
true 3D products in complex urban areas and can generate complete DSM products with the input of
rough meshes, thus indicating it has some development prospects.

Keywords: digital surface model; satellite images; mesh refinement; photo consistency

1. Introduction

A digital surface model (DSM) is a series of point clouds or a mesh model with three-
dimensional coordinates that represent the undulations of the surface (including artificial
buildings, vegetation, etc.). It is an important data source for making true digital orthophoto
maps (TDOM), extracting digital elevation models (DEMs), updating geographic infor-
mation databases, and extracting buildings and generating contour lines in the process of
producing map products [1–4]. Most of the current methods for generating DSMs are based
on photogrammetry and involve acquiring the corresponding points in airborne images
before then relying on image-matching techniques to complete the generation of the DSM.
However, most reconstruction pipelines are usually based on pairwise images and point
cloud fusion (such as S2P [5], ASP [6], and so on), do not take full advantage of multi-view
data, and generally require fusion of point clouds to obtain better results. In addition to
traditional dense matching methods facing window size adaptation problems, there are
also implied intra-window parallax consistency limitations [7]. The method represented
by semi-global matching (SGM) achieves a compromise between quality and cost, but its
computational cost and memory overhead are large and depend on the maximum parallax
search range and the number of pixels in the image [8].

Remarkable progress has been made in dense geometry reconstruction from aerial
images. However, the satellite domain has been much less studied than the traditional
pinhole camera model, probably because of the limited availability of high-resolution
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data. Along with the increased availability of satellite data, the use of satellite data for 3D
reconstruction and other aspects is gaining more and more attention [9–14].

Most reconstruction schemes adopt the process of dense matching first and then
depth map fusion [15–19]. Recently, there have been more and more mesh reconstruction
studies based on satellite images, but due to the computational efficiency and cost, many
studies are based on the SGM algorithm or its variants. The SGM algorithm was first
released in 2011 and performed well on ISPRS test data [20]. After that, Gong, K. et al.
used the hierarchical method of the SGM to conduct experiments, further expanding the
SGM algorithm [21]. Li, Y. S. et al. adopted an efficient hierarchical matching strategy,
which significantly reduced the matching cost of the SGM algorithm [22]. Ghuffar, S.
simplified the production process of DSMs by directly applying the SGM algorithm to
voxel space [23]. De Francis et al. proposed the open-source project S2p, which performed
well with benchmark satellite data [24]. Xu, Z. et al. proposed an improved SGM matching
aggregation optimization constraint, which converts the matching aggregation formula
into the optimization of the global energy function and uses the local solution of the energy
function to strengthen disparity consistency between adjacent pixels [25]. In addition
to the general SGM algorithm, Saeed, M. et al. combined image segmentation and 3D
reconstruction and introduced a neural network to improve the SGM algorithm [26].

In addition to the above SGM algorithm and its variants, a layered segmentation
method was proposed by Kim, S. et al., which subdivides the DSM geometrically; the
results were compared to laser radar DSM products to illustrate the effectiveness of the
method [27]. Krau ß, T. et al. introduced the computer vision method and proposed a
pre-segmentation method, which uses parallax map and spectral information to enhance
DSMs [28]. In addition, Zhang, L. et al. used the coarse-to-fine layered method combined
with a variety of matching algorithms to complete the process of automatically generating
DSMs from linear array images [29]. Eckert, S. et al. used different geometric model
methods to compare the quality of DSM generation, and the results showed that there
were advantages and disadvantages between different methods [30]. Hu, D. T. et al.
used computer vision and a multi-image matching algorithm to generate DSMs with
high accuracy [31]. Wang, W. et al. achieved low-cost DSM production based on slam
technology [32]. Gong, K. et al. completed the DSM product reconstruction of multi-view
satellite images through use of a semi-global matching method combined with a median
filter [33]. Rongjun Qin et al. exploited the statistical depth fusion of multiple DSMs
generated from individual stereo pairs [34].

Some other methods bypass traditional dense matching and depth map fusion pro-
cesses (such as those of D’Angelo, P. and others), directly substituting the photometric
cost into the three-dimensional space and directly estimating the DSM [35]. Wang, K. et al.
estimated elevation values and combined the semantic information of other satellite im-
ages [36]. Pollard, T. et al. proposed a model based on probabilistic voxels to jointly
reconstruct surface voxels and their corresponding texture information [37]. Some scholars
have also used neural networks to carry out their research [38–40].

The study of mesh refinement is more common in pinhole models (UAV images
or airborne images), and less research is available on satellites. Vu et al. proposed a
mesh refinement method that constructs an energy function composed of texture transfer
errors and smooth terms and optimized the mesh using the gradient descent method [41].
Li, S. W. et al. significantly improved the level of detail in their study [42]. Blaha, M. et al.
proposed guiding the process of mesh subdivision through semantic segmentation [43].
Mesh segmentation and refinement algorithms have been less applied to satellite imagery.
By applying mesh optimization algorithms to the field of satellite imagery, it becomes
advantageous to carry out the generation of real scene products by easily updating existing
meshes and DSM products. A new method for 3D reconstruction through mesh refinement
is proposed, which applies the mesh refinement method to the satellite domain and guides
the subdivision process by using image information. The proposed method maximizes the
consistency of the photographs to recover the ground truth. It starts with an initial mesh,
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which is then refined by iteratively moving its vertices to reduce photometric errors for
all images.

2. Methods

The basic fundamentals of photometric mesh refinement with frame sensors are
presented in article [43]: When positioning the vertices of the mesh and transferring the
texture from image i to image j, their textures should match each other. As long as the
textures do not correspond, they generate a gradient which can be propagated through the
sensor model to obtain each gradient of every vertex. Finally, define the direction where it
is supposed to be positioned to increase photometric similarity. Iterative calculation via
gradient descent then obtains a refined mesh with maximal photometric similarity and
minimal photometric reprojection error.

The actual standard for modeling object-to-image space mapping for satellite images
is RPC (or RFM). In this paper, a photometric refinement algorithm based on frame sensors
is extended to a mesh refinement framework based on linear array satellite images. The
overall technical flow chart is shown in Figure 1. The basic framework and the adaptation
are described in the following paragraph.
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Figure 1. Flow chart of the mesh refinement method. 
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Figure 1. Flow chart of the mesh refinement method.

(1) Construction of the energy function is based on the RPC model. (2) Subdivision of
the mesh with a triangulation projection area threshold and a texture complexity threshold
is performed. (3) The gradient descent method is used to solve and limit the moving step
to optimize the solution process. (4) By refining the original mesh, the vertices are driven
to move closer to the actual position corresponding to the ground truth, and the x, y, and
z coordinates are close to the 3D coordinates of the corresponding points in the real 3D
world after the end of the iterative solution, which thus obtains the final optimization result.
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Moving step size is limited to optimize the solution process. At the same time, through
continuous subdivision and refinement of the mesh, the original mesh is continuously
optimized and the vertex is driven to move closer to the actual position in the corresponding
research area. The x, y, and z coordinates are close to the 3D coordinate of the corresponding
point in the real world, and the final refinement result is the DSM.

2.1. Construction of the Energy Function

The process of mesh refinement is actually the process of using image information
to drive the motion of triangular mesh vertices, and this problem can be expressed by
minimizing the energy function. The projection relationship between images is known,
and one image can be projected onto other visible images after being induced by the mesh
model. The energy function constructed from the image correlation coefficients drives
the motion of the triangular mesh surface to the optimal position, and the motion of the
triangular mesh vertices is also constrained by the regularization term.

(1) Energy function E consists of two parts. One is the data item Ephoto, which is
calculated according to the correlation between images. The other part is regularization
terms Esmooth, which is based on first order Laplace and second order Laplace transforms.
Data items rely on external energy to solve special problems, which is manifested in the
process of 3D mesh optimization, that is, in the process of triangular mesh vertex driving.
This allows for correlations between multi-view images to meet requirements and achieve
the maximum degree of similarity. The purpose of the regularization term function is to
provide smooth constraints for the optimization of a 3D mesh, which requires that the
surface of the 3D mesh meets certain smoothness requirements. Therefore, according to the
initial three-dimensional mesh and linear array satellite stereo image pair, the data energy
term and smoothing energy term of the energy function are calculated, and the energy
function expression is constructed as follows:

E(S) = Ephoto(S) + λEsmooth(S) (1)

S is a 3D mesh surface.
Ephoto(S) is the energy function of the 3D mesh.
Esmooth(S) is the regularization term of the 3D mesh.
λ is the regularization term weight.
Zero normalized cross correlation (ZNCC) is used as the main index to calculate the

energy term of photometric consistency, and the regularization term of gradient smoothing
is calculated with Laplacian first-order and second-order degree as the main indexes.

(2) The energy term of photometric consistency. Using ZNCC as the main index to
calculate image similarity, the purpose is to measure the degree of deviation in a scene
image when it is reprojected to another scene image through a three-dimensional mesh.
As shown in Figure 2, when the vertex of the reference image is reprojected to another
image through the mesh surface S, there is a reprojection error. Thus, the energy term of
photometric consistency is constructed. The formula is as follows:

Ephoto(S) = ∑
i,j

∫
ΩS

i,j

h(Ii, IS
ij)(xi)dxi (2)

Among them, Ephoto(S) is the energy term of the photometric consistency of the mesh
surface in the energy function, and h(Ii, IS

ij) is used to measure the similarity between

images Ii and images Ij. IS
ij = Π−1

i ◦Πj ◦ Ij, which indicates that image Ij is reprojected
to image Ii through surface S. Although the initial input mesh is rough, it is a basically
correct platform generated by dense matching. Therefore, it is effective for vertex driving
and energy function composition when reprojecting one scene image to another by means
of reprojection. Π−1

i indicates that image Ij is reprojected onto Ii through surface S, and Πj
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indicates that image Ij is reprojected onto S. Ii and Ij represents a pair of visible stereoscopic
images on the surface.

(3) The regularization term Esmooth(S). This term penalizes strong bending, not large
surface area:

Esmooth(S) =
∫

S
(k1

2 + k2
2)dS (3)
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Figure 2. Reprojection diagram between a reference image and reprojected image.

where k1 and k2 are the principal curvatures of the surface at the considered point. The
above equation can be described as:

E f air(Vi) =
∣∣∣−ξ1∆Vi + ξ1∆2V

∣∣∣2/τ2 (4)

∆(Vi) =
1

2Ai
∑

Vj∈N1(Vi)

(cot αi,j + cot βi,j)(Vj −Vi) (5)

∆2(Vi) =
1

2Ai
∑

Vj∈N1(Vi)

(cot αi,j + cot βi,j)(∆(Vj)− ∆(Vi)) (6)

where Vi is the vertex in the mesh, τ is the average of all edge lengths in the mesh, ξ1 and
ξ2 are the coefficients, and ∆ is the Laplacian operator. The discrete operation in the mesh
is shown in Equations (5) and (6), and Figure 3. Ai is the area of the Voronoi diagram
corresponding to vertex Vi, and Nl(Vi) is the vertex in the first-order neighborhood of
vertex Vi.
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2.2. Vertex Optimization Process

When considering only the data energy of the two visible images Im and In, the
correlation function between the two images can be expressed by ZNCC. The equation
Ephoto(S) = ∑

i,j

∫
ΩS

i,j
h(Im, IS

mn)(xi)dxi expresses the data energy between the two images,

and by taking the partial derivative of xi for this image point, we can obtain:

∇Edata(Im, In) = lim
h(Im, IS

mn + εδIS
mn)

ε
=
∫

ΩS
∂2h(Im, IS

mn)(pi)δIS
mn(pi)dpi (7)

When the image point xi on image Im corresponds to a point on surface S, denoted as
Vxi, the projection points of the object point on the image (m,n) according to the projection
relationship are expressed as follows: xi = Πm(Vxi), ps = Πn(Vxi). Considering the
relationship between the resolution of the image point and the object point, as shown in
Figure 4, di is the vector connecting the projection center of image Im and the object point
Vxi, Zi is the depth value of object point Vxi in image Im, and N is the normal vector of
object surface S at point Vxi. Therefore, the following relation between the image point and
the object point can be obtained:

dxi = −NTdmdVxi/Zm (8)
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The symbol fm,n(xi) = ∂2h(Im, IS
mn)(xi) δIn(xs) δΠn(Vxi) dm, with the gradient of the

data energy of the two visual images at the object point represented by Vxi, is defined as:

∇Edata(Im, In)(Vxi) = −
[

∂2h(Im, IS
mn)(xi) δIn(xs) δΠn(Vxi)

dm

Zm

]
N =− fm,n(xi)

N
Zm

(9)

Optimization of the 3D mesh model is achieved by driving the vertex Vk motion of the
triangulated mesh, and the direction of vertex motion is constrained to the normal vector
N. When considering all visible images and partial derivatives, the vertices of the mesh are
as follows:

dEdata(Vk)
dVk

= − ∑
m,n

ωmn
∫

ΩS φk(xi) fm,n(xi)
N
Zm

dVpi

= − ∑
m,n

ωmn
∫

ΩS φk(xi) fm,n(xi)
N
Zm

Zm
NTdi

dxi

= − ∑
m,n

ωmn
∫

ΩS φk(xi) fm,n(xi)
N

NTdi
dxi

(10)

The above geometric relationship is based on depth Z and ray d, the latter is simulated
in Section 2.3. As for depth, (10) is in fact independent of the absolute length dm = |dm|.



Remote Sens. 2022, 14, 6259 7 of 19

For the variation in image space coordinates, xi, due to the large focal length of the satellite
image, the denominator can be approximated as 1/z instead.

2.3. Simulation of Light

In the calculation of h(Ii, IS
ij)(xi), image Ij needs to be reprojected onto image Ii through

surface S. This involves a ray casting process, which is required to simulate ray direction.
The direction of light as defined by two virtual planes is denoted as A and B, which are h1
and h2 away from the ground. The pixels of multi-view satellite images are projected to
these two virtual planes by an RPC model. In this way, each pixel corresponds to two virtual
points, p1(x1, y1, h) and p2(x2, y2, h2), on two virtual planes. The ray direction correspond-
ing to the pixel can be then expressed as Raydirection = p1 − p2 = (x1 − x2, y1 − y2, h2− h1).
The schematic diagram is shown in Figure 5.

Remote Sens. 2022, 14, x FOR PEER REVIEW 8 of 20 
 

 

P1(x1,y1,h1)

P2(x2,y2,h2)

Virtual plane A

Virtual plane B

Surface S

 
Figure 5. Simulation of a ray. 

2.4. Reformulation of the Jacobian Matrix 
In order to adapt to the projection form of the RPC model, its Jacobian matrix, J , 

needs to be adjusted. Let B LonOffU
LonScale
−= ，

L LatOffV
LatScale
−= ，and H HeiOffW

HeiScale
−= . These 

are the normalized geographical coordinates of the object point (B,L,H). LN ， SN ， LD ，
and SD  each contains 20 RPC coefficients. ( , , )P U V W  is a 20-dimensional vector 
containing a cubic polynomial. The coordinates of image points can then be expressed as 
follows: 

( , , )
( , , )
( , , )
( , , )

T
S
T
S
T
L
T
L

N P U V W
SampleScale SampleOff

D P U V Wx
y N P U V W LineScale LineOff

D P U V W

 
× + 

   =      × +
  

 (11)

2 2 2

2

( ) ( ) ( )
( ) ( ) ( )

( , , )
( )

( )

T T T T T T
S S S S S S
T T T
S S S
T T T T
L L L L
T
L

SampleScale N PD SampleScale N PD SampleScale N PDP P P
U V HLonScale D P LatScale D P HeightScale D P

J B L H
LineScale N PD LineScale N PDP

ULonScale D P LatScale

× × ×∂ ∂ ∂
∂ ∂ ∂× × ×

=
× ×∂

∂× × 2 2( ) ( )
( ) ( )

T T
L L

T T
L L

LineScale N PDP P
V HD P HeightScale D P

 
 
 
 ×∂ ∂
 

∂ ∂×  

 
(12)

2.5. Subdivision of the Mesh  
When projecting a triangular facet, if the number of corresponding pixels exceeds the 

threshold, or texture complexity exceeds the subdivision threshold, the triangle is divided. 
The next step is to take the midpoint of each edge as a new vertex and divide the original 
triangle into four new triangles. The purpose is to realize subdivision of the mesh and 
make the details more perfect. 

2.5.1. Projection Area Parameters of 3D Mesh Subdivision 
The area parameter of the projection area is based on the projection relationship 

between the two-dimensional image and the three-dimensional mesh. When each 
triangular surface constituting the three-dimensional mesh is projected back to the image, 
each face corresponds to a series of points on the two-dimensional image, and the 
collection of points is the area parameter of the projection area. That is, according to the 
projection relationship, the corresponding points of each surface on multiple two-

Figure 5. Simulation of a ray.

2.4. Reformulation of the Jacobian Matrix

In order to adapt to the projection form of the RPC model, its Jacobian matrix, J,
needs to be adjusted. Let U = B−LonO f f

LonScale , V = L−LatO f f
LatScale , and W = H−HeiO f f

HeiScale . These are
the normalized geographical coordinates of the object point (B,L,H). NL, NS, DL, and DS
each contains 20 RPC coefficients. P(U, V, W) is a 20-dimensional vector containing a cubic
polynomial. The coordinates of image points can then be expressed as follows:

[
x
y

]
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2.5. Subdivision of the Mesh

When projecting a triangular facet, if the number of corresponding pixels exceeds the
threshold, or texture complexity exceeds the subdivision threshold, the triangle is divided.
The next step is to take the midpoint of each edge as a new vertex and divide the original
triangle into four new triangles. The purpose is to realize subdivision of the mesh and
make the details more perfect.
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2.5.1. Projection Area Parameters of 3D Mesh Subdivision

The area parameter of the projection area is based on the projection relationship
between the two-dimensional image and the three-dimensional mesh. When each triangular
surface constituting the three-dimensional mesh is projected back to the image, each face
corresponds to a series of points on the two-dimensional image, and the collection of points
is the area parameter of the projection area. That is, according to the projection relationship,
the corresponding points of each surface on multiple two-dimensional images are obtained;
the sum of the corresponding points on each image is the projection subdivision parameter
value of each face that constitutes the 3D mesh. Among these values, the maximum value
is taken as the projection area value for 3D mesh subdivision.

2.5.2. Texture Complexity Parameters of 3D Mesh Subdivision

Calculation of texture complexity is based on the method proposed in reference [44],
which is used to calculate the texture complexity of the result area obtained by hog (his-
tograms of oriented gradients). Gradient direction histograms are a common feature used
to describe the local texture of images [45] and are widely used in the field of computer
vision and pattern recognition [46–48]. The computational complexity of each mesh is
as follows:

(1) For pixels on the image, the gradients grad_x and grad_y in the horizontal and
vertical directions are first calculated using a Sobel gradient operator. The x’s direction of
the pixels for gradient θ(x) can then be calculated. The direction range obtained is between
[0, 2π].

(2) A histogram of the gradient direction of the image should then needs to be obtained.
The window size is set to n*n and divided into a bin. Based on the gradient direction
histogram, texture complexity at pixel x is defined as:

Γ(x) = 1− γ + ∑B
b=1 min(Hb(x), H(x))
γ + ∑B

b=1 Hb(x)
=

∑B
b=1 Hb(x)−∑B

b=1 min(Hb(x), H(x))
γ + ∑B

b=1 Hb(x)
(13)

where Hb(x) represents the frequency of the B bin in the histogram of gradient direction,
H(x) represents the average frequency of all bin additions, and γ is a constant that prevents
division overflow.

γ = 4× K× K× α (14)

Here, 4 is the normalization factor of gradient size based on the Sobel operator, K
represents the window size at the time of calculation, and α is a self-set control quantity.

3. Results and Analysis

First, the method was tested on two QuickBird images to obtain successful results.
Subsequently, two different test sites were selected from the MVS satellite benchmark. The
details of implementation are illustrated in the Section 3.1. The details of the two-image
program are illustrated in Section 3.2. The details of the test sites and the ground truth data
are illustrated in Section 3.3.

3.1. Implementation Details

The overall implementation of pipelines is as follows:
First, before the refinement process, the pipelines need an initial mesh as the processing

input. In this paper, a mesh is generated by using a conventional dense stereo matching
technique and gridding the resulting 3D model by Poisson reconstruction.

Since the RPC model is a correspondence conversion between latitude and longitude
and image coordinates, when this correspondence is used it needs to pre-process the coordi-
nate system. For mesh refinement, it is not only easier but also numerically advantageous to
operate in local Cartesian coordinates. In this paper, the geographic coordinates [B,L,H] are
transformed into a quasi-local Cartesian coordinate system. In this paper, this is achieved
by scaling the geographic coordinates to the unit level of elevation, H. Let [B,L,H] be the
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geographic coordinates of a point, and let [X, Y, H] be the corresponding coordinate in
the quasi-Cartesian coordinate system. The method treats it simply as X = L× 108, 000,
Y = B× 108, 000. The transformation simulates the Cartesian coordinate system locally, so
that the Jacobi matrix from the space-like coordinate system to the local quasi-Cartesian
coordinate system can be expressed as:

J(B, L, H) = [
B× α L× α 1
B× α L× α 1

]� J(B, L, H) (15)

Here, α = 108,000 and �means element-wise multiplication.
By constructing a quasi-local Cartesian coordinate system, the latitude and longitude

coordinates are converted to metric units (meters) so that the x, y, and elevation z units
are unified. The refinement then enters an iterative process where the intensities of image
i are reprojected onto surface S and then back into image j. The photometric similarity
between two images is calculated by ZNCC. Next, according to the simulation of rays, the
gradient of each vertex is obtained. In addition, a surface fairing term is added to penalize
bending. After construction of the initial mesh, the displacement of each vertex by the
gradient descent is obtained. This serves as the input of the next iteration. The basic form
for construction of the energy function is described in the previous section (Section 2.1).

Third, the initial input for the iteration is the initial rough mesh, and the gradient
descent method is used to obtain the optimal solution. The offset of each vertex of the
triangle is calculated in each iteration, and the iteration is continued until the triangulation
vertex moves to the optimal position close to the real situation of the surface. In the
gradient descent method, the initial gradient is the set of all vertex gradients in the mesh,
and each vertex is composed of coordinates in x, y, and z directions. In the process of
solving this problem, the values of the x, y, and z directions change iteratively, which makes
the coordinates of the vertices move continuously.

In the iterative solution process, in order to avoid missing the optimization result
due to the excessive movement of a vertex in the triangulation, the amount of movement
for each vertex must be limited. Taking the average edge length of the 3D mesh as the
threshold, the movement of driving vertices is constrained to make each vertex move
synchronously. The basic process is to calculate the side length of each triangulation that
constitutes the whole three-dimensional mesh as the judgment basis of the limited step
size. When movement in the x, y, and z directions is greater than the average side length of
each triangle, movement (gradient variation) in the x, y, and z directions is limited to half
of the average side length of the three-dimensional mesh. This makes the three vertices
of the triangle move synchronously, which avoids situations where the gradient descent
method cannot obtain good results due to excessive vertex movement.

In the meanwhile, a multi-scale refinement strategy is taken. In order to make full use
of the image information when driving triangular mesh surface motion, the coarse-to-fine
mesh optimization strategy is adopted in this project and is shown in Figure 6. The method
starts with low-scale images, and the algorithm is then advanced from low to high to obtain
the result. To obtain the results, multiple scales of images with different resolutions are
weighted based on the resolution of each pair.

In this paper, the weighting factor Scale f actor is defined as the following equation:

Scale f actor =
imageA.resolution× imageB.resolution

imageA.scale× imageB.scale
(16)

It accounts for different scales across datasets and mesh resolutions.
The experiment in this paper sets the parameter λ to 0.2. To avoid non-convergence,

the step size is limited, and 225 iterations are run to obtain the result. The scale is set to
four to finish refinement from low to high resolution. The average size of the triangle is set
to two pixels and the texture is set to 0.2 or 0.3.
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3.2. Experiments of Two Images

Two QuickBird images were tested, and the obtained DSM is shown in Figure 7.
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Figure 7. Results of the two views: (a) original image pair, (b) coarse mesh generated by the pair,
(c) the result after refinement (grayscale rendering), (d) coarse mesh (color rendering), (e) refined
result (color rendering).

Firstly, the satellite image pair was used as input (shown in Figure 7a). The basic
properties for the initial input mesh are shown in Table 1. Taking experiment 1 as an
example, it can be seen from Figure 7b,c that the whole mesh is very rough with obvious
hollow conditions, and the input mesh has unclear building contours, inaccurate surface
elevation information, is close to the plane, and is located a large distance away from the
actual surface (Figure 7a).

Table 1. Experimental Results with Different Parameters.

Texture Complexity Threshold Projection Area Threshold Iterations

a 0.3 24 255
b 0 2 255
c 0.3 2 255

The results are shown in Figure 7c,e. Compared to the original input mesh shown
in Figure 7b,d, the generated results are significantly richer in detail level, the building
contours are clearly visible, and the voids existing in the original mesh are filled. It is
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obvious that this method can recover the appearance of realistic urban areas from the nearly
flat input. Additionally, a certain degree of smoothing is performed to get a geographic
product that can meet the requirements. Comparison of the before-and-after results in
Figure 7 shows that the buildings have a clear outline and their boundaries are clearer
and smoother compared to Figure 7a The method in this paper can recover the surface
condition of real landscapes more completely, and the method can also recover building
outlines smoothly in terms of the shadow phenomenon that exists due to the angle at which
the building is photographed. Furthermore, the mesh optimization algorithm can start
from a mesh with lower fineness and recover feature shapes and elevation information.

The results were tested with different parameters and conditions. As shown in Figure 8,
when there are texture and projection area thresholds, the basic shape of the study area can
be recovered and fineness is influenced by the projection area threshold (see Figure 8a).
When only the projected area threshold is available, some tall buildings in the study area
may not be fully recovered and wrongly stop iterations (see Figure 8b). Through reasonable
setting of both parameters, the fine-mesh model can then be obtained (see Figure 8c).
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3.3. Test Site and Results of Test Sites

To verify the general applicability of the algorithm, this paper supplements the exper-
iment with two sites from the IAPRA MVS3DM dataset [49]. The images were captured
over a span of two years by the WorldView-3 satellite with a resolution of 30 cm per pixel
in nadir views, providing fifty DigitalGlobe WorldView-3 panchromatic and multispectral
images of a 100 square kilometer area near San Fernando, Argentina. A 2.5D LiDAR DSM
was provided to serve as ground truth for both test sites (see Figure 9). The images contain
a range of different terrain types, such as fields, residential areas, and vegetation. Test
site 2 contained several high-rise buildings. The cropped data provided by the benchmark
dataset were tested. In this paper, the accuracy assessment was computed by software
provided by Brown [49] et al. for quantitative analysis.

The selected image pairs have a very high degree of redundancy, with significant over-
lap at almost all locations. In this paper, satellite images with suitable lighting conditions
were selected for mesh refinement. According to the image selection strategy, 20 stereo
image pairs were selected as input data for test site 1. In test site 2, 16 stereo image pairs
were chosen through the image selection strategy. Two regions were tested for quantitative
analysis (test site 1 and test site 2).

Rough initial meshes were used as input. In this paper, the refinement method is
compared with the results of CATALYST (PCI) and SGM [20], and the differences were
calculated using laser data as a benchmark. The input images and LIDAR ground truth are
shown in Figures 9 and 10. The results of the refinement method are shown in Figure 11.
The details are shown in Figures 12 and 13. The local results for different methods are shown
in Figure 13. The left-hand row in Figure 14 shows the ROI extracted from the satellite
image, and the right-hand row shows the corresponding area of the reconstruction results.
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4. Discussion

This paper demonstrates the ability of the mesh optimization algorithm to recover
details of 3D shapes that cannot be represented in the 2.5D height field. Figure 11 shows
the reconstruction results for the study area. Figure 12 shows that the mesh refinement
algorithm is able to recover some of the original topography of the feature from the coarse
input (Figure 12, left). Compared to the PCI and SGM results, the method in this paper
is significantly smoother in recovering the building planes and the floor boundaries are
clearer (Figure 12, tall building outline). For the traditional 2.5D DSM product, which
consists mainly of a network of point clouds generated by dense matching, the elevation
information is inaccurate and not sufficiently realistic or smooth, while the improved model
has distinctly folded edges. On building planes with elevations, the mesh refinement
method was able to recover further detail. However, the resulting optimized façade is too
uneven in places, possibly due to the presence of shadows when the images were taken.
Compared to the PCI results, the mesh-refinement surfaces refine the coarse mesh, provide
more detail, and appear less noisy.
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4.1. Quantitative Evaluation

Of the two test sites, test site 1 had higher completeness due to test site 2 having a
higher number of buildings and more high-rise buildings with several stories, resulting in
shaded areas. The high-rise buildings and the excessive number of trees resulted in a loss
of completeness.

To test the method, the results generated by PCI and SGM were compared. The LiDAR
ground truth is provided in the form of a 2.5D DSM. Consequently, the refined 3D meshes
had to be converted back to 2.5D elevation maps. To accomplish this process, we aligned
the mesh to the 2.5D DSM, cast a vertical ray through the center of each mesh cell, and
extracted the highest intersection point with the reconstructed mesh.

The reference DSMs for the two test sites are shown in Figure 10. To quantitatively
assess the quality of our refined DSM, comparisons were made between the DSM and
the reference LiDAR DSM at both test sites. The RMS of the height difference and the
completeness of the results were calculated to check accuracy. In addition, we calculated
the normalized median deviation (NMAD) to evaluate the robustness of the fused DSM.
The statistical evaluation results are shown in Table 1.

As shown in Table 2, the integrity of test site 1 was 68% with an RMS of 2.04 m. The
DSM of test site 2 had an RMS of 2.04 m. The integrity of the two test sites was 68% and
49%, respectively. As discussed previously in this paper, the areas of test site 2 shaded by
dense trees and high-rise buildings reduced accuracy and completeness. The NMADs of
test sites 1 and 2 are 0.76m and 1.08 m, respectively. Dense residential areas and high-rise
buildings cause more shadows and negatively affect robustness. From Completeness, RMS,
and NMAD, the method in this paper has met or exceeded existing algorithms and software
in terms of accuracy.

Table 2. Evaluation results for the test sites with the benchmark PCI and refinement methods.

PCI Result SGM Refinement Result

Test site 1 Completeness [%] 64 57 68
RMS [m] 2.26 2.78 2.04

NMAD [m] 0.79 0.85 0.76
Test site 2 Completeness [%] 52 46 49

RMS [m] 3.36 4.17 3.88
NMAD [m] 1.44 1.67 1.08

Table 2 illustrates that the method significantly improves coarse meshes. RPC pa-
rameters without block adjustment are used in this paper, and the accuracy of the DSM
elevation produced by the mesh refinement method basically reaches an accuracy level
that is consistent with commercial PCI software. While the SGM method is superior in
terms of satellite position, it is not well corrected and the reconstruction effect may be
lacking. This indicates that the method in this paper has good robustness. Usually, better
DSM results need to be fused by multiple point clouds; however, the method in this paper
avoids this redundant operation. It is found that the error metrics do not fully reflect the
degree of visualization in the reconstruction and the error results are affected by seasonal
changes, object movement, and other aspects. In general, the mesh optimization method is
less affected by the initial input mesh and basically reaches the accuracy level of advanced
commercial software and algorithms. Additionally, the mesh optimization algorithm does
not require steps such as fusion of point clouds and can run on the basis of the results of
SGM/ASP/s2p. By further simplifying the steps required to construct the initial mesh
and generating DSM products by only using mesh refinement algorithms, this work is
still worthwhile.

4.2. Qualitative Evaluation

To show the 3D capability of the reconstructed point cloud and to perform some
qualitative analysis, the reconstruction results were visualized by the open-source software
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Cloud Compare. Several partitions were extracted from the three data as regions of interest
(ROI) to analyze the reconstruction details. The ROI for point clouds and satellite images
are shown in Figure 11. The comparison of different algorithms for local areas is shown in
Figure 10.

From the results generated by the different methods (Figure 10), the input is very
coarse (see Figure 10a) and obtains the refined DSM (see Figure 10b). The mesh refinement
method optimizes the rough edge structure of the original building, which makes the
contour features of the building more obvious, leading to clearer folded edges. The result
is also clearer compared to the SGM results (see Figure 13c), which suggests that the mesh
refinement method may be superior to the SGM pipeline that usually produces multiple
point clouds for fusion to achieve the best effect. The SGM results achieved in this paper
may not represent the best visual effects, while PCI software produced fair results. However,
there is also the problem of unclear edges.

The left row in Figure 14 shows the ROI extracted from the satellite image, and the
right row shows the corresponding area of the reconstructed point cloud. In Figure 14a,c,
we can find a large, isolated building in the extracted area. In Figure 14e, the edges of
the reconstructed building are sharp and the edge features are obvious, except for the
error in the middle area. The details of the isolated building area are also recovered to
some extent compared to the actual image (e.g., the pool area in Figure 14d and the small
steps in Figure 14b,g shows an area with some connected buildings surrounded by low-
rise buildings. The reconstruction shows poor performance because the buildings are
too close and the shadows of the buildings are often cast on the nearby buildings. The
reconstructed buildings are connected to each other and the boundaries are completely
blurred. The pipeline performs poorly with high-rise buildings and dense residential
areas, where vegetation, shadows, and dense building coverage cause difficulty during the
reconstruction process.

From the overall comparison of DSM extraction results with the original initial input
mesh, the DSM generation algorithm based on mesh refinement can better restore 3D
features and can reduce the nearly flat initial input mesh to a digital surface model with
clear building contours. The edge contours of the building can be clearly distinguished,
and the elevation information of the building is also more obviously extracted, i.e., the
height information of the real building can be accurately reflected by the mesh-optimized
vertex-driven method. With multi-scale subdivision, the number of faces and vertices in the
mesh also changes. Compared to the results of current advanced commercial software, the
building edge contours are better reproduced. Overall comparison shows the effectiveness
of the algorithm for generating DSM products through mesh refinement.

5. Conclusions and Future Work

In this paper, a method of generating satellite stereo image pairs based on mesh
refinement is proposed, which realizes the three-dimensional reconstruction of urban area
surfaces. The three-dimensional surface mesh is refined by minimizing the photometric
error between two satellite images. The sensor pose of these satellite images is specified by
RPC parameters.

Through analysis of the experimental results, the following conclusions are drawn:
(1) In this paper, the proposed method based on mesh refinement for driving vertex

movement to generate DSM products was effective and could better restore surface features.
It was able to generate a fine-mesh model by subdivision refinement based on only inputting
a rough mesh model.

(2) Making full use of image information when guiding the subdivision process of the
mesh enhances the local details of DSM products and causes the subdivision of complex
texture regions to be deeper, which can improve operation speed and enrich details to a
certain extent.

This paper shows that the workflow is beneficial to the study of true 3D products
in complex urban areas and has some development prospects. Current implementation
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can generate relatively complete DSM products with only a coarse mesh input, which
demonstrates the great potential of the mesh refinement approach. The DSM products can
be easily and quickly updated using this method. However, considering that the current
implementation method utilizes RPC parameters provided by the satellite provider, it has
not been refined and does not yet achieve sub-pixel level accuracy. The next research work
will focus on simplifying the initial mesh construction process and further refinement of
the model. Even if the mesh is coarser or even blank, it can still be subdivided into more
detailed and complete scenes.
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