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Abstract: Urban water quality is facing strongly adverse degradation in rapidly developing areas.
However, there exists a huge challenge to estimating the inner features and predicting the variation of
long-term water quality due to the lack of related monitoring data and the complexity of urban water
systems. Fortunately, multi-remote sensing data, such as nighttime light and evapotranspiration (ET),
provide scientific data support and reasonably reveal the variation mechanisms. Here, we develop
an integrated decomposition-reclassification-prediction method for water quality by integrating
the CEEMDN method, the RF method mothed, and the genetic algorithm-support vector machine
model (GA-SVM). The degression of the long-term water quality was decomposed and reclassified
into three different frequency terms, i.e., high-frequency, low-frequency, and trend terms, to reveal
the inner mechanism and dynamics in the CEEMDAN method. The RF method was then used to
identify the teleconnection and the significance of the selected driving factors. More importantly, the
GA-S5VM model was designed with two types of model schemes, which were the data-driven model
(GA-SVMd) and the integrated CEEMDAN-GA-SVM model (defined as GA-SVMc model), in order
to predict urban water quality. Results revealed that the high-frequency terms for NH3-N and TN
had a major contribution to the water quality and were mainly dominated by hydrometeorological
factors such as ET, rainfall, and the dynamics of the lake water table. The trend terms revealed
that the water quality continuously deteriorated during the study period; the terms were mainly
regulated by the land use and land cover (LULC), land metrics, population, and yearly rainfall. The
predicting results confirmed that the integrated GA-SVMc model had better performance than single
data-driven models (such as the GA-SVM model). Our study supports that the integrated method
reveals variation rules in water quality and provides early warning and guidance for reducing the
water pollutant concentration.

Keywords: CEEMDAN method; GA-SVM model; decomposition; prediction; water quality

1. Introduction

Recently, urban water quality degradation has become a considerable restricting factor
for achieving the goal of the green development in metropolises, and thus has caused
worldwide concern [1,2]. Urbanization rates and the urban built-up area confirm that
urban area tends to continuously expand [3] and thus change the structure of the water
system, causing potential water pollution [4,5]. For instance, 32% of surface water in China
was facing water pollution disasters [6,7]. Waterbody quality strongly varies in time due
to uneven development of the urban area; the ongoing drastic change of the effective soil
water amounts, nutrient levels, and land use and land cover; and point sources of pollution
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discharged from residential and industrial sources [8,9]. Thus, accurately detecting the
inner dynamics and predicting potential water pollution issues caused by the varied driving
factors are the key points to preventing and reducing the degree of water pollution and
require immediate attention [10]. Particularly in the urban-rural marginal area, urban
expansion has a substantial influence on the hydrology and water environment. Moreover,
the high disturbance in the urban has caused more complex hydraulic conditions and more
sources of pollutants [11,12].

To detect the inner variation features of the water quality, plenty of methods exist
and have provided reasonable results [13-21]. However, there also exist some limitations
that have restricted the application of these methods. The Mann—Kendall test is mainly
used to detect the tendency of time-related data, and thus is widely used for analyzing
long-term rainfall, runoff datasets, and water quality [13,15]. However, water quality for
urban areas undergoing rapid expansion may not have a long time series of detection
data. Moreover, more decomposed features are necessary to analyze the dynamic of water
quality. The Fourier transformation (FT) method has also been used to detect the dynamic
pattern of time series data; however, the features of stationary and linear processes and
priori basis restrict its application for water quality [16]. The wavelet transform (WT)
method, which solves the shortage of FT method in the single resolution of short time,
is a time-frequency based method and thus is widely used for rainfall, runoff, and water
quality transformation [17-20]. The WT method is suitable for non-stationary signals and
is extremely dependent on the wavelet basis function. When the signal-to-noise ratio is
small or the data is not linear [21], the denoising effect of WT cannot obtain reasonable
results. The empirical mode decomposition (EMD) method has been proposed [22], as
the EMD method can compose the non-stationary and non-linear into linearizing and
stabilizing series, and the EMD method can select the basis function based on the time
scale characteristics of the signals themselves. Furthermore, with the development of other
improved EMD methods, such as the complete ensemble empirical mode decomposition
with adaptive noise (CEEMDAN) method and ensemble empirical mode decomposition
(EEMD), EMD, EEMD, and CEEMDAN have been widely used to decompose time series
data of the climatic oscillation, runoff, water quality, and landslides [23-28].

Prediction of the variation of water quality also significantly supports improving
waterbody deterioration. Several models and information systems have been proposed
to predict the variation of water quality and obtain reasonable results. Among these
models, physical-based models, i.e., hydrologic-environmental models, have been widely
used in urban areas. For example, Joshi et al. [29] used the storm water management
model (SWMM) to reduce combined sewer overflows with reasonable cost-effectiveness for
sustainable urban drainage systems. The InfoWorks ICM model or the full hydrodynamic
(FH) models were widely used for multi-scale catchments in real-time control (RTC) and
obtained optimum results [30,31]. The Mike URBAN model contains distributed water
systems including combined sewer overflow system and separate stormwater system. More
importantly, the Mike URBAN covers two-dimensional overland flow and thus has good
performance in urban areas with rapid urbanization and climate change [32]. These models
are both supported by rigorous physical theory and are easily acceptable. However, the
rigorous physical theory-based models also need high-quality monitoring data to satisfy
the accuracy of the model.

However, the rapid expansion of urban areas is always accompanied by drastic
changes in the underlying surface, urban pipe networks, hydrological conditions, and
water environment conditions. Moreover, all of these changes are not always well moni-
tored or do not have high-quality data available. Therefore, data-driven models, such as
machine learning models, have also been used for water quality predictions. Zhi et al. [33]
used machine learning models in 236 minimally disturbed watersheds of the US and con-
firmed that machine learning models can predict results well in data-lacking areas. With
the immense and urgent demand for good-quality prediction of water quality variation
with the rapid development of urban areas, more machine learning models have been
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presented and compared. Qiao et al. [34] used 12 machine learning algorithms to evaluate
water quality, and both models obtained reasonable results. Compared with the neural
network model, Mohammadpour et al. [35] also analyzed the SVM model and artificial
neural networks (ANNSs), and revealed that the SVM model could obtain better results
with limited monitoring data. Recently, a few types of integrated models, which can de-
compose the data series into more inner sequences and which are then coupled with the
machine learning model, were analyzed to evaluate the inner dynamic and provide better
modeling performance. For example, the EMD-ANN model and EMD-Auto-Regressive
and Moving Average (ARMA) model were integrated to predict runoff, and revealing that
the EMD-based integrated model performed better than the single model, i.e., the ANN
model and the ARMA model, in the hindcast experiment performed [36]. Yuan et al. [25]
integrated the EEMD and Long Short-Term Memory (LSTM) models to forecast daily runoff,
and confirmed that the integrated model significantly improved the simulation results
compared to the LSTM model. The EEMD and the SVM model also were integrated to
predict water quality and landslide displacement, and results revealed that the integrated
model increased the prediction accuracy [27,28]. However, some of the EMD-based inte-
grated models were not data-based [27], and some forecast results of the integrated models
performed worse than the original models [36].

To evaluate the inner dynamic and achieve better prediction performance of water
quality with limited data, this study integrated the CEEMDAN method, the random forest
method, and the GA-SVM model. The CEEMDAN method was used to decompose the
long-term water quality data; then, the decomposed sequences were reclassified into three
sequences according to the variance proportion, i.e., the high-frequency term, the low-
frequency term, and the trend term. Furthermore, the RF method was used to identify the
importance of the driving data on the water quality series, the high-frequency term, the
low-frequency term, and the trend term. More importantly, we then used the GA-SVM
model and the identified driving factors of the high-frequency, low-frequency, and trend
terms to predict the different terms, which were then coupled to predict the water quality.
In contrast, the data-driven model, i.e., the identified driving factors of the water quality
series coupled with the GA-SVM model, was set to forecast water quality.

2. Materials and Methods
2.1. The CEEMDAN Method

The complete ensemble empirical mode decomposition with adaptive noise (CEEM-
DAN) method was developed from empirical mode decomposition (EMD) and ensemble
empirical mode decomposition (EEMD) by adding adaptive white noise to suppress the
aliasing of the EMD [22,37,38] The CEEMADAN model is an efficient decomposed method
for the adaptive decomposition of non-stationary and non-linear data into many intrinsic
mode functions (IMF). The main progress is as follows:

Step 1 Define the long-term data x;(t) as the original input signal.

xi(t) = x(t) + ewi(t) @

where ¢ represents a noise coefficient and w;(t) indicates white noise sequences.
Step 2 Decompose the IMF;. The first decomposed IMF averaged by the EMD method:

N
IMFy () = 13 IMF (1) ®)
i=1

1

The residue is defined as:

r1(t) = x(t) — IMFy(¢) ®)
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Step 3 Decompose the IMF,.

N
IMFs (1) = 3 IMF (1 (1) + €1 IMFs (w(1))) @
i—1

1=

Step 4 Decompose the other IMFs unless the extreme points are less than two. There-
fore, the final signal sequences x(t) are decomposed as follows:

N

x(t) =Y IMF(t) +r(t) (5)

i=1

In the decomposing process, the IMFs and trend term can extract series terms for the
high-frequency to low-frequency and trend terms. In this study, the f-test was used to
reclassify the IMFs based on fine-to-coarse reclassification [39].

2.2. Driving Factors Selection and the Relative Importance Analysis

Urban water quality was influenced by many factors due to the complexity of the
urban water system [12], such as the heavy variation of LULC, land metrics, rainfall,
the human control of the lake water table, multi-point sources, complex rainfall-induced
runoff, and non-point pollutants. Therefore, identifying the important driving factors
under the condition of limited monitoring data and remote sensing data was the key point
to achieving more accurate predictions. Before evaluating the importance of the driving
factors, the Pearson method was used to analyze the correlation between the selected factors
and to exclude the variables with high correlation. The random forest (RF) method split
each partition into a random subset to search for the best feature variable, which produces
better overall performance and thus has been widely used for identifying the importance
of the driving factors for water quality [40]. Therefore, the RF method was used to identify
the importance of the driving factors for the water quality series, the high-frequency term,
the low-frequency term, and the trend term.

2.3. GA-SVM Model

The support vector machine (SVM) model is a nonlinear regression and is widely used
for predicting hydrological issues and water quality issues. In this study, we used the SVM
model to predict the water quality; the input data were divided into training data and test
data. Furthermore, the GA imitates biological evolution to approach the best solution of the
minimum project [41], and thus was used to search for the best matching kernel function
and parameters for the SVM model.

The Nash-Sutcliffe efficiency coefficient (NSE) and the root mean squared error (RMSE)
were used to estimate the model performance.

2?:1 (ymod — yobs)z

NSE=1- =& LI (6)
Zi:l (ymod - yobs)
2

where the 1,07 and y,ps represent the modeled and observed water quality. ¥,ps represents
the observed mean of water quality and n represents the number of water quality samplings.

2.4. Experimental Schemes Design

In this study, we integrated a framework that realized the decomposition-reclassification-
driving factors identification-prediction for the water quality series. We decomposed the
water quality sequences and reclassified them to evaluate the inner dynamic of water
quality. Additionally, the water quality and the reclassified terms were set as the inputs
for the GA-SVM model. We designed and examined two types of GA-SVM models based
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on the selected 10 driving factors for each corresponding term (the water quality term,
the high-frequency term, the low-frequency term, and the trend term). We named the
data-driven GA-SVM model for water quality the GA-SVMd model. More importantly,
we used the RF method to identify the corresponding important driving factors for the
high-frequency term, the low-frequency term, and the trend term. Then, the GA-SVM
model was used to predict each term sequence. Finally, the water quality was obtained by
the sum of each predicted term sequence. Thus, this model was defined as the GA-SVMc
model (Figure 1).

long-term lake water quality

z
g
B
g

[Dm'mg ﬂﬂm J Lake water quality ‘G}A-SVMd modeDi

Figure 1. The two designed integrated experimental schemes. HF term and LF term represent the
high-frequency and low-frequency terms. HF-Pre, LF-Pre, and Trend-Pre indicate the prediction of
the high-frequency, low-frequency, and trend terms.

3. Case Study of Beihu Lake, Wuhan City, China
3.1. Study Area

The Beihu catchment is situated on the eastern expansion edge of the Wuhan City and
includes the majority of heavy industrial parks (Figure 2). As a result, the Beihu catchment
has a relatively lagging underground pipe network and sewage treatment capacity. Further-
more, sewage water sources, such as industrial, domestic, runoff, and agricultural sources,
contribute vastly without reasonable water treatment, and discharge directly in the surface
water body. Thus, the multiple sources of sewage have caused the downstream water body
of Beihu Lake to be heavily polluted for a long time. Recently, many countermeasures have
been performed to control water pollution; however, significant improvement in water
quality has not been observed [42].

The Beihu Lake is a semi-natural lake regulated by a pumping station. Furthermore,
the Beihu Lake catchment is situated in the rural-urban marginal area. As a result, the
complex LULC, urban stormwater network, and multi-source water pollution create a
complex urban water system. In the wet season, the high frequency of rainfall events
causes a large amount of runoff; moreover, the water level of the outer river is higher than
the water table of the Beihu Lake. Therefore, pumping stations are needed to drain the lake
water to the outer river. In the dry season, the runoff of the Beihu Lake is quite small, and
the water table of the outer river is lower than the water table of the Beihu Lake; therefore,
the water of the lake is free to discharge to the outer river. Consequently, the water table of
the Beihu Lake level is a key factor, since it is a significant indicator of whether the pumping
station needs to drain water from the lake and whether the lake can be discharged into the
outer river via free flow. Evapotranspiration (ET) is also a key factor since the lake is an
open water body with a large surface.



Remote Sens. 2022, 14, 1714 6 of 17

90°0'0"E 100°0'0"E 110°0'0"E 120°0'0"E
1 1 1

35°0'0"N-

Middle Triangle Urban Agglomeration

30°0'0"N+

25°0'0"N+

W

' Urban-rural subcatchment
: Lake

: Rural subcatchment

| Urban subcatchment

Figure 2. The study area of the Beihu catchment.

3.2. Water Quality and Other Monitored Datasets

In this study, the monthly water quality series from 15 January 2014 to 15 November
2021 were collected partly form environmental measurements by water samples and partly
from Wuhan Ecological Environment Bureau [43], and the modeling period was set to the
same period as the monitoring period. According to the monitored results, NH3-N and TN
were confirmed to be the main pollutants in the study area (Table 1); therefore, NH3-N and
TN were selected as the main water quality variables in this study. The hourly rainfall data
and the water table of the Beihu lake were also monitored. Furthermore, the sums of 5-day,
10-day, 15-day, 20-day, monthly, seasonal, and yearly rainfall were calculated based on the
hourly rainfall data. The 5-day, 10-day, 15-day, 20-days, and monthly average water table
and accumulated variations of the water table were also calculated based on the hourly
water table of the Beihu lake.

Table 1. Statistics of the water quality in the Beihu catchment.

Water Quality Variable Units Mean Standard Deviation

NH;3-N mg/L 2.59 1.69
TN mg/L 4.56 2.29
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3.3. Remote Sensing-Based Data

Remote sensing-based data have significant contributions to the prediction of long-
term water quality. In this study, three types of remote sensing data were used: land
use and land cover, the ET dataset, and the nighttime light dataset (NTL) (Table 2). In
detail, three periods of the Chinese Gaofen (GF)-1 data (resolution of 2 m) were manually
identified to obtain the land use and land cover land metrics dataset for the years of 2014,
2017, 2020. The 8-day ET dataset [44], which ranges from 15 June 2015 to 15 November 2021,
was downloaded from the MODIS Land Products (Net Evapotranspiration 8-Day L4 Global
500 m) (https://ladsweb.modaps.eosdis.nasa.gov/search/, accessed on 15 December 2021).
Then, the monthly potential ET data were obtained by summing the total potential ET
data on the 8-day total ET dataset for four periods of every month. Domestic wastewater
discharge is a critical point pollutant source to the lake water quality; therefore, accurately
evaluating the population has a significant effect on predicting water quality. The NTL
dataset has been proven to be an effective dataset to obtain population data [45]. In this
study, the yearly Visible Infrared Imaging Radiometer Suite (VIIRS) Day/Night Band (DNB)
dataset was chosen to calculate the population [46].

Table 2. Statistics of the related data details.

Temporal and

No. Data Unit Spatial Resolution Data Sources
1 Rainfall mm 1h L L
2 Lake water table m 1h Field investigation
3 Annual District Population people 1 year Statistical yearbook
4 Land use and land cover m 2m Chinese Gaofen (GF)-1
https:/ /ladsweb.modaps.eosdis.nasa.gov/search/,
> ET mm 8 days, 500 m accessed on 15 December 2021
6 Nighttime light m 1 year, 500 m https://eogdata.mines.edu/products/vnl/,

accessed on 15 December 2021

The yearly VIIRS data were first corrected based on the assumption that the NTL value
of the previous year is smaller than that of the next year (Equation (8)) [46].

DN, ~ DN, ~ > DNy, ;
N = (n—1,i) (n=1,4) = (ni)
PN { DN,y DNy iy > DN,y ®

Literature has proven that the NPP-VIIR NTL data can obtain a reasonable estimation
of distributed population [46]. The correlation between NPP-VIIR NTL radiance and
population follows Equation (9).

POP. = ax® + bx®> + cx +d 9)

The precision of the calculated population and the real population was evaluated by
Equation (10). If the calculated population had a relatively large error, the power function
was then used to recorrect the calculated population until it obtained a reasonable result
(Equation (11)).

_ [POP. —POPs| 0,
_ ToP. x 100% (10)
cn = POP;, /POPyy,1 (11)
fi’l = Cp * DNBn

where 7 indicates the relative error. POP. and POP; indicate the calculated population by
the NTL and statistical population. ¢, and f,; indicate the correction and the adjusted DBN.
POP,, and POPy,| represent the nth yearly statistical population and the total statistical
population during the calculated period.
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4. Results
4.1. The Main Input Data from the Remote Sensing Dataset
4.1.1. Land Use and Land Cover (LULC), Land Metrics

LULC has a remarkable influence on urban water system quality due to different
rainfall-runoff response mechanisms and non-point sources pollution generation mecha-
nisms. Especially in urban-rural marginal areas, land use types are significantly altered,
changing the effective water amounts, nutrient levels, and surface roughness of the land
surface directly, and thus changing the urban hydrological processes and ecological en-
vironments. In this study, the years 2014, 2017, 2020 were interpreted for water quality
prediction. Results revealed that 11 types of LULC mainly existed in the Beihu catchment,
i.e., lake, rivers, roads, grassland, forest land, ponds, paddy fields, bare land, industrial
land, and residential land (Figure 3). The area of the ponds and paddy fields slightly
declined during the study period, while the area of the industrial land and residential land
increased due to the expansion of the urban area (Figure 3a—d). The area of forest/grassland
also had a substantial influence on non-point sources, and was chosen as a driving factor
in this study. The chosen land metrics were the patch density (PD) and contagion index
(CONTAG) due to the high Person’s correlations of the other factors, such as the landscape
shape index (LSI) and the largest patch index (LPI).

4.1.2. ET and POP Dataset

The average potential ET of the Beihu catchment exhibited strong seasonal variation
(Figure 4a). The population calculated by the NPP-VIIR NTL radiance of Wuhan City
performed well. The population of the Beihu catchment tended to decrease slowly in the
early period and increase rapidly in the later period (Figure 4b). This might be due to the
Beihu catchment being located at the edge of the urban area; people tended to migrate to
the urban area in the early period, while when the urban gradually expanded, more areas
of the catchment became urban areas; therefore, the population showed a trend of rapid
growth in the later period. This result was consistent with the statistical data of Qingshan
District, Wuhan City [47].

4.2. Decomposition and Reclassification of the Water Quality Series

All water quality sequences, i.e., the NH3-N and TN monitoring data from 15 January
2014 to 15 November 2021, were decomposed by the CEEMDAN method (Figure 5). Then,
the decomposed IMFs terms and trend terms were reclassified based on the t-test (Figure 6).

The decomposed IMFs and the residue term by the CEEMDAN for NH3-N and TN
are shown in Figure 5. In this study, 500 trials were implemented and the white noise
coefficient was given as 0.2. Results revealed that both NH3-N and TN had four IMFs. From
the high-frequency IMF to low-frequency IMF, the frequencies and amplitudes changed
significantly and the amplitudes became smaller (Figure 5). The amplitudes of NH;3-N
and TN were 3 for IMF1 and then declined to 1.5-2 for IMF2-IMF3, while the amplitudes
increased to 3 for IMF4 for NH3-N and TN. The residue term for NH3-N and TN increased
and had relatively small amplitudes (Figure 5).

The mean period [39], mean values, the variance of each IMF, the percentage of the
variance of the IMFs, and the Pearson correlation between each IMF with the water quality
series were analyzed in this study (Table 3). Results revealed that IMF1 and IMF2 had more
frequent fluctuations and had different mean periods for NH3-N and TN, while IMF3 and
IMF4 had larger and similar mean periods (Table 3). The percentage of the variance of the
IMFs confirmed that the IMF1 and IMF4 had the greatest proportion of contribution on the
water quality.
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Figure 6. The reclassified terms and the original water quality series. (a) NH3-N; (b) TN.

We reclassified the decomposed water quality of IMF1 to IMF4 and residual term
based on the f-test in this study. The residual term was set as the trend term, IMF1 to
IMF3 were reclassified as the high-frequency term for both NH3-N and TN due to the
significant difference among the IMFs, and for IMF4, both NH3-N and TN were reclassified
as the low-frequency term. The original water quality series and the reclassified high-
frequency, low-frequency, and trend term are shown in Figure 6. Results confirmed that
the high-frequency terms for both NH3-N and TN had stronger fluctuation frequencies,
which were similar to the water quality series. The low-frequency terms for both NH3-N
and TN showed a tendency of first increasing and then decreasing, and the trend of the
low-frequency terms was similar to the water quality trend. The trend terms for NH3-N
and TN increased in the whole monitoring period and gradually leveled at the end of the
monitoring period.
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Table 3. The IMFs and the residue values for the decomposed long-term water quality data.

Variable IMF1 IMF2 IMF3 IMF4 Residue
Mean period NH;3-N 1.31 2.94 7.83 23.5 47
(Month) TN 147 3.92 7.83 235 47
M NH;-N —0.054 —0.030 —0.024 0.796 2.742
can TN —0.052 0.038 —0.018 —0.273 4348
Vari NH;-N 0.83 0.52 0.65 0.89 0.41
ariance TN 1.15 0.83 0.57 1.55 0.65
Variance as % of NH;3-N 25.17 15.86 19.70 26.96 12.31
(ZIMFs + residual) TN 24.15 17.56 12.08 32.57 13.64
. i NH;-N 0.50 0.46 0.44 0.65 0.27
earson correlation TN 0.46 0.32 0.28 0.74 0.42

4.3. Evaluation of the Importance of Driving Factors

We used the RF method to estimate the importance of driving factors (determined
by the relative importance for all driving factors), which was used for both the GA-SVMd
model and the GA-SVMc model. As shown in Figure 7, the relative importance of driving
factors significantly varied between the water quality variables and the corresponding data
series and different frequencies.
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Figure 7. The relative importance of the driving factors. The R5DS, R10DS, R20DS, RS, and RY
represent the sum rainfall over 5 days, 10 days, 20 days, seasonally, and yearly. The WI5DAc,
WT10DAc, WT15DAc, WT20DAc, and WT30DAc indicate the cumulative magnitude of change in
the lake water table over 5 days, 10 days, 15 days, 20 days, and 30 days. The WT5Av, WT10Av,
WT15Av, WT20Av, and WT30Av indicate the average lake water table over 5 days, 10 days, 15 days,
20 days, and 30 days. FG represents forest/grassland. POP represents the population. IMPS indicates

impervious surface.

Regarding the NH3-N of the Beihu Lake for the GA-SVMd model, the main driving
factors were hydro-meteorological factors, i.e., ET, seasonal rainfall, the cumulative mag-
nitude of change in the lake water table over 10 days, the average lake water table over
10 days, and the sum rainfall over 20 days. Furthermore, population, pond land, and
forest/grassland were also relatively important influences. When analyzing the importance
of the driving factors on the decomposed and reclassified results of the CEEMDAN, the
driving factors of the high-frequency term for NH3;-N were dominated by the hydrom-
eteorological factors; only the population had a slight effect. The driving factors on the
low-frequency term for NH3-N were dominated by yearly rainfall, the population, LUCC
(such as the pond, the forest/grassland, and the paddy field), and land metrics (the PD,
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the CONTAG). The different days of the cumulative magnitude lake water table also had
a relatively significant impact on NH3-N. In detail, field investigation confirmed that the
industrial point sources were the main source of NH3-N; therefore, the industrial land area
had the most significant effect on the trend term of NH;3-N. The impervious surface, the
paddy field, the population, and the cumulative magnitude of change in the lake water
table over 5, 20, and 10 days were also the main driving factors for the trend term of NH3-N.

Compared to the GA-SVMd model, the driving factors for TN also included many
hydro-meteorological factors, i.e., the ET, the yearly rainfall, the sum rainfall over 5 days,
and the average lake water table over 30 days. Moreover, paddy field land, impervious
surface (defined as the sum of the residential, industrial, and road land), population, and
PD also had significant influence on TN (Figure 7). When analyzing the importance of
the driving factors on the decomposed and reclassified results of the CEEMDAN, the
driving factors also significantly varied from the high-frequency term to trend terms
for TN. The driving factors of the high-frequency term for TN were dominated by the
hydrometeorological factors; only the population had a slight effect. The driving factors on
the low-frequency term for TN were also dominated by yearly rainfall, population, LUCC,
and land metrics. The driving factors on the trend term for TN were mainly influenced
by the population, the LUCC, land metrics, and yearly rainfall. Residential recharge was
proven to be the main source of TN by previous studies (Hwang et al., 2016; Paule et al.,
2014), which is related to the most important driving factor (the population) for the trend
term of TN (Figure 7).

4.4. Prediction of Water Quality by the GA-SVMd Model and the GA-SVMc Model

The proportion of the calibration period and the validation period was set as 0.7
for both NH3-N and TN; i.e., the period from 1 July 2015 to 15 January 2020 was set as
the calibration period, and the period from 15 January 2015 to 15 November 2021 was
set as the validation period. The results modeling with the GA-SVMd model and the
GA-SVMc model both showed reasonable performance (Figure 8, Table 4). Apparently, the
GA-SVMc model performed better in the prediction of water quality. Furthermore, the
GA-SVMc model provided more accurate prediction results on the strong variations of
water quality. However, the simulation accuracy of GA-SVMd model and the GA-SVMc
were poor when the water quality dramatically changed, which may be due to the lack
of measured runoff data in the study area. Non-point source pollution was usually the
main pollution source during the rainfall-runoff process [48]. Therefore, it is necessary to
strengthen the monitoring of runoff and water quality during rainfall in future research.

Table 4. The modeled accuracy results in the calibration period and the validation period.

Water Quality Evaluation Calibration Period Validation Period
Variables Function  GA.gyMd GA-SVMc GA-SVMd GA-SVMc

NSE 0.63 0.81 0.51 0.62

NHz-N RMSE 0.97 1.28 1.7 1.14

™ NSE 0.57 0.77 0.55 0.61

RMSE 1.46 1.07 1.57 1.48
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Figure 8. The prediction results of the GA-SVMd model and GA-SVMc model. (a) NH3-N; (b) TN.

5. Discussion
5.1. Important Factors Dominating Water Pollution and Different Frequency Terms of
Water Quality

The water pollution of urban-rural marginal areas is attributed to many factors, such
as LULC, land metrics, hydro-meteorological factors, and point sources recharged by the
domestic and industrial [4,33,49]. Land surface runoff is usually set as an essential factor for
predicting water quality in data-driven models [33]. The runoff was significantly complex
due to the multiple inputs and has not been monitored over a long time series. In this study,
the lake water table was affected by the recharge of rainfall-runoff sources, domestic sources
and industrial sources; controlled by the pumping gate, it could be set as a substitute factor
for runoff to predict water quality and obtain reasonable performance. The factors of the
LULC and land metrics for the urban-rural marginal area changed significantly due to
the rapid expansion of the urban area, and thus had notable impacts on water quality, as
has confirmed by many studies [50-52]. In this study, results confirmed that LULC and
land metrics had a relatively high impact on the low-frequency and trend term of water
quality. Point sources, such as industrial wastewater discharge and domestic wastewater
discharge, also had significant impacts on water quality [12]. Our results confirmed that
the population was the dominant pollution source of TN, and also had a relative effect
on NHj3-N. Industrial land had a significant impact on NH3-N and a similar effect on TN.
Meteorological conditions, such as rainfall and the ET, also had significant and complex
impacts on water quality [51]. For example, the first rainfall was confirmed to have a
significant impact on water quality in the urban area, while seasonal rainfall had a greater
effect on agricultural land water quality [53,54]. Our results also confirmed that rainfall
and the ET had significant effects on water quality, and dominated the high-frequency term
of water quality.

5.2. Prediction of the Urban Water Quality by Machine Learning Models

Considering the strongly changing LULC, the complexity of diverse and continuous
varied pollution sources and hydro-hydraulic conditions, meteorological conditions with
complex dynamic characteristics, and the widespread lack of data in rural-urban marginal
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areas, developing a prediction model with reasonable performance is still a tremendous
challenge [4,33,35,55]. The original data-driven machine learning models seemed to provide
a good choice to simulate the urban-rural catchment water quality with complex and data-
lacking conditions [33]. In a fact, point sources, such as industrial discharge, have not
been well monitored for a long time. Runoff volumes have also not been monitored and
the complexity could not easily be modeled. However, the original data-driven machine
learning models, i.e., the GA-SVDd model in our study, still performed reasonably due
to the substantial data obtained from the remote sensing data and the lake water table
(Figure 8).

A successful model could both be used to reveal the inner dynamics and driving
mechanisms and provide accurate prediction results. Previous studies have integrated
many models to reveal the inner features of the time series data, such as runoff and water
quality. The EMD method, the EEMD method, the CEEMDAN method, and the WT method
have been widely used to decompose time series data, after which they integrated with
machine learning models [25,28,36]. However, not all the integrated models achieve better
prediction performance; Zhang et al. [36] confirmed that EMD-based integrated models may
perform worse than data-driven models in simulating streamflow. In our study, prediction
results from the integrated GA-SVMc model confirmed that the CEEMDAN integrated
with the GA-SVM model for water quality can achieve markedly better performance than
the original SVM model.

6. Conclusions

Evaluation of the dynamic and influence mechanisms, and the prediction of vari-
ations of water quality provide early warning and guidance to reduce water pollution
concentration. The limited monitoring data and the complexity of the water system restrict
the prediction of long-term water quality. However, the multiple variables derived from
remote-sensing data (ET, LULC, etc.) provide scientific data and reasonably reveal the
variation mechanism.

In this study, we developed an integrated decomposition-reclassification-prediction
method for water quality by integrating the CEEMDAN method, the RF method, and a
genetic algorithm-support vector machine model (GA-SVM). The degression of the long-
term water quality was decomposed and reclassified into three different frequency terms,
i.e., the high-frequency, low-frequency, and trend terms, to reveal the inner mechanisms
and dynamics in the CEEMDAN method. The RF method was then used to identify
the teleconnection and the significance of the selected driving factors. More importantly,
the GA-SVM model was integrated and designed in two types of model schemes, which
were the data-driven model (GA-SVMd) and the integrated CEEMDAN-GA-SVM model
(defined as GA-SVMc model), in order to predict urban water quality. Results revealed
that the high-frequency terms for NH3-N and TN had a major contribution to the water
quality and were mainly dominated by the hydrometeorological factors, such as the ET,
rainfall, and dynamics of the lake water table. The low-frequency terms for NH3-N and TN
were both dominated by yearly rainfall, population, LULC, and land metrics. The trend
terms revealed that the water quality continuously deteriorated during the study period
and was mainly regulated by the LULC and land metrics factor, population, and yearly
rainfall. The prediction results confirmed that the integrated GA-SVMc model achieved
better performance than a single data-driven model such as GA-SVM.
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