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Abstract: Visual odometry is the task of estimating the trajectory of the moving agents from con-
secutive images. It is a hot research topic both in robotic and computer vision communities and
facilitates many applications, such as autonomous driving and virtual reality. The conventional
odometry methods predict the trajectory by utilizing the multiple view geometry between consecu-
tive overlapping images. However, these methods need to be carefully designed and fine-tuned to
work well in different environments. Deep learning has been explored to alleviate the challenge by
directly predicting the relative pose from the paired images. Deep learning-based methods usually
focus on the consecutive images that are feasible to propagate the error over time. In this paper,
graph loss and geodesic rotation loss are proposed to enhance deep learning-based visual odometry
methods based on graph constraints and geodesic distance, respectively. The graph loss not only
considers the relative pose loss of consecutive images, but also the relative pose of non-consecutive
images. The relative pose of non-consecutive images is not directly predicted but computed from
the relative pose of consecutive ones. The geodesic rotation loss is constructed by the geodesic
distance and the model regresses a Lie algebra so(3) (3D vector). This allows a robust and stable
convergence. To increase the efficiency, a random strategy is adopted to select the edges of the graph
instead of using all of the edges. This strategy provides additional regularization for training the
networks. Extensive experiments are conducted on visual odometry benchmarks, and the obtained
results demonstrate that the proposed method has comparable performance to other supervised
learning-based methods, as well as monocular camera-based methods. The source code and the
weight are made publicly available.

Keywords: deep learning; graph constraints; visual odometry; geodesic distance

1. Introduction

Visual odometry (VO) is the task of estimating the trajectory of mobile agents (e.g.,
robots, vehicles, and unmanned aerial vehicles (UAVs)) from image sequences. It is one
of the fundamental and important remote sensing methods in autonomous driving, pho-
togrammetry, and virtual/augmented reality (VR, AR) applications. In the past few decades,
visual odometry has attracted significant interest in both robotics and computer vision
communities [1]. Visual odometry was first proposed in 2004 by Nister [2] for the navi-
gation of autonomous ground vehicles. Later, monocular visual navigation was achieved
for autonomous micro helicopters [3]. Visual odometry is also a promising supplement to
other localization technologies, such as inertial measurement unit (IMU), global positioning
system (GPS), LiDAR and ultrasonic rangefinder especially in GPS-denied environments,
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such as tunnels, underwater, and indoor scenarios [4–6]. The IMU is a lightweight, low-cost
sensor that can improve the motion tracking performance of visual sensors by integrating
the IMU measurements. The ultrasonic rangefinder can provide the backup for the LiDAR
rangefinder, due to the LiDAR beam being narrow. Fusing the advantages of different
remote sensing techniques can enhance the reliability of the system. The performance of
visual odometry is important for various artificial intelligence applications.

Although numerous conventional visual odometry or simultaneous localization and
mapping (SLAM) methods have shown promising results under the ideal environment,
they still face both external and internal challenges. The external challenges refer to harsh
environments of illumination changes, textureless surfaces, and dynamic objects scenes.
While the internal challenge is that different cameras need to be precisely calibrated for
better performance. To alleviate these problems, deep learning has been utilized [7–9].
Estimating the relative pose is an important component for VO/SLAM. The relative pose de-
scribes the translation and rotation between frames. Deep learning-based methods directly
predict the relative pose by sequentially feeding the paired images into the deep neural
networks. Deep learning-based methods construct a generic data-driven model and avoid
effort on specifying the full knowledge about physical and mathematical rules [10–12].
Long short-term memory (LSTM) has also been incorporated to leverage the spatial corre-
spondences of consecutive images for visual odometry due to its internal advantage for
sequential information processing [7,13]. The networks are trained with loss that is de-
signed based on the deviation between the predicted and the real relative poses. However,
the existing methods usually predict the relative pose from two consecutive images of the
images sequence, in which errors are accumulated over time. To alleviate the problem, a
graph loss is designed in the paper to utilize the constraints of all the overlapped images in
a tiny sequence. The relative pose losses of both consecutive and non-consecutive images
are considered. The relative pose of non-consecutive images is not directly predicted but
computed from the relative pose of consecutive images. This approach provides additional
regularization for training the networks. Figure 1 shows the basic idea of the proposed
method and the difference with other deep learning-based methods. Moreover, a novel
geodesic rotation loss is formulated based on the real rotation change in 3D space. Instead
of comparing the distances of the predicted and the real rotations in a certain representation,
the orientation difference from the predicted to the real rotations is directly computed.

Figure 1. (a) Traditional loss computed from consecutive nodes; (b) the proposed graph loss is
computed from a constructed graph that not only considers the constraints between the consecutive
images, but also between the non-consecutive images (red edges).
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The main contributions of this paper are as follows:

• A graph loss is proposed to fully exploit the constraints of a tiny image sequence to
replace the conventional loss module based on two consecutive images, which can
alleviate the accumulating errors in visual odometry. Moreover, the proposed graph
loss leads to more constraints to regularize the network.

• A new representation of rotation loss is designed based on the geodesic distance, which is
more robust than the usual methods that use the angles difference in Euclidean distance.

• Extensive experiments are conducted to demonstrate the superiority of the proposed
losses. Furthermore, the effects of different sliding window sizes and sequence over-
lapping are also analyzed.

The remainder of the paper is organized as follows: Section 2 presents an overview of
related works on visual odometry. Section 3 describes the proposed method and the loss
functions. The experiments are presented in Section 4. Section 5 discusses the effects in
different experimental settings. Section 6 concludes the paper.

2. Related Work

The various approaches and frameworks proposed for visual odometry can be divided
into two categories: geometry-based methods and learning-based methods.

2.1. Geometry-Based Methods

Geometry-based methods estimate the relative pose between frame-to-frame based
on the stereo view geometry. A typical pipeline of the geometry-based method contains
camera calibration [14], feature extraction [15], feature matching, outlier removal, and
optimization module [16–18]. Based on this theory, numerous visual odometry algorithms
and SLAM systems have been created, demonstrating exceptional performance [19], such
as VINS-MONO [20], ORB-SLAM3 [21], and Kimera-VIO [22]. These methods are robust
and versatile visual or visual-inertial odometry methods that utilize the image data and
other sensor data. Zhang et al. [23] proposed a series of optimal methods that made 3D re-
construction and mapping systems more robust and accurate. Generally, the two dominant
geometry-based methods are feature-based methods and direct methods. The feature-based
methods use various feature detectors, including FAST [24], SURF [25], BRIEF [26], and
corner detectors [27], to detect the salient features. The feature point tracker is used to track
these feature points in the next image of the same sequence. Mono-SLAM [28] simulta-
neously estimates the camera motion and the 3D structure of an unknown environment
in real-time. LIBVISO2 [29] employs multi-view geometry to estimate relative pose by
extracting and tracking the salient feature points. One of the most successful and classical
SLAM systems is ORB-SLAM2 [30] that was adapted to maintain a feature map for drift
correction along with pose estimation. However, the sparse feature-based methods are
computationally expensive and do not utilize the information of the whole image.

The direct methods utilize all the pixels and optimize geometry errors for pose estima-
tion between consecutive images under the assumption of photometric consistency [31].
To improve the computational efficiency, the Direct Sparse Odometry (DSO) [32] adopted
sparse and direct methods for the monocular camera and demonstrated robustness for
photometric consistency. Although many geometry-based methods have shown good
performance in good environments, they tend to fail in textureless environments or
different illuminations.

2.2. Deep Learning-Based Methods

Motivated by the good performance in object detection and classification [33–36],
deep learning techniques have been introduced to address the problems of traditional
camera location methods [37]. K. R. Konda et al. [38] formulated visual odometry as
a classification problem. They were the first to apply deep learning methods to visual
odometry. The deep learning model was used to predict the velocity and direction with
estimated depth from stereo images due to the effective feature representation of the



Remote Sens. 2022, 14, 1854 4 of 19

deep learning model [39,40]. The PoseNet [41] considers the camera relocation as a pose
regression problem; a convolutional neural network (CNN) built on the GoogLeNet model
is used to regress the six degrees of freedom (6-DoF) camera pose from a single RGB image
in an end-to-end manner. The KFNet improved the learning-based camera re-localization
method by incorporating Kalman filtering [42].

In [43], an image localization has been proposed based on a deep learning method
with the pose correction by matching the map inferred from images and local map extract
from 3D map. The main disadvantage of this method is that it needs to be re-trained
or at least fine-tuned for a new environment, limiting its widespread applications. To
address this issue, frame-to-frame Ego-Motion estimation based on CNN was proposed
in [44], which achieved robust performance under the challenging scene. However, it is a
time-consuming process since the model takes dense optical flow rather than RGB image
data as input. Flowdometry [45] cast the visual odometry as a regression problem using
the FlowNet [46] to extract the optical flow information and a fully connected layer to
directly predict camera translation and rotation. DeepVO [7] regarded visual odometry as
a sequential modeling problem and fed image sequences or videos into a network designed
based on CNN and recurrent neural network (RNN) in an end-to-end framework. ESP-
VO [47] presented a sequence-to-sequence probabilistic visual odometry framework based
on DeepVO and predicted the poses and uncertainties of image sequences or videos. M. R.
U. Saputra et al. [8] presented a curriculum learning strategy for learning the geometry of
monocular visual odometry and constructed geometry-aware objective function by jointly
optimizing relative and composite transformations over small windows. Recently, some
unsupervised learning-based VO methods have also achieved comparable performances.
SC-Sfmlearner [48] achieved the scale consistent on a long video sequence by geometry
consistency loss and provided full camera trajectory. TrajNet [49] proposed a novel pose-
to-trajectory constraint and improved the view reconstruction constraint to constrain the
training process. The above-mentioned methods utilize stereo images and perform depth
estimation jointly with visual odometry, which increases the complexity of these methods.

The method proposed in this paper also belongs to sequential deep learning-based
methods. The main difference is that the proposed method utilizes the constraints of an
image sequence to further regularize the network.

3. Deep Learning-Based Visual Odometry with Graph and Geodesic
Distance Constraints

In this section, firstly, a brief introduction to the framework of deep learning-based
visual odometry is presented, and then the network architecture and the proposed loss
functions are elaborated.

3.1. Deep Learning-Based Visual Odometry

Visual odometry tries to estimate the trajectory from image sequences or videos. Given
image sequences I1, I2, . . . , In, they sequentially predict relative poses P1,0, P2,1, P3,2, . . . ,
Pn,n−1, and the absolute pose of time t is obtained by accumulating the relative poses accord-
ing to Equation (1). The trajectory is the absolute pose set of P0, P1, P2, . . . , Pn. Therefore,
the vital component is to estimate the relative pose. The relative pose is comprised of
rotation matrix and translation vector.

Pn = P1,0 · P2,1 · P3,2 · · · Pn,n−1 (1)

where Pn,n−1 =

[
Rotn,n−1 tn,n−1

0 1

]
, Rotn,n−1 ∈ SO(3) is the rotation matrix, and tn,n−1 ∈

R3×1 is the translation vector.
Deep learning-based visual odometry trains a neural network to estimate the relative

pose between two overlapped images. To further exploit the spatial and temporal informa-
tion, an RNN is used to leverage previous information. The entire process can be trained in
an end-to-end manner with the loss designed from the distance between the predicted and
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the ground truth poses. The relative pose consists of rotation and translation and both of
them are of three freedoms. The deep learning-based visual odometry directly learns the
hidden mapping function between the paired images and the relative poses as shown in
Equation (2).

DNNs :
{(

R2×(c×w×h)
)

1:N

}
→
{(

R6
)

1:N

}
(2)

where c, w, and h are the channel, width, and height of the input images, respectively, and
N is the number of image pairs.

The network is trained by backpropagation with loss function based on deviation
in translation and rotation. The loss function component uses the Euclidean distance of
translation and angle or quaternion. The existing methods only consider the loss between
consecutive frames, while the constraints between non-consecutive images are not well
considered. Therefore, the relative constraints of any two nodes in the fixed window range
are considered and a graph loss is designed. The loss function can be regarded as bundle
adjustment of small slide windows in the traditional geometry-based VO methods.

3.2. Network Architecture

Figure 2 shows the network architecture of deep learning-based VO. The network
contains a feature extraction module and a pose regress module. The feature extraction
module is comprised of a convolution module and an LSTM module. The convolution
module is a modified FlowNet [46] to extract the information from the images. The details
of the entire deep learning model are shown in Table 1. Each convolutional layer is followed
by the Leaky ReLU activation and the dropout layer. The probability parameters of dropout
layers are listed in Table 1. The KITTI odometry dataset has different images sized about
(1,260,370). The images were empirically resized to (608,184).

Figure 2. The network architecture of deep learning-based visual odometry.

Table 1. The parameters of deep learning-based visual odometry model.

Layer Output Size Kernel Size Padding Stride Channel Dropout

Input size 6 × 608 × 184 (image pairs)

Conv1 (304,92) 7 × 7 3 2 64 0.0

Conv2 (152,46) 5 × 5 2 2 128 0.0

Conv3 (76,23) 5 × 5 2 2 256 0.0

Conv3_1 (76,23) 3 × 3 1 1 256 0.1

Conv4 (38,12) 3 × 3 1 2 512 0.1

Conv4_1 (38,12) 3 × 3 1 2 512 0.1

Conv5 (19,6) 3 × 3 1 1 512 0.1
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Table 1. Cont.

Layer Output Size Kernel Size Padding Stride Channel Dropout

Conv5_1 (19,6) 3 × 3 1 2 512 0.3

Conv6 (10,3) 3 × 3 1 1 1024 0.2

LSTM num_layer = 2, input_size = 30,720 (1024 × 3 × 10), hidden_size = 1024

FC layer1 Input_feature = 1024, output_feature = 128

FC layer2 Input_size = 128, output_size = 6

The LSTM is chosen as the recurrent module to derive the spatial-temporal information
from the previous images. An LSTM is capable of learning long-term dependencies by
introducing memory gates and units. Each LSTM unit is associated with a time step. Given
the input xk at time k, the hidden state hk−1 and the memory cell ck−1 of the previous LSTM
unit, the LSTM updates at time step k according to Equation (3).

ik = σ(Wxixk + Whihk−1 + bi)

fk = σ
(

Wx f xk + Wh f hk−1 + b f

)
gk = tanh

(
Wxgxk + Whghk−1 + bg

)
ck = fk � ck−1 + ik � gk

ok = σ(Wxoxk + Whohk−1 + bo)

hk = ok � tanh(ck)

(3)

where ik, fk, gk, ck and ok are input gate, forget gate, input modulation gate, memory cell
and output gate at time k, respectively, W represents the corresponding weight matrices,
� represents the element-wise product of two vectors, and tanh represents hyperbolic
tangent nonlinearity.

The recurrent module processes the visual features generated from the CNN and
outputs a pose estimate at each time step. The LSTM is used to exploit correlations among
image sequences and describe physical movement and geometry. Although the LSTM
has a deep temporal structure, it still needs depth on network layers to learn high-level
representation. The deep RNN architecture has been proven to be effective in speech
recognition. Therefore, the deep RNN of the model proposed in this paper is constructed
by stacking two LSTM layers; each of the LSTM layers has 1024 hidden states. The setting
LSTM layer is also referred to DeepVO. The two LSTM layers are used to process the
output of the convolution module. Each LSTM layer is followed by a dropout layer. The
parameters of the LSTM layer are listed in Table 1. The regressor contains a fully connected
layer of dimension 6 to estimate the relative translation and rotation. A video clip or image
sequence is taken as input. The CNN module extracts the visual information from the two
stacked consecutive images. The output of the CNN modules is fed to the LSTM layer for
information fusion. The output of the LSTM is used for relative pose estimation by the fully
connected layer.

3.3. Graph Loss

The existing deep learning VO methods only exploit the constraints of the relative
pose of consecutive images and are prone to accumulate the error. Inspired by the loop
constraints in SLAM and graph model, a graph loss is designed in this paper to further
regularize the network. The graph loss is devised by the deviation between the esti-
mated relative poses of non-consecutive images and real images. It should be noted that
the estimated relative pose is not directly predicted from the network, but accumulated
with multiple paired consecutive images. For example, P̂t−2, t = P̂t−2, t−1 · P̂t−1, t, where
P̂t−2, t−1 and P̂t−1, t are directly predicted by the network.
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Figure 3 shows the computation of graph loss. To construct the graph, a window is
used to slide over the image sequences. Firstly, the image sequences were fed into the
model to predict the relative pose. Then the relative pose was used to calculate the absolute
pose. Empirically, the window size was set to 15–20 images to improve the efficiency.
For each window, a random strategy was selected to construct the edges of a graph and
generate more relative edges from the absolute poses. For each iteration edges equal to
four times the window size were randomly selected to further increase the efficiency. The
random strategy can prevent the network from overfitting compared with using fixed
edges. The graph loss leads to more edge constraints, which incur some computational
costs. The computational cost of the loss component is still small compared to the total
network computation.

Figure 3. Computation of graph loss.

For each edge, the relative pose of the model prediction is accumulated into the
absolute pose in a sliding window. The loss function is designed as:

L =
1

Ne
∑eij∈Epose

d
(
ζij, ζ̂ij

)
(4)

E =
{

eij | 1 ≤ |i− j |< windows_size
}

(5)

d
(
ζij, ζ̂ij

)
= argmin

(
‖t̂ij − tij‖

2
2 + k ∗ geodesic_rotation_loss(rij, r̂ij)

)
(6)

where ζij = (tij, rij) and ζ̂ij =
(
t̂ij, r̂ij

)
are the ground-truth and the predicted value,

respectively. tij and rij denote the translation vector and the rotation vector from frame j to
frame i, respectively. d(ζij, ζ̂ij) is the geometric loss function adopted to balance the position
and rotation errors. k is a scale factor to balance the weights of translation and rotation, k
was set to 100 in the experiment.

3.4. Geodesic Rotation Loss

Usually, the traditional rotation loss is designed based on the Euclidean distance of
the quaternion [7,50], or Euler angle [51–53] between the prediction and the ground truth.
It provides a direct difference between the prediction and the ground truth. The Euler
angle and the quaternion themselves are constrained vectors. Using them as optimization
variables introduces additional constraints on numerical computation making the opti-
mization difficult. This leads the network to converge unstably and makes the network
hard to train. Through the transformation relationship between Lie group and Lie algebra,
the pose estimation is turned into an unconstrained optimization problem. The geodesic
rotation loss is designed to obtain the angle difference on 3D manifold.

Geodesic distance is the appropriate geometric distance that corresponds to the length
of the shortest path along the manifold [54]. It allows a robust and stable convergence by
regressing a Lie algebra so(3): rij. Especially, the Lie algebra so(3) (rij, the output of model)
is then converted into Lie group SO(3) according to Equation (7). This is known as the
exponential map, an application from so(3) to SO(3). SO(3) is the result of the exponential
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map of so3 and represents the rotation matrix Rot, ˆRot. The cosine of the relative angle
(in radians) between the pairs of rotation matrices Rot and ˆRot is calculated according
to Equation (8). This corresponds to a geodesic distance on the 3D manifold of rotation
matrices and is called the geodesic rotation loss.

Rot = exp
(
r̂ij
)

(7)

geodesic_rotation_loss(rij, r̂ij) = 1− 0.5 ∗ (trace(Rot ∗ ˆRotT
)− 1) (8)

where rij ∈ R3, r̂ij ∈ R3×3. rij is a 3D vector that represents relative rotation, r̂ij represents
the antisymmetric matrix of vector rij, Rot and ˆRot are the rotation matrices of prediction
and ground truth, respectively, and trace represents the trace of matrix.

4. Results

In this section, the KITTI odometry benchmark is introduced first and then the experi-
ments and results are elaborated.

4.1. Dataset

The KITTI odometry dataset is used to evaluate the proposed method. The KITTI
odometry dataset contains 22 sequences of images. The first 11 sequences (00–10) are
labeled with ground truth trajectory, while the last 11 sequences (11–21) only contain the
visual information. The dataset is challenging for the monocular VO/SLAM algorithms
since it was recorded in the urban area with many dynamic objects and at a low frame rate
(10 Hz). In the experiments of this study, sequences 00, 02, 08, 09 were used as the training
dataset, while sequences 03, 04, 05, 06, 07, 10 were used as the testing dataset. Furthermore,
sequences 11, 15 were used to verify the performance of the proposed method. Since
the sequences are not associated with ground truth trajectory, the results of the proposed
method are compared with the stereo VISO2(VISO2-S) method [29], which utilizes stereo
images and has shown better performance than the monocular-based method.

To evaluate the performance, the proposed method is compared with the state-of-
the-art feature-based and learning-based methods, including VISO2 [29], DeepVO [7],
SC-Sfmlearner [48], and TrajNet [49]. The proposed network was implemented with
PyTorch and trained on an NVIDIA TITAN RTX GPU. The optimizer was Adam and the
learning rate was empirically set to 5 × 10−6.

4.2. Experiment on Dataset with Ground Truth

Since the absolute scale is not feasible to obtain from the monocular visual odometry,
the localization results were manually aligned with the ground truth. Therefore, the scales
of monocular VISO2 (VISO2-M) and SC-Sfmlearner were aligned to the ground truth for a
fair comparison. The DeepVO was implemented referring to [7]. The network was trained
under the same settings as DeepVO-Graph and DeepVO-Graph-Geodesic (DeepVO-G-
G) for a fair comparison since there is no official public code available. DeepVO-Graph
indicates the rotation loss term is computed with the angle in Euclidean distance manner,
while DeepVO-Graph-Geodesic represents the rotation loss term is computed with the
proposed geodesic distance (new rotation loss). In the experiment, DeepVO, DeepVO-
Graph, and Deep-Graph-Geodesic were trained with sequences 00, 02, 08, 09, and tested
with sequences 03, 04, 05, 06, 07, 10, as in [7]. SC-Sfmlearner was trained with sequences
from 00 to 08 and tested with sequences 09, 10 [48]. TrajNet was trained with sequences
00–06 and tested with 07–10 [49].

Terr, Rerr, ATE, RPE(m), and RPE(◦) metrics are widely used to evaluate the perfor-
mance of VO/SLAM methods [7,9,48]. The KITTI Odometry criterion evaluates the possible
sub-sequences of length (100, . . . , 700, 800) meters and reports the average translational
error Terr (%) and rotational errors Rerr (◦/100 m). The relative pose error (RPE) measures
frame-to-frame relative pose error. The absolute trajectory error (ATE) measures the root-
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mean-square error between the translation of predicted camera poses and ground truth.
The RPE and ATE are computed as Equations (9)–(12).

Ei =
(

Q−1
i Qi+∆

)−1(
P−1

i Pi+∆

)
(9)

RMSE(E1:n, ∆) =
(

1
m∑m

i=1‖trans(Ei)‖2
) 1

2
(10)

RPE =
1
n∑m

∆=1RMSE(E1:n, ∆) (11)

Fi = Q−1
i Pi (12)

ATE =

(
1
m∑m

i=1‖trans(Fi)‖2
) 1

2
(13)

where P, Q ∈ SE(3), P and Q represent the predicted and the ground truth poses, respec-
tively. ∆ represents the time interval. trans(Ei) can be replaced by rots (Ei). trans(Ei) and
rots (Ei) represent the translation and the rotation parts of Ei, respectively.

Tables 2 and 3 show the quantitative results of training and testing sequences, respec-
tively. The top two results are labeled in bold. It can be seen from the tables that both
DeepVO-Graph and DeepVO-G-G are overall more accurate than DeepVO. The DeepVO-
G-G and DeepVO-Graph exceed DeepVO and VISO2-M on the ATE index of sequences 00,
08 on the training dataset and maintain a competitive performance on most indexes on 02,
09 sequences. The DeepVO-G-G achieve the top two performance on sequences 03, 05, 07,
10 in terms of the ATE and better performance on the other sequences.

Table 2. Comparison of various visual odometry methods on the training dataset. (Bold denotes best
performance, underline denotes second best performance).

Sequence VISO2-M [29] SC-Sfmlearner [48] DeepVO [7] DeepVO-Graph
(Ours)

DeepVO-G-G
(Ours)

00

Terr 37.14 9.88 4.1 2.99 3.35
Rerr 15.84 3.91 1.76 1.37 1.43
ATE 142.14 137.34 83.77 31.8 73.02

RPE(m) 0.377 0.093 0.023 0.018 0.029
RPE(◦) 1.161 0.134 0.209 0.105 0.198

02

Terr 6.38 7.27 5.86 3.86 3.98
Rerr 1.39 2.19 1.75 1.34 1.37
ATE 86.73 199.27 95.05 86.98 147.13

RPE(m) 0.119 0.081 0.029 0.023 0.034
RPE(◦) 0.183 0.089 0.173 0.093 0.163

08

Terr 24.46 18.26 5.59 2.65 3.38
Rerr 8.03 2.01 2.26 1.08 1.54
ATE 132.79 133.79 180.91 28.09 128.09

RPE(m) 0.312 0.244 0.026 0.019 0.030
RPE(◦) 0.896 0.07 0.164 0.086 0.156

09

Terr 4.41 11.24 4.32 4.04 3.36
Rerr 1.23 3.34 1.52 1.49 1.29
ATE 18.03 121.96 43.71 37.89 38.83

RPE(m) 0.121 0.106 0.025 0.022 0.031
RPE(◦) 0.121 0.106 0.142 0.08 0.137
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Table 3. Comparison of various visual odometry methods on the test dataset (Note: SC-Sfmlearner
train sequences: 00–08, test sequences 09,10. Their results are used only for references. DeepVO,
DeepVO-Graph, DeepVO-G-G are the same experiment settings. Bold denotes best performance,
underline denotes second best performance).

Sequence VISO2-M [29] SC-Sfmlearner [48] TrajNet [49] DeepVO [7] DeepVO-Graph
(Ours)

DeepVO-G-G
(Ours)

03

Terr 16.88 4.45 - 15.06 9.72 10.00
Rerr 5.21 2.77 - 6.6 4.5 4.87
ATE 91.92 15.67 - 87.2 46.57 41.92

RPE(m) 0.101 0.055 - 0.065 0.062 0.058
RPE(◦) 0.423 0.062 - 0.162 0.109 0.153

04

Terr 1.73 3.28 - 8.04 8.97 7.11
Rerr 1.39 0.95 - 2.46 1.91 2.60
ATE 7.62 7.15 - 16.03 17.32 15.55

RPE(m) 0.106 0.069 - 0.126 0.139 0.111
RPE(◦) 0.098 0.049 - 0.11 0.088 0.117

05

Terr 16.8 6.02 - 7.8 7.76 6.55
Rerr 5.14 1.8 - 2.65 3.0 2.59
ATE 108.02 55.91 - 83.51 55.1 36.03

RPE(m) 0.296 0.069 - 0.081 0.083 0.073
RPE(◦) 0.29 0.063 - 0.158 0.106 0.153

06

Terr 4.57 10.73 - 9.99 9.43 8.43
Rerr 1.45 2.18 - 1.96 1.9 2.36
ATE 33.81 44.5 - 43.12 42.77 39.84

RPE(m) 0.09 0.135 - 0.125 0.126 0.107
RPE(◦) 0.119 0.167 - 0.134 0.091 0.134

07

Terr 26.15 7.13 10.93 6.97 9.01 4.87
Rerr 15.11 2.38 5.15 4.79 6.78 2.82
ATE 48.25 22.41 - 30.25 39.32 13.99

RPE(m) 0.359 0.056 - 0.063 0.06 0.055
RPE(◦) 0.928 0.068 - 0.16 0.129 0.168

10

RPE(◦) 31.99 10.07 11.9 14.17 14.02 10.91
Rerr 9.06 4.91 2.84 4.29 4.2 3.50
ATE 229.19 78.28 - 126.45 97.3 64.08

RPE(m) 0.486 0.103 - 0.122 0.121 0.111
RPE(◦) 0.824 0.113 - 0.205 0.147 0.198

The SC-Sfmlearner has also achieved top two results on most of the sequences. How-
ever, the SC-Sfmlearner was trained using more sequences, i.e., sequences 02–08, and
sequences 09, 10 were used for testing. The TrajNet was also trained with more sequences
(00–06) than the proposed method. The proposed method shows comparable performances
on common test sequences 07 and 10. Regarding test sequence 10, the DeepVO-G-G even
achieves better performance, which also verifies the effectiveness of the proposed method.
Both the DeepVO-Graph and DeepVO-G-G can boost the performance of DeepVO. The
DeepVO-Graph shows better ATE results on long-distance sequences 05, 06, 07, 10 than the
DeepVO. The DeepVO-G-G verifies that the geodesic distance can improve the performance
compared with the Deep-Graph, especially for sequence 07. The results of DeepVO-G-G
and DeepVO-Graph show that the graph-constrained loss functions can obtain a better
performance to address the accumulated errors.

It should be noted that neither scale estimation nor post alignment to ground truth
was conducted for DeepVO-Graph and DeepVO-G-G. The 2D trajectory comparison results
are shown in Figures 4 and 5. The X-axis and Y-axis represent the x and y coordinates of the
absolute pose of images, respectively. For clarity, only the trajectories of DeepVO, DeepVO-
G-G, and ground truth are plotted. The quantitative comparisons of various methods are
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shown in Tables 2 and 3. The DeepVO-G-G consistently yields better performance for both
translation and rotation compared with the DeepVO and others.

The performance of DeepVO-G-G is better than DeepVO-Graph on the test dataset.
However, the DeepVO-G-G is not better than the DeepVO-Graph on the training dataset.
This also proves that the proposed loss component has better generalization performance.
The inference runtime of the proposed model on every test sequence is shown in Table 4. It
can be observed that the inference speed is fast since it can be processed in parallel without
additional steps.
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Table 4. The inference runtime of the proposed model for different sequences (experiment environ-
ment: Ubuntu 18.04, PyTorch Library, Intel Xeon Gold 5222 CPU, RAM 64G, NVIDIA Titan RTX
GPU 24G).

Sequence Number of Frames Inference Runtime (s)

03 801 4.6
04 271 3.6
05 2761 7.7
06 1101 4.2
07 1101 4.2
10 1201 4.3

4.3. Experiment on Dataset without Ground Truth

To evaluate the performance of the proposed method, it was tested on test sequences
11, 15 using the former experiment model. Since no ground truth trajectory is provided,
only the qualitative analysis is performed by generating the trajectory. The VISO2-S is
chosen as the ground truth since its effectiveness has been accepted. The proposed method
is also compared with SC-Sfmlearner, DeepVO-G-G, and VISO2-M.

The scale of VISO2-M and SC-Sfmlearner is obtained by aligning to the VISO2-S.
The results are shown in Figure 6. The DeepVO-G-G and VISO2-M perform better in
sequence 11; the SC-Sfmlearner is poorer than the others. Sequence 15 is more challeng-
ing (longer distances and scene complexity) than sequence 11. However, the proposed
method is closer to the VISO2-S than VISO2-M and SC-Sfmlearner on sequence 15, which
demonstrates that the proposed method achieves better performance than the traditional
monocular visual odometry and other deep learning-based methods.
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5. Discussion
5.1. Effect of Different Sliding Window Sizes

The sliding window size is a key parameter for graph loss. Theoretically, larger
window size brings in complex graphs and stronger geometric constraints, which lead to
better performance. However, it also demands larger computational resources. Therefore,
due to the computing resource limitation, a balance has to be made between efficiency
and accuracy.

To find the proper window size, three groups of windows lengths were set. The first
group of window lengths were randomly selected between 5 and 10, the second group of
window lengths ranged from 15–20, and the third group of window lengths ranged from
25–30. Sequences 00 and 08 were used to train the network, and sequences 09 and 10 were
used for validation. The maximum iteration was 160 epochs. The rest of the parameters
were set the same as previous experiments.

ATE, Terr, Rerr are used to report the performance and the results are shown in Figure 7.
The abscissa axes 0–5, 45–50, 75–80, and 115–120 represent that the best model among the
intervals is selected for comparison to avoid accidental error factors. It can be seen from
Figure 7 that the larger window size (length (25–30)) obtains the best performance with
the lowest values in terms of ATE, Terr, and Rerr when the model is fully trained. Another
interesting fact is that the network converges more quickly with smaller window size than
the larger window size since the window size 5–10 obtains better performance than the
other two with fewer iterations.
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Figure 7. Analysis of effects on different sliding window sizes. (a) ATE; (b) Terr; (c) Rerr.

5.2. Effect of Sequence Overlap

Given fixed window size, two sequences strategies are compared, i.e. with and without
overlapping. Figure 8 shows the general idea of with and without the overlapping strategy.
Tables 5 and 6 show the performance of the model trained with and without overlap data
augmentation strategy for training sequences (00,08) and test sequences (09,10), respectively.
It can be seen that using the overlapping strategy can make the training more stable and
improve the prediction accuracy.

Figure 8. Demonstration of sequence overlap.
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Table 5. Comparison of overlap and no-overlap on train sequences.

00 08

Terr Rerr ATE RPE(m) RPE(◦) Terr Rerr ATE RPE(m) RPE(◦)

Overlap 2.91 1.34 56.33 0.017 0.210 4.2 1.84 149.32 0.017 0.166

No-overlap 9.51 4.37 241.77 0.020 0.215 9.74 4.21 321.38 0.020 0.171

Table 6. Comparison of overlap and no-overlap on test sequences.

09 10

Terr Rerr ATE RPE(m) RPE(◦) Terr Rerr ATE RPE(m) RPE(◦)

Overlap 13.77 4.47 111.2 0.15 0.215 13.3 5.82 80.64 0.129 0.267

No-overlap 15.58 5.49 208.56 0.138 0.201 23.03 9.57 266.30 0.121 0.244

Figure 9 shows that the model trained with the overlapping strategy of data augmenta-
tion tends to be smoother rather than oscillating both in the train and test dataset sequences.
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6. Conclusions

In this paper, two novel losses based on graph and geodesic distance constraints
are proposed for deep learning-based visual odometry, which exploits the relative pose
constraints from image sequences. The experiments show that the graph loss outperforms
the traditional loss designed based on the consecutive images. The graph loss not only
considers the relative pose loss of consecutive images, but also the relative pose of non-
consecutive images. The relative pose of non-consecutive images is not directly predicted
but computed from the relative pose of the consecutive images. The geodesic rotation
loss is constructed by the geodesic distance and the model regresses Lie algebra so(3) (3D
vector). Lie algebra is introduced into the loss component of the deep learning-based poses
estimation methods. Due to eliminating the self-constraint of the regression variable, the
loss module can reduce the difficulty of training the poses regression. This allows a robust
and stable convergence, and further improves the performance of deep learning-based
visual odometry.

Comparative experiments are conducted on the KITTI odometry dataset. The KITTI
odometry dataset contains different traffic scenes. The obtained results validate that the
proposed method improves the important loss components in deep learning-based visual
odometry methods. The proposed loss components can be easily integrated into other deep
learning-based pose estimation tasks. The proposed method is also compared with the
latest methods to verify its effectiveness. And the source code and weight can be found at
https://github.com/fangxu622/Deep-Graph-VO (accessed on 1 March 2022).

Finally, the effects of different sliding window sizes are analyzed. The analysis shows
that the large window size provides better performance, and a suitable sliding window size
is obtained to achieve a balance between efficiency and accuracy. In order to explore the
effect of overlapping strategies, two strategies are compared: with/without overlapping.
It is found that sequence with overlapping shows better performance. In the future, the
authors plan to fuse multiple sensors observation with Kalman filtering or factor graph
optimization using deep learning techniques to improve the performance of learning-based
visual odometry.
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