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Abstract: The delay caused by the troposphere is one of the major sources of errors limiting the
accuracy of INSAR measurements. The tropospheric correction of INSAR measurements is important.
The Weather Research and Forecasting (WRF) Model is a state-of-the-art mesoscale numerical weather
prediction system designed for atmospheric research applications. It can be applied to InNSAR
tropospheric correction. Its parameters can be altered according to the requirements of the given
application. WREF is usually initialized based on 3 h- or 6 h temporal resolution data in InNSAR
tropospheric correction studies, a lower temporal resolution compared to ERA5 data. A lower time
resolution means a longer integration time for WRF to simulate from the initial time to the target time.
Initialization with a higher resolution can shorten the integration time of the simulation theoretically
and improve its accuracy. However, an evaluation of the effectiveness of ERA5_WREF for InNSAR
tropospheric correction is lacking. To evaluate the efficiency of WRF tropospheric correction, we used
Reanalysis v5 (ERA5) from the European Centre for Medium-Range Weather Forecasts (ECMWF)
for initialization to drive the WRF (ERA5_WREF) for efficient applications in InNSAR. Three methods
based on global atmospheric models—FNL_WREF (tropospheric correction method based on WRF
driven by NCEP FNL), Generic Atmospheric Correction Online Service for INSAR (GACOS), and
ERA5—were used to evaluate the corrective effects of ERA5_WREF. The reliability of ERA5_WRF
in different scenarios with large tropospheric delay was evaluated from the spatial and temporal
perspectives by considering seasonal, topographic, and climatic factors. Its applications in the local
space showed that ERA5_WRF could adequately correct tropospheric delay. Benefits include its
high-quality data sources and the simulation of WREF, and its application in different seasons had
proven superior to other methods in terms of the corrective effects of elevation-related and spatially
related delays in summer. By analyzing the data sources and downscaling methods of correction
methods and weather conditions of cases, ERA5_WRF had superior performance under the condition
of large content and hourly variation of tropospheric delay. Furthermore, WRF showed the potential
for tropospheric correction when other higher-quality data appear in the future.

Keywords: INSAR; tropospheric correction; WRF; ERA5; GACOS

1. Introduction

Because of its advantages of high precision, high resolution, and capability of operat-
ing in all kinds of weather, space-borne Synthetic Aperture Radar Interferometry (InSAR)
is one of the most commonly used techniques in geodetic surveys [1]. Research on remov-
ing atmospheric effects in INSAR applications has attracted considerable attention from
researchers [2—4]. The propagation of SAR signals is affected by the troposphere and the
ionosphere. The ionospheric effects are currently considered only in specific bands and
regions [5,6]. A suitable method of correction for the troposphere can improve InSAR’s
accuracy of measurement of deformations at the millimeter level [7]. It can also correctly
identify atmospheric signals mistaken as deformation variables in the case of volcanic or
earthquake-induced deformations to avoid the adverse effects of inaccurate judgments of
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volcanic or crustal movements [8]. Therefore, appropriate tropospheric correction is critical
for INSAR measurements.

The accuracy of estimated tropospheric delays depends on the properties of the tropo-
sphere in the given area of interest, the spatial and temporal scale of the area, as well as the
spatial/temporal resolution and accuracy of the correction dataset or model [6]. Therefore,
the method of tropospheric correction should satisfy the following three requirements to
ensure effective atmospheric correction: (1) The approach should be able to correct different
components in the troposphere, including hydrostatic and wet delays [2,9-12]; (2) The time
corresponding to the obtained tropospheric water vapor content should be as consistent
as possible with the data acquisition time of the SAR [13,14]; and (3) The spatial scale of
tropospheric correction should be able to accurately capture changes in the tropospheric
delay in the horizontal direction [2,15].

Methods of tropospheric correction can be divided into four categories. The first is
based on correlation analysis, and it cannot capture turbulence delays and lateral changes
in the stratified components, and cannot achieve good results in flat areas [10,16-20]. The
second assumes the spatiotemporal properties of multiple SAR images and removes the
tropospheric atmospheric phase delay without relying on external data [5,21-24]. These
methods generally ignore the correlation of the tropospheric delay in time. In addition,
using only SAR data processing, it is generally difficult, or impossible, to quantitatively
validate the parameters used and the residual phase screens produced [25]. The third
category of methods includes new methods that combine machine learning with SAR
images or other datasets. They are still being explored and are not widely available
currently. The acquisition of training samples is a difficulty of this type of method. The
corrective effects of these methods depend on the inputs and responses in the training
model [26].

The fourth method of tropospheric correction is based on external data [6]. These
data can be divided into two types according to their sources: externally measured data
including the use of the Global Navigation Satellite System (GNSS), the Medium-Resolution
Imaging Spectrometer (MERIS), and the Moderate-Resolution Imaging Spectro-Radiometer
(MODIS) and Data based on global atmospheric numerical models, including analysis
models (ERA5, NCEP, etc.) and numerical weather prediction models (MM5, WRE, etc.).

In addition to the above sources, special data are provided by the Generic Atmospheric
Correction Online Service for INSAR (GACOS). This is an online data service based on the
iterative tropospheric decomposition (ITD) model combined with GNSS, ECMWE, and
methods of correlation analysis [27]. Because its features are user-friendly, many scholars
have applied it to analyze disasters, such as earthquakes and volcanoes [28,29]. It eliminates
topography-related delays as well as seasonal signals [30], improves the accuracy of INSAR
measurements, and can be used for large-scale and near-real-time automatic volcanic
monitoring [8].

The above methods are limited owing to the sparse distribution of GNSS data, the
coarse temporal resolution of reanalysis data, and errors caused by the methods of inter-
polation used for correction. MERIS products can be synchronized with ENVISAT-ASAR
but cannot be synchronized with data from other satellites. MODIS at the Infrared Band
and MERIS are limited by weather and sunlight. Moreover, ENVISAT ceased service in
2012, and the synchronization of MODIS products, reanalysis data, and SAR satellites is
relatively poor. They should be corrected by other data products when they are used for
InSAR measurements. Although GACOS has performed well in some applications, it relies
on assumptions about atmospheric properties and is limited by the resolution of ECMWFE.
When the corrective effects are not adequate, users do not have sufficient flexibility to
replace the source of data or the model.

It is difficult to overcome the limitations of data acquisition or those of inflexible
data and models. WREF is a state-of-the-art atmospheric modeling system designed for
both meteorological research and numerical weather prediction. Using WRE, scholars can
flexibly simulate meteorological parameters with different spatial and temporal resolutions



Remote Sens. 2023, 15, 273

30f28

according to application requirements. The initialization and microphysical schemes can
be adjusted for various areas of research and different weather conditions. WRF data
assimilation (WRFDA) can be used to integrate other observations during simulation. In
early research, scholars explored the process of INSAR tropospheric correction based on
WREF [31-33]. Since then, researchers improved the accuracy of tropospheric correction
method based on WRF by means of data assimilation [34-38], WRF parameterization
adjustment and evaluation [39,40], Ensemble Forecasting [41], and estimation of the ef-
fective resolution for INSAR tropospheric correction [42]. Four approaches to improving
accuracy by using WREF results in Persistent Scattering Interferometry (PSI) have been
summarized [43]. Applications such as the generation of DEM by InSAR [44], deforma-
tion measurements by D-InSAR [45-47], and the monitoring of ground deformation by
TS-InSAR [7,32,48,49] have verified the reliability of the method for atmospheric correction
based on WRFE. Meanwhile, as an aid, the result of WRF can be used for parameter opti-
mization of temporal filtering [50] and for understanding of mountain-wave phases [51].
However, its running time and accuracy are limited by the initial field, boundary conditions,
and microphysical schemes. Accordingly, this paper focuses on the method of tropospheric
correction based on WRF.

Instead of forecasting the meteorological parameters for a certain period in applications
of meteorology and hydrology, InNSAR atmospheric correction requires simulating the
atmospheric parameters at a specific point in time. WRF is used to simulate the atmospheric
parameters at the time of SAR image acquisition. During simulation, the initialization is the
known atmosphere at the initial time. WRF predicts the atmospheric state by forward time
integrating from the initial time to the target time and outputs meteorological parameters.
Initializations with a higher resolution can shorten the run time of the simulation for the
tropospheric delay of INSAR. A commonly used initialization is the NECP FNL.

Therefore, we improved the simulation efficiency of WRF in InSAR tropospheric
correction from the perspective of initializations with ERA5 datasets. To determine whether
this initialization can improve the operational efficiency of WRF simulations and lead
to better tropospheric correction, WRF driven by ERA5 (ERA5_WRF) was used for the
tropospheric correction of InNSAR.

To evaluate the corrective effects of ERA5_WRF on the tropospheric components of
different properties, three typical regions were chosen according to the type of climate and
topography: Beijing, Taiwan, and Nyingchi. To macroscopically evaluate the corrective
effects of ERA5_WREF, its corrective effects in different seasons were assessed. The RMS
error and the semi-variograms of residuals after correction were used as the evaluation
index for macroscopic evaluation

This manuscript is organized as follows: Section 2 describes the experimental design
and the data used. Section 3 describes the methods used in this paper. Section 4 describes
the results of the correction and analysis of regions with different tropospheric properties,
and areas in different seasons of the year. Section 5 discusses and analyzes the experimental
results, and Section 6 offers the conclusions of this paper.

2. Experiment Design and Materials

To select the representative research cases, the tropospheric delay conditions were
analyzed and cases of different scenarios were selected for experiments.

According to atmospheric characteristics, tropospheric delays can be divided into
systematic and stochastic components in space and time, represented in space as stratified
components and turbulent components, and in time as seasonal and non-seasonal com-
ponents [12]. Therefore, the corrective effects of ERA5_WRF were evaluated under the
different influences of the tropospheric delay from the perspective of time and space.

In terms of time, considering the influence of monsoon circulation, the seasonal
performances of the tropospheric corrective effects of ERA5_WRF were analyzed.
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In terms of space, considering the influence of climatic conditions and local topography,
the performance of the tropospheric corrective effects of ERA5_WREF in different locations
was analyzed.

2.1. Local Space-Typical Regions with Different Tropospheric Properties

Tropospheric phase delays can be split into hydrostatic delay and wet delay. The
hydrostatic delay is a function of pressure. The wet delay is dependent upon the water
vapor content of the atmosphere [2]. Tropospheric wet delay is a function of temperature,
pressure, specific humidity, and height [26].

Variations in interferograms in flat regions are mainly caused by the wet delay; the
hydrostatic delay often appears as a smooth signal because of the large spatial scale of high-
and low-pressure fields. In regions with significant topography, both the hydrostatic com-
ponent and wet component will cause a correlation between the phase and topography [9].
Atmospheric circulation is a major factor in the formation of various climate types and
weather variations.

Considering the above factors and the degree of variations, the study areas with
different terrain and local atmospheric circulations were selected. Beijing, Taiwan, and
Nyingchi were chosen as study areas. The variations in the elevations of Beijing and Taiwan
are similar, ranging from 0 to 3000 m, and the elevation of Nyingchi ranges from 630 to
7300 m.

The study area in Beijing includes mountainous areas and urban areas, and the vari-
ation in meteorological elements is affected by the urban heat island circulation and the
valley wind circulation. The study area in northern Taiwan includes urban areas and some
mountainous areas. The variation in meteorological elements in Taiwan is affected by the
coupling of sea—land breeze circulation, mountain—valley wind circulation, and urban heat
island circulation. Beijing and Taiwan belong to monsoon climates with high temperatures
and heavy rainfall in summer. SAR images in summer were used for this study. Beijing
belongs to the temperate zone, whereas Taiwan belongs to the subtropical zone. Taiwan
has a higher temperature and rainfall in summer.

Meanwhile, from the perspective of the application, the performance of ERA5_WRF
under the scenarios of slow surface deformation and seismic deformation is evaluated.
The study area of slow surface deformation is represented by Beijing and Taiwan, and the
seismic deformation area is represented by Nyingchi. At the same time, to better compare
our results with GACOS, research data and images in previous research [52] that have been
proven to be effective at removing tropospheric delay by using GACOS were selected.

Beijing: Beijing is a city that suffers from regional land subsidence. Many scholars
have used InSAR to monitor the subsidence in Beijing [53-56]. SAR and MERIS data from
Envisat-ASAR (Table 1) were used, and the reference station was a GPS Continuously
Operating Reference Station (CORS) (ZHAI). The study area was located in the northwest
of Beijing and included the central city, suburbs, and mountains over an area covering
63 km (north—south) x 46 km (east-west) (Figure 1b).

Table 1. Information in SAR images for Beijing Taiwan and Nyingchi.

SAR Image Acquisition Date and UTC Time

Cases
Master Image
Slave Image

Beijing Taiwan Nyingchi
5 July 2010 02:32 18 July 2019 21:52 6 November 2017 23:42
13 September 2010 02:32 30 July 2019 21:52 18 November 2017 23:42
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Figure 1. Study area and SAR images used in the experiment of local space and time. The coverage
of SAR data is shown by the dotted polygon. The study area is shown by the solid polygon.
(a) Topographic map of Beijing for time experiment; F represents the coverage of the interferogram,
M represents the mountainous area with complex terrain, and U is the urban area with flat terrain.
(b) Topographic map of Beijing for local space experiment. (c) Topographic map of Nyingchi for local
space experiment. (d) Topographic map of Taiwan for local space experiment.

Taiwan: Taiwan was chosen to explore the performance of the proposed method under
more complicated tropospheric conditions. Sentinel-1 data were used in this case (Table 1).
The study area was located in the northwest of Taiwan and included several cities, suburbs,
and mountains (Figure 1d).

Nyingchi: Yu et al. used Sentinel-1 data (Table 1) to identify a strong atmospheric
effect, and extracted the co-seismic surface displacement after removing the atmospheric
effect by using GACOS [56]. At 22:34 (UTC) on 17 November 2017, an Mw 6.5 earthquake
(epicenter at 29.75°N, 95.02°E) struck Mainling County in Nyingchi (referred to herein as
the Nyingchi earthquake) with a focal depth of 10 km [57] (Figure 1c).

The Nyingchi earthquake occurred on the northern edge of the Namcha Barwa (alti-
tude, 7784 m), the core of the eastern Himalayan tectonic junction, and the front edge of the
collision and convergence of the Indian and Eurasian plates. The same study area and data
were used as in the previous study [52].

2.2. Time-Seasonality Effects

Considering the seasonality of the atmosphere, the study area of Beijing was chosen
in this case. It belongs to the monsoon climate of medium latitudes with characteristic
seasonal changes.

Sentinel-1 images were acquired in the period from 1 January 2019-1 January 2020
(Table 2). The images covered Beijing and part of the Taihang and Yanshan Mountains
(Figure 1a), and the acquisition time was 10:13 (UTC Time). Interferograms were obtained
from two temporally adjacent images. The corresponding tropospheric phase delays based
on FNL_WRE ERA5_WRE, ERA5, and GACOS for the corresponding interferograms were
calculated. To further analyze the corrective effects of ERA5_WREF in different seasons and
different terrains, the corrective effects of the mountainous area in the northwest of Beijing
(referred to as the mountain area hereinafter, Figure 1a M) and the flat urban area including
the main part of Beijing (referred to as urban area, Figure 1a U) of the full interferograms
(Figure 1a F) were evaluated.
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Table 2. Information in SAR images in different seasons in Beijing.
SAR Image Acquisition Date
10 January 2019 11 March 2019 28 April 2019 15 June 2019 2 August 2019 1 January 2019 18 November 2019

22 January 2019 23 March 2019 10 May 2019 27 June 2019 14 August 2019 13 October 2019 30 November 2019

3 February 2019

4 April 2019 22 May 2019 9 July 2019 26 August 2019 25 October 2019 12 December 2019

27 February 2019 16 April 2019 3June 2019  21]July 2019 19 September 2019 6 November 2019 24 December 2019

2.3. Correction Evaluation
(1) Local space

The results of the interferogram correction of ERA5_WRF, FNL_WRF, ERA5, and
GACOS were compared. ERA5_WRF was also compared with MERIS data where they
were available.

Empirically, we believe that the theoretical deformation at short time intervals is very
small in the absence of major crustal movements. For the interferograms involved in this
paper, except for Nyingchi, the time intervals between master and slave images were less
than three months, and most of them were less than one month. If the surface deformation
was very small and other errors were ignored, the theoretical value of the phase residuals
after removing the tropospheric delay error would be close to 0 rad. Meanwhile, the
residual error was close to a normal distribution, and the coefficient of the phase—elevation
relationship was close to zero.

To assess the overall corrective effects, the root mean square (RMS) and the standard
deviation (STD) error were used in this paper. The RMS error of the corrected interferogram
A¢* estimated over a sample window containing n pixels is given by [6]:

/1 >
APrps = EZnA‘P* 1)

If the mean value of the sample is removed, the RMS is simply the STD of the sample.
Apart from RMS/STD, the corrective effects were evaluated by analyzing the spatial
distribution of the interferograms and histograms of the corrective residuals. The correlation
coefficient of the phase elevation was also used to assess the correction of the topography-
related delays. The semi-variogram function S(r) was used to explicitly separate the impact
of the correction on different length scales. S(r) is the semi-variogram for distance r, and it
is calculated by [58]:

1 N(r)

S(r) = - Y (8(x) = Ap(x; +1)? )

1

—

where r is the separation distance in the specified direction between points (x; + r) and
(x), N(r) is the number of pairs of samples with distance r from each other, A¢(x;) is the
phase or residual phase at point (x;), and A¢$(x; + r) is the value at the point x; + r in the
interferograms.

(2) Time

The STD errors, semi-variogram, and phase-elevation correlation coefficients of were
used in these cases. In addition, the number of interferograms with the reduction in STD
error was analyzed to represent the probabilities of effective correction. The averages of
the percentages of reduction/increase in the STD error (STD_Rayg/STD_lavg) by different
methods were analyzed to represent the overall degrees of effectiveness/deterioration of
correction.

N
STD_Ravg = % Y STD_R(i) (3)
i=1
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1 N
STD_lLayg = N Y STD_I(i) 4)
i=1

where N is the number of interferograms, STD_R(i) is the reduction in the STD error of
the iy, interferogram, and STD_I(i) is the increase in the STD error of the iy, interferogram.

3. Methods
3.1. Calculation Principle of Tropospheric Phase Delay

The phase of InNSAR ¢, consists of four components [24]:

Pp = Propography + Pdefo T Ptropo T Pnoise ®)

where ¢1;400rapny 1S the topographic phase that can be removed by subtracting a simulated
topographic phase from a digital elevation model (DEM), @.f, is the deformation phase
along the line of sight (LOS) direction, ¢iropo is the phase resulting from the tropospheric
delay, and @,,;s is the phase error caused by thermal noise.

The LOS tropospheric delay is integral to the refractivity of air between the ground
and the satellite. By using the incident angle of the radar (), the relationship between the
zenith delay AL, and the slant delay AL can be written as:

AL,

AL =
cos(0)

(6)

AL, ALy, and AL, represent the total zenith delay, hydrostatic zenith delay, and
wet zenith delay, respectively. N(z) is the refractivity at height z:
Zsensor

AL, =107° N(z)dz = ALy, + ALy 7)

Zscatter

AL,j, can be calculated by the following formula [51]:

R
AL,, =100k —2.AP (8)

Im

where k; = 77.6 KhPa~1. R; = 287, Jkg 'K~ is the specific gas constant for dry air, and
gm is the local gravity at the center of the atmospheric column (g, = 9.8 ms™2). P is the
surface pressure and AP = Pj;;00 — Pjate1 and Py and Py,ye; are the surface pressures of
two SAR acquisitions, respectively [51].

For data for the numerical weather model [26], AL, can be calculated by the tempera-
ture (T), partial pressure of water vapor e (hPa), and the specific difference in height Az
at level k:

!

€k €k

ALy =) (k’2~ + k3-> Az )
k=0 Ty Tk2

where k), = 23.3 KhPa~! and k3 = 3.75 x 10° K?hPa 1.
Usually, e; cannot be obtained directly from the datasets and needs to be calculated by

the following formula:
-P
— Qvapor , (10)
€ + Qvupor'(l —€ )
€’ =0.622 is the ratio of the gas constant of dry air and pure water vapor, and Qoapor is
the water vapor mixing ratio that is obtained from the datasets. If the specific humidity r

were obtained, Quapor can be calculated as:

r

T+ ()

Qvupor =
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For IWV data provided by MERIS, AL;;, can be calculated from the conversion factor
IT and the IWV:

12
Pwater (12)
Pwater is the density of water. The empirical conversion factor I1 is typically ~6.2 [6].
Through the above calculation, the slant delay AL and thus the slant delay of the
troposphere @tropo can be obtained:

4
Ptropo = T'AL (13)

where A is the wavelength of the radar.

In this paper, the resolution of the interferograms is about 100 m. The resolution of
@tropo using MERIS data is 300 m. For other datasets, ¢tropo Was calculated at a resolu-
tion of 1 km. Therefore, spline interpolation was used to interpolate all the @tyop, to the
interferogram resolution.

3.2. WRF Model
3.2.1. WRF Configuration

NCEP FNL is a reanalysis dataset with a time resolution of 6 h. ERA5 datasets com-
prises the fifth-generation reanalysis data released by the ECMWEF after the ERA-Interim.
Compared with the ERA-Interim, ERA5 datasets assimilates more observational data. The
spatial resolution of ERA5 datasets has been increased to 0.25° and the temporal resolution
to 1 h. Researchers in meteorology and hydrology have conducted related experiments
to compare the differences between the results of simulations of WRF driven by FNL
(FNL_WREF) and ERAS datasets (ERA5_WRF). Both types of data can adequately simulate
changes in the meteorological elements [59,60]. To determine whether the new initialization
can improve the operating efficiency of WRF simulations and better perform tropospheric
correction, WRF was driven by FNL and ERA5 datasets to simulate tropospheric delays for
InSAR tropospheric correction and assess its accuracy.

Both sets of experiments used the same parameterization scheme (Table 3). A two-
way nested-grid technique was used with the configuration of a 9/3/1 km domain for
ERA5 WRF and a 27/9/3/1 km domain for FNL_WRF. The domain in each case was
centered on the latitude and longitude of the center of the study area. ERA5_WRF and
FNL_WRF used the same boundary of the 9/3/1 km domain. For the 9/3/1 km domain,
the inner domain precisely contained the study area, and the boundary distance between
the second domain and the inner domain was about 2°. The distance between the outer
domain and the boundary of the second domain was about 1°. In total, 40 vertical levels
were used in each simulation, with the model top set to 50 hPa.

Table 3. The parameterization scheme of WRF.

Parameter Scheme
Microphysics WSM3 [61]
Cumulus ! KF [62]

Long/short radiation RRTM [63]/RRTMG [64]

Land surface model Noah MP [65]
Planetary boundary physics YSU [66]

Surface layer physics MMS5 [67]

I The cumulus parameterizations was used in domains of 27/9/3 km, and it was turned off in domains of 1 km.

3.2.2. WRF Simulation

WREF simulated the meteorological data in two parts: WRF preprocessing and WRF
simulation [68]:



Remote Sens. 2023, 15, 273

9 of 28

(1) WREF preprocessing

In WRF preprocessing, the static geographical data and initialization data were pro-
cessed, and the input files for WRF simulation were prepared.

The processing of the initialization data was mainly as follows: First, the simulated
spatial grid resolution (1 km in this paper) was defined during the parameter setting.
The system read the initialization data and extracted the corresponding meteorological
parameters. Then, the system interpolated the extracted meteorological data into the
defined simulated grid (1 km) and generated the input file for WRF simulation.

According to the above description, the initialization data with different resolutions
(ERAS5 and FNL datasets) were interpolated into the model grid (1 km) before entering the
simulation. Therefore, the spatial resolution of the two datasets did not affect the efficiency
of the simulation.

(2) WREF simulation

The essence of WRF simulation is to solve differential equations. WRF used Runge-
Kutta time integration to integrate forward through initial values. That is, WRF simulated
the meteorological parameters from the initial time to the corresponding SAR image
acquisition time.

The time resolution of FNL is 6 h (00:00, 06:00, 12:00, and 18:00 each day), whereas
the time resolution of ERA5 datasets is 1 h (hourly). For FNL_WRE, simulations could
only start at 00:00, 06:00, 12:00, and 18:00, whereas ERA5_WRF simulations could start at
any hour of the day (usually the time closest to the target time). Therefore, for any target
time (X: 00-X: 59), the length of the simulation time of the FNL_WRF method was up to six
times that of ERA5_WREFE. When other simulation parameters are the same, we believe that
a higher initial time resolution means a higher simulation efficiency.

The results of the simulation were output every 5 min. The results closest to the time
of acquisition of the SAR images were selected to calculate the tropospheric phase.

During the WRF simulation of Nyingchi, due to the limitation of computing resources,
for steep terrain or very strong convection cases, the solving process of differential equation
in WREF is difficult to converge and causes the computation to sharply increase. A suitable
domain size or a larger boundary band may solve the problem, but it was difficult for
us to find the suitable one. For the sake of simplicity, the time step was reduced and the
“epssm” value was increased (https://forum.mmm.ucar.edu/threads/what-is-the-most-
common-reason-for-a-segmentation-fault.133/ (accessed on 1 June 2022)). The study area
was divided into nine blocks of the same size and each of the nine areas was simulated
with the same parameters. The nested domain was the same except for the innermost
domain. After the simulation, the tropospheric delay of the nine regions was calculated,
respectively, and the tropospheric phase delay of the whole study area was obtained by
weighted average fusion.

3.3. Methods for Comparison

To demonstrate the effectiveness of the tropospheric correction method based on
ERA5_WREF, the comparison between ERA5_WRF and other methods based on GACOS,
ERA5, and FNL_WRF was conducted (Table 4).

FNL_WRF and ERA5_WRF downscaled FNL and ERA5 datasets by means of WRF
simulation. The two closest FNL and ERA5 datasets samples were used to drive WRF.

For ERAS5, the data closest to SAR acquisition time were used for each case. Then, the
meteorological parameters were interpolated before the calculation of ¢yrepo. Vertically, the
delay was interpolated every meter via the cubic spline method. Horizontally, the delay
was interpolated to the resolution of 1 km by bilinear interpolation at the corresponding
height.

GACQOS provided the ¢tropo With a resolution of 1 km using HRES-ECMWF (High-
Resolution ECMWF). It applied linear temporal interpolation using the two closest ECMWF
ZTD samples. GACOS used an Iterative Tropospheric Decomposition (ITD) model to
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calculate the best model for the elevation-dependent tropospheric delay. The difference
between the best elevation-dependent model and the tropospheric delay from HRES-
ECMWF was interpolated by IDW to obtain the turbulence delay [27].

Table 4. The characteristics of different methods.

Data Sources Downscaling
Method Resolution .
Data Space (Downscaling to 1 km) Time
Space Time
FNL_WRF FNL 1° 6h
WREF simulation driven by two closet data
ERA5_WRF
ERA5 0.25° 1h ] iti
ERA5 II}terpolatlon rel.ated to the pogltlon Using closet data
in space (especially for elevation)
. . o Linear temporal
GACOS HRES ECMWF  0.125° 6h lterative Tropospheric Decomposition 1/ lation using

(ITD) model two closet data

3.4. InSAR Processing

Interferograms were generated by using INSAR Scientific Computing Environment
(ISCE) software, developed at the NASA Jet Propulsion Laboratory. The DEM of one arc-
second (~30 m) from the Shuttle Radar Topography Mission (SRTM) was used to remove
the topographic phase and calculate the correlation coefficient between the phase and the
elevation. The SNAPHU method was used in the unwrapping step. PyAPS were used to
generate ERA5-based tropospheric phase delays.

For processing, the GNSS point with the lowest deformation as the reference point in
areas for which GNSS data were available was used, and the RMS error as the evaluation
indicator was Used. The point with the highest coherence was used as the reference
point in areas for which GNSS data were unavailable, and the STD error was used as the
evaluation indicator. Severe geological activities occurred in Nyingchi. The areas with
severe deformation were masked and the results of residuals for the other areas were
evaluated before and after correction.

4. Results
4.1. Local Space-Typical Regions with Different Tropospheric Conditions
4.1.1. Beijing

The interferograms were corrected based on five datasets. MERIS data delivered the
best performance in terms of the pattern of the overall interferogram. Of the remaining
methods based on data from numerical weather models, methods based on ERA5_WRF and
ERAS5 performed better than the others in mountainous areas, whereas the interferogram
corrected by GACOS was the best for urban areas.

(1) RMS errors

The RMS errors after correction by ERA5-WRF, GACOS, ERA5, and MERIS decreased
compared with those of the original interferogram by 26%, 2%, 26%, and 62%, respectively.
However, the RMS error corrected by FNL_WRF was increased by 8%. The correction by
using MERIS was the best, followed by ERA5-WRF and ERA5, GACOS, and FNL-WRF
(Figure 2b, first row).
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Figure 2. Beijing: (a) Interferogram (left), phase—elevation relationship (middle), and histogram (right)
for date pair 5 July 2010-13 September 2010. (b) Tropospheric delays modeled by different external
datasets (first row), corrected interferograms for different types of correction (second row), histograms
(third row), and phase—elevation relationship (fourth row) for each corrected interferogram.

(2) Histogram

According to the original interferogram and the corresponding histogram distribution
(Figure 2b, third row), compared with the original interferogram, the mean and variance
of the corrected residuals of ERA5_WREF, ERA5, and MERIS were reduced, showing the
effectiveness of the correction of ERA5_WRF, ERA5, and MERIS.

The histogram of residuals after correction by MERIS was the closest to the standard
normal distribution, which means it is the best correction method (Figure 2b, third row).

(38) The phase—elevation correlation coefficient

The phase—elevation relationship shows that MERIS significantly corrected the elevation-
dependent tropospheric phase delay. Owing to its DEM-dependent method of interpola-
tion and higher-quality sources of data, ERA5 exhibited better corrections for elevation-
dependent tropospheric phase delays. FNL_WRF overestimated the troposphere in urban
areas. ERA5 WRF underestimated it and was less effective than the other methods in
correcting the tropospheric phase delay related to elevation. FNL_WRF overestimated the
tropospheric phase delay in urban areas and failed to correct it in mountainous areas, which
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resulted in a high correlation coefficient. ERA5_WRF underestimated the tropospheric
phase delay in urban areas, and its correlation coefficient was also high. GACOS corrected
the tropospheric phase delay in urban areas well but failed to fully correct it in mountainous
areas. Its correlation coefficient was better than those of FNL_WRF and ERA5_WREF, but
worse than those of ERA5 and MERIS (Figure 2b, fourth row).

(4) Semi-variogram

The results of semi-variograms (Figure 3) showed that ERA5 and GACOS yielded
significant improvements, starting at values greater than approximately 30 km. On the
contrary, the results of ERA5_WRF and FNL_WREF deteriorated, starting at values greater
than approximately 30 km. The corrected residuals of ERA5_WRF and FNL_WRF were
similar in the curve characteristics of semi-variograms.

— IFNL_WRF — GACOS  —— Uncorrected o~ ‘
E — ERAS WRF  — ERAS Ve ) /
2204 )
g
=
z
-E 10'
o
7! -

0 L] l 1 U
0 20 40 60 80 100 120

Distance (km)

Figure 3. Beijing: Semi-variograms of the residuals after correction by FNL_WRF, ERA5_WREF,
GACOS, and ERAS5.

(5) Summary

The correction for data on Beijing showed that ERA5_WRF adequately corrected the
tropospheric delay in mountainous areas, but its performance in urban areas was not
satisfactory. ERA5 performed better than ERA5_WREF in urban areas. GACOS corrected the
urban areas well, whereas the corrective effects in mountainous areas were poor. FNL_WRF
showed the worst corrective effects.

4.1.2. Taiwan
(1) RMS errors

The RMS errors after correction by the four methods decreased compared with those of
the original interferogram by 33%, 49%, 62%, and 49% for FNL-WRE, ERA5-WRF, GACOS,
and ERAS, respectively. The correction by GACOS was the best, followed by ERA5_WRF
and ERA5, and corrections by FNL_WRF were the worst (Figure 4b, first row).
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Figure 4. Taiwan: (a) Interferogram (left), phase—elevation relationship (middle), and histogram
(right) for the date pair 18 July 2019-30 July 2019. (b) Modeled tropospheric delays by using
different external datasets (first row), corrected interferograms for different correction types (second
row), histograms (third row), and phase-elevation relationships (fourth row) for each corrected
interferogram.

(2) Residuals distribution and histogram

The interferograms after correction showed that all four methods corrected the severe
tropospheric delay in the southwest of the study area, but there were still residual errors.
The mean and variance of the corrected residuals of the four methods were reduced
compared with the original interferogram. Although the RMS of ERA5 and ERA5_WRF
were similar, their residuals showed different textures after correction. ERA5 introduced
errors related to elevation.

The histogram of residuals after correction by GACOS was the closest to the standard
normal distribution, which means the best correction is provided. (Figure 4b, second row).

(38) The phase-elevation correlation coefficient

The phase—elevation relationship showed that all four methods adequately corrected
the tropospheric phase delay related to elevation (Figure 4b, fourth row). ERA5_WRF
showed the best performance.
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(4) Semi-variograms

The results of semi-variograms (Figure 5) showed that all four methods led to signif-
icant improvements. ERA5_WRF had the same curve trend and similar values to ERAS5,
and FNL_WRF was almost the same as GACOS. The values of ERA5_WRF and ERA5 were
higher than those of FNL_WRF and GACOS, which means a smaller error in the difference
in spatial structure is provided.

Taiwan
— FNL_WRF  — GACOS  — Uncorrected ,—”-"- T~

- — LERAS WRF  — LRAS L "
£ 200+ . s
<
g
a
E
z 100+
E

0 20 40 60 80 o 120

Distance (km)

Figure 5. Taiwan: Semi-variograms of the residuals after correction by FNL_WRF, ERA5_WREF,
GACOS, and ERAS5.

(5) Summary

For the correction in Taiwan, the large residuals of the four methods in the same region
(northwest of the study area) imply the limitations of the data sources. ERA5_WRF was
superior to the correction of tropospheric delay related to elevation. The spatial structure
function was almost identical to ERA5 and lower than GACOS. However, a higher RMS
than GACOS indicated that ERA5_WRF and ERA5 had a poor correction for random errors.

4.1.3. Nyingchi

ERA5_WRF, FNL_WRF, GACOS, and ERA5 were used to correct the interferograms
of 6 November 2017-18 November 2017. Figure 6 shows that corrections by FNL_WRE,
ERA5_WREF, GACOS, and ERAS5 reduced the STD error compared with the original inter-
ferogram by 40%, 34%, 18%, and 44%, respectively.

The histogram of the original interferogram was similar to a steep wall in shape
and became closer in shape to a standard histogram after correction by each of the three
methods.

After correction by ERA5_WRF and ERAS5, the topographic texture of the area in-
side the red circle in the interferogram had been adequately corrected, indicating that the
component of tropospheric phase delay related to elevation could be corrected. Although
both ERA5_WRF and GACOS reduced the STD error of the original interferogram, their
simulated tropospheric phase delays overestimated the water vapor in valleys. After cor-
rection by GACOS, the original red texture in the red circle turned blue, and the correlation
coefficient between phase and elevation changed from negative to positive.

According to the results of the semi-variograms (Figure 7), FNL_WRE, ERA5_WREF,
ERA5, and GACOS all yielded significant improvements, starting at values greater than
approximately 40 km.



Remote Sens. 2023, 15,273 15 of 28

Original_IFG Phase-Elevation Histogram
N k=—-2.90 0.5 [w=3.08
(a) z 04 6-3.87
s 15 ’
* e~
ref g 5
&
z £ 5
£ &
a
STD=4.95 L -15
4.5°E 5°E 5.5°F r 2 3 4 5 6 7 0
) 2 2 DEM (km) Phase (rad)
FNL WRF ERAS5 WRF GACO ERAS
_ — - o)
=
(b) £ X 2
H b ¢
%) \1 ‘ ' 43 B
3 18
- 20
z
4 15
a
i N 10
© [ STD=3.06 |- STD=3.29 ? STD=4.07 | ~ & STD=2.77 . |
¥ z :
g < - % 0
o} 5 s f s
g -
§ IR -10
-3 g
8 l:;: - -15
4 é_ =
94.5°E 95°E 94.5°E 95°E 94.5°E 95°E 94.5°E 95° 95.5°E
0.25
§ 0.20
%Dé‘ 015
*r;; é 0.10
e lial
0.00
g§ s
g R
5% s
T2l
O & -5
2 &
<=
A 15

3 4 5 6 7 2 3 4 5 6 7
DEM (km) DEM (km) DEM (km)

1T 2 3 4 5 6 7

DEM (km)
Figure 6. Nyingchi: (a) Interferogram (left in the yellow box), phase—elevation relationship (middle
in the yellow box), and histogram (right in the yellow box) for date pair 6 November 2017-18
November 2017. (b) Modeled tropospheric delays by using different external datasets (first row),
corrected interferograms for different types of correction (second row), histograms (third row), and
phase—elevation relationships (fourth row) for each corrected interferogram.
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Figure 7. Nyingchi: Semi-variograms of the residuals after correction by FNL_WRF, ERA5_WREF,
GACOS, and ERA5.
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The correction in Nyingchi showed that it can correct tropospheric delay in areas with
a complex topography effectively. However, ERA5 shows the best correction. Although
ERA5_WREF used the same data source as ERA5, ERA5 and showed better results.

This means that compared with the interpolation method of ERA5, the simulation
method of ERA5_WRF in Nyingchi was not enough to accurately capture the changes in
meteorological parameters.

Meanwhile, the domain of the WRF model in Nyingchi covered complex terrain with
a large topographic gradient. The highest resolution in the simulation was 1 km, which
increased the instability of WRF calculations and caused the program to easily crash. In
this case, it was not sufficient to modify the related parameters such as the “epssm” value
or the time step. It needed to be simulated in blocks, and this reduced the efficiency of
correction and increased its complexity.

4.2. Time-Seasonality Effects
(1) STD errors

The methods of tropospheric correction based on FNL_WRF, ERA5_WRF, ERAS5,
and GACOS were used to correct the interferograms of adjacent images for Beijing from
1 January 2019 to 1 January 2020. Figure 8 shows the original STD errors of Full (F)
interferograms overall the for mountainous areas, and those for urban (U) areas as well as
the corrected STD error for different methods of tropospheric correction.
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Figure 8. Original STD errors in the interferograms of adjacent images obtained from Sentinel-1
for the period from 1 January 2019-1 January 2020, and STD errors of interferograms corrected by
different methods in areas F (first row), M (second row), and U (third row).

Figure 8 shows that before and after correction by different methods, the STD errors
in interferograms in the summer were significantly larger than those in the winter, and
peaked around July. The STD errors of interferograms in mountainous (M) areas were
significantly lower than those in urban (U) areas.
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To highlight the corrective effects of different methods, Figure S1 shows the effects
on the full interferogram (Study area F shown in Figure 1a), those for mountainous areas
(Study area M shown in Figure 1a), and those for urban areas (Study area U shown in
Figure 1a), owing to different methods (compared with the original interferogram, with
the percentage of reduction or increase in the STD error). Table 5 shows the average of
corrective effects (STD_Ravg and STD_l,yg) of different methods.

Table 5. The average of STD error reduction after correction by different methods in different regions
of Beijing in 2019 (%). The green color represents a reduction in STD error, dark green represents the
greatest reduction, light orange represents an increase in STD error, and dark orange represents the
greatest increase.

STD_Ravg/STD_lavg FNL-WRF ERAS5-WRF ERA5 GACOS
STD_Ravg (A) 25.03 25.45 24.92 24.83
STD_Ravg (B) 21.84 22.78 18.94 33.09
STD_Rayg (C) 24.07 28.95 27.09 27.29
STD_Layg (A) —7.31 —7.97 —11.88 —~13.30
STD_lavg (B) —13.64 —15.24 —20.32 —8.13
STD_layg (C) —~9.86 —~11.20 —-10.48 —16.00

For the Full (F) interferograms, the corrective effects of the four methods exhibited
little difference. Only six of the interferograms recorded an increase in the STD error after
correction by FNL_WRF whereas eight recorded an increase after correction by ERA5 and
GACOS. The sum of percentages of reductions in the STD error showed that the overall
reductions by using the four methods were not significantly different. ERA5_WREF yielded
the greatest reduction among the four methods, with the number of interferograms after
reduction being smaller than those produced by using FNL_WREF. In terms of the percentage
of increases in the STD error in the corrected results, the sum of the increase from using
FNL_WRF was the smallest, and that by using ERA5 was slightly larger. The sums of the
increase using ERA5 and GACOS were much larger.

For mountainous (M) areas, in interferograms for June—August, ERA5_WREF (values
in the red box of mountain areas in Figure 8) had a smaller STD than the other three
methods, showing a correction advantage when the tropospheric delay is large. Errors in
nine interferograms increased after correction by FNL_WRF and ERA5_WREF.

In interferograms excluding from June-August, GACOS performed the best, followed
by ERAS. The STD errors for only six interferograms increased after correction by GACOS,
whereas twelve increased for ERA5. FNL_WRF performed the worst.

The sum of the corrected percentages of reduction in the STD error showed a significant
difference among the four methods. GACOS recorded the greatest reduction, followed by
ERA5_WRE, and ERA5 showed the worst corrective effects. The sum of the percentages of
errors by using GACOS recorded the smallest increase, followed by FNL_WRE. The sums
of the increase in errors from using ERA5 and ERA5_WRF were much larger, especially the
former.

In urban (U) areas, in the interferograms for May—August (values in the red box of
urban areas in Figure 8), FNL_WREF performed the best, and ERA5_WRF was slightly better
than ERA5 and GACOS. However, in the remaining interferograms, the corrective effects
of ERA5_WRE, ERA5, and GACOS were not significantly different, and FNL_WRF was
worse than ERA5 WRFE

The STD errors of five interferograms increased after correction by ERA5_WRF and
ERAD5, and those of eight interferograms increased after correction by GACOS (Figure S1).
The sum of the percentages of reduction in the STD error after interferogram correction
showed that ERA5_WREF recorded the greatest reduction among the four methods, followed
by GACOS, and FNL_WRF showed the worst correction. GACOS had the largest increases
in the sum of the percentages of STD error and FNL_WRF had the smallest (Table 5).
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The absolute value of the phase—elevation correlation coefficient

Figure 9 shows the original phase—elevation correlation coefficient of full (F) inter-
ferograms, those for mountainous (M) areas, and those for urban (U) areas, as well as
the corrected phase—elevation correlation coefficient for different methods of tropospheric
correction.
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Figure 9. The original absolute value of the correlation coefficient of phase—elevation in the interfer-
ograms of adjacent images obtained from Sentinel-1 for the period from 1 January 2019-1 January
2020, and the absolute value of correlation coefficient of phase—elevation of interferograms corrected
by different methods in areas F (first row), M (second row), and U (third row).

Figure 9 shows that the absolute value of the correlation coefficient before and after
correction by different methods is similar to the STD error. The corrected phase—elevation
correlation coefficients in interferograms in the summer were significantly larger than those
in the winter, and they peaked around July. The correlation coefficients of interferograms in
mountainous (M) areas were significantly lower than those in urban (U) areas. ERA5_WRF
showed the lowest correlation between the residual phases and elevation (values in the red
box of mountain areas in Figure 9) in the full interferogram and mountainous (M) areas.
However, in urban areas, FNL_WRF showed the best correction.

®)

Semi-variograms

Functions of the spatial structure (semi-variogram) of the mountain (M) areas and
urban (U) areas were calculated (Figures S2 and S3). The seasonality is clear in Figures
S2 and S3. For a clearer analysis, 27 pairs of interferograms were divided into four sets
corresponding to the four seasons.

Winter is the longest season in Beijing, followed by summer, whereas spring and
autumn are shorter. Therefore, in our grouping, spring spanned from late March to late
May, summer from late May to late August, autumn from late August to late October,
and winter from late October to late March of the following year. Due to the short time
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Mountain Area of Beijing-(M)-Summer

in spring and autumn, only a few interferograms were included, and individual errors
would lead to large changes in the normalized mean semi-variogram. The normalized
mean semi-variograms of summer and winter were calculated separately (Figure 10).
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Figure 10. Semi-variograms of residuals corrected by different methods of correction in: (a) summer
of areas M; (b) summer of areas U; (c) winter of areas M; (d) winter of areas U.

The results (Figure 10) show that the four methods had good corrective effects in
summer and winter at distances greater than 40 km.

ERA5_WRF and ERAS5 had prominent corrective effects at distances greater than
20 km (Figure 10a—c) except for urban (U) areas in winter. The curve trends of ERA5 and
ERA5_WRF were almost the same. However, the normalized mean semi-variogram value
of ERAS5 was higher than that of ERA5_WREF (reflecting the nugget of the semi-variogram),
which means the error is larger than ERA5_WRF. ERA5_WRF had prominent corrective
effects in urban (U) areas in winter at distances greater than 40 km, and at 70 km for ERAS.

Both GACOS and FNL_WRF have a data source time resolution of 6 h, and they
showed a similar curve trend and values, except in Figure 10c. At distances greater than 20
km, GACOS had prominent corrective effects (Figure 10b—d), except for in mountainous
(M) areas in summer. It had the best corrective effects for mountainous (M) areas in winter
(Figure 10c).

GACOS and FNL_WRF had corrective effects at distances greater than 80 km in
summer in mountainous (M) areas.

(4) Summary

The residuals after correction of the four methods showed obvious seasonality. To
analyze the reasons for this, and to consider the characterization of the monthly variations of
tropospheric delay and data processing, MERRA2 (the Modern-Era Retrospective analysis
for Research and Applications, Version 2) was used to calculate the tropospheric phase
delay corresponding to the central location of Beijing (40.16°N, 115.94°E) in the C-band
(Figure 11). The tropospheric phase delay peaked in July.
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Figure 11. Daily and monthly tropospheric delay in Beijing in 2019.

Therefore, the interferograms around July were greatly affected by the tropospheric
delay, and the STD error was relatively large. The tropospheric delay can be corrected to
some extent by using different correction methods. However, because of the large base, the
residual error after correction is still large compared with other months. The same is true
for the peak of the phase elevation relationship in July.

In conclusion, for the case of Beijing in different seasons, ERA5_WRF had the best
corrective effects in mountain areas with a large effect of tropospheric delay, both for
stratified delay (related to elevation) and spatially correlated delay.

5. Discussion and Analysis

ERA5_WREF was used for tropospheric correction and applied to different scenarios;
local space-typical regions with different tropospheric conditions and time-seasonality
effects were examined.

The performance of ERA5_WREF in the above cases showed that it can adequately
correct the tropospheric phase delay. However, performance in a particular area is related
to the quality of the data sources, the simulation process, and the tropospheric conditions
of the case, and it did not always show the best results.

The correction results of ERA5_WREF in cases of the different seasons showed that,
for the cases of severe tropospheric delay, ERA5_WREF can effectively correct the stratified
delay and spatially correlated delay.

5.1. Local Space-Typical Regions with Different Tropospheric Conditions
(1) Beijing

To explore the specific reasons for the performance of different methods, the synoptic
conditions of the case were analyzed (Figure 12). The study area showed obvious urban
heat island effects. On the evening of 5 July 2010, the wind was blowing from the suburbs
to the city, and the atmospheric horizontal movement was dominated by synoptic winds of
medium strength. On 13 September 2010, the urban heat island circulation and mountain—
valley wind circulation had a great influence on the wind in the mountain areas. On
both dates, the horizontal wind speeds in the mountain area were relatively high, and
the water vapor content was high, which led to the rapid change in water vapor content.
The temporal resolution of data sources used for FNL_WRF and GACOS were 6 h, which
cannot capture its changes in time. Therefore, FNL_WRF and GACOS were less effective in
mountainous areas. ERA5 and ERA5_WRF showed good results in mountainous areas.
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Figure 12. Beijing: (a,b) Wind at 10 m and water vapor ratio at 2 m at 2:30 on the dates of 5 July 2010
and 13 September 2010. The gray thin solid line is the contour line, and the unit of the contour line
elevation label is m. The gray thick solid line is the administrative boundary of Beijing. (c,d) Wind
and water vapor ratio in black dotted profile at 2:30 on dates of 5 July 2010 and 13 September 2010.

Compared to ERAS5, in urban areas of Beijing, the insufficient correction of ERA5_WRF
may be due to the influence of land surface model as Beijing is a typical metropolis. For
WRE, simply using a land surface model for simulation cannot accurately capture the
changes in surface energy. The use of the single-layer urban canopy model (UCM), multi-
layer urban canopy model (BEP), and urban building energy model (BEM), which are
applied explicitly to cities, may improve the simulation of atmospheric parameters for
urban areas. In addition, the setting of the cumulus parameterization may also have some
influence on the results.

(2) Taiwan

By analyzing the synoptic conditions of Taiwan (Figure 13), the sea—land breeze
circulation and mountain-valley wind circulation were obvious in this case. The horizontal
wind speed was low, and the water vapor content slowly. Therefore, the time resolution of
the data sources had less influence on the correction results.
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Figure 13. Taiwan: (a,b) Wind at 10 m and water vapor ratio at 2 m at 22:00 on the dates of 18 July
2019 and 30 July 2019. The gray thin solid line is the contour line, and the unit of the contour line
elevation label is m. The gray thick solid line is the administrative boundary of Taiwan. (c,d) Wind
and water vapor ratio in black dotted profile at 22:00 on dates of 18 July 2019 and 30 July 2019.

The circulation structure in the mountainous area was relatively complex, and the
distribution of water vapor had a significant correlation with the elevation. GACOS
performed well, benefiting from the high spatial resolution of the data sources and the
elevation dependence of the space downscaling method.

Although ERA5_WREF performed better than GACOS in the removal of the phase-
related delay and spatial-correlated delay, GACOS provided the best benefits in the method
of turbulence delay removal.

Since ERA5_WRF and ERA5 used the same dataset, they had similar performance in
spatial structure. Downscaling by WRF provides better performance for ERA5_WRE.

5.2. Time-Seasonality Effects

The ERA5 datasets were used to calculate the mean diurnal variation of tropospheric
phase delay in July and December for urban (U) and mountainous (M) areas in the case of
seasonality effects (Figure 14).
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Figure 14. Beijing: (a,b) Mean diurnal variation of tropospheric phase delay in July and December
for urban (red line) and mountainous (green line) areas. The dotted line represents the time linear
interpolation method of GACOS, and the intersection of the black dotted line with the red and green
dotted lines is the time interpolation results of GACOS.

In summer, the variation of tropospheric delay is larger in the 6 h interval. The
acquisition time difference between the data sources of the correction method and the SAR
image data dominated the corrective effects. Meanwhile, the time downscaling methods
had influences on their corrective effects. FNL_WRF and GACOS used FNL and HRES-
ECMWE, respectively, at 6:00 and 12:00, as data sources. Therefore, the correlation between
the corrected residuals and the elevation, as well as the residual semi-variogram showed
similar characteristics. Additionally, neither of them can accurately capture the tropospheric
delay at the acquisition time of the SAR image.

The data sources of ERA5_WRF and ERA5 were the same, but the spatial structure of
the corrected residuals was quite different. The downscaling method of ERA5 was highly
dependent on elevation. Therefore, ERA5 cannot capture the elevation-independent short-
wave signal, which is smaller than the resolution scale of the data sources. Its corrective
effects were poor where the atmospheric motion was complex and the water vapor content
was high.

In winter, the tropospheric delay had a small variation in the 6h interval. The spatial
resolution of the data sources and the spatial downscaling method determined the correc-
tive effects. GACOS had better corrective effects in mountainous areas because of the data
sources and the spatial downscaling method.

5.3. Effect of Duration of Simulation on Correction by ERA5_WRF

Most of the current data on atmospheric observations are for 00:00, 06:00, 12:00, and
18:00. If the WRF simulation started at these times, more observational data were used in
the simulation. FNL_WREF started simulations at these times. To shorten the run time of
the simulation, the probability that the ERA5_WRF simulation starts at exactly these time
points is low, and fewer observations may lead to lower accuracy. To explore the impact of
the run time, the Beijing area in Figure 1b was used as the study area, using ERAS5 datasets
as the initial field, and applying the same microphysical schemes to start the simulation



Remote Sens. 2023, 15,273

24 of 28

at 00:00 and 02:00. The results were used for interferogram correction (Figure 15). The
results showed that correction by using the WRF simulation starting at 00:00 was worse
than that at 2:00. To simulate the tropospheric parameters at the time of acquisition of the
SAR images, a longer simulation time may lead to the accumulation of errors such that
better simulation results cannot be obtained.
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Figure 15. Modeled tropospheric delays by using ERA5_WRF with start times of 00:00 and 02:00
(first row), and the corrected interferograms (second row).

6. Conclusions

In this study, the ERA5 datasets with a higher time and space resolution were used
for initialization to drive WREF for tropospheric correction to improve the efficiency of the
simulation. This reduced the run time of WRF simulation to up to one-sixth of that of
FNL_WRE. To further assess the corrective effects, the performances of ERA5_WRF were
evaluated by comparing them with FNL_WRF, ERA5, and GACOS in different scenarios.

Those approaches were applied in cases with different tropospheric conditions. We
come to the following conclusions for ERA5_WREF:

e  Regarding the benefits of the 1 h resolution of data sources, ERA5_WREF performed
better in the case of large hourly variation.

e  Effective simulation of WRF contributed to better performance of ERA5_WREF in terms
of the corrective effects in interferograms with a large content of tropospheric delay,
both for the elevation-dependent delay and spatially correlated delay.

e Inareas with a highly complex topography, users need to consider the balance between
improvement in accuracy and the complexity of the correction when using ERA5_WRE.

The same microphysical schemes were used for the simulation of WRF in this paper.
The cumulus parameterization is turned on at 3 km, and it is controversial whether to use
the cumulus parameterization below 4 km [69]. It depends on specific applications. In
future research, for specific regions and atmospheric conditions, it is valuable for research
and recommendation of the parameterization of microphysical schemes. Additionally, it is
useful for higher precision correction and wider use of ERA5_WREF.

WREF can flexibly change data sources and conduct appropriate downscaling process-
ing by simulating atmospheric motion. It is a good choice for tropospheric correction when
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other higher quality data appear in the future. The significantly improved efficiency of
simulation and better overall performance reported here promise the widespread use of
WREF in multi-temporal InSAR.
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