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Abstract: Maturity is an important trait in dry pea breeding programs, but the conventional process
predominately used to measure this trait can be time-consuming, labor-intensive, and prone to errors.
Therefore, a more efficient and accurate approach would be desirable to support dry pea breeding
programs. This study presents a novel approach for measuring dry pea maturity using machine
learning algorithms and unmanned aerial systems (UASs)-collected data. We evaluated the abilities
of five machine learning algorithms (random forest, artificial neural network, support vector machine,
K-nearest neighbor, and naïve Bayes) to accurately predict dry pea maturity on field plots. The
machine learning algorithms considered a range of variables, including crop height metrics, narrow
spectral bands, and 18 distinct color and spectral vegetation indices. Backward feature elimination
was used to select the most important features by iteratively removing insignificant ones until the
model’s predictive performance was optimized. The study’s findings reveal that the most effective
approach for assessing dry pea maturity involved a combination of narrow spectral bands, red-edge,
near-infrared (NIR), and RGB-based vegetation indices, along with image textural metrics and crop
height metrics. The implementation of a random forest model further enhanced the accuracy of the
results, exhibiting the highest level of accuracy with a 0.99 value for all three metrics precision, recall,
and f1 scores. The sensitivity analysis revealed that spectral features outperformed structural features
when predicting pea maturity. While multispectral cameras achieved the highest accuracy, the use
of RGB cameras may still result in relatively high accuracy, making them a practical option for use
in scenarios where cost is a limiting factor. In summary, this study demonstrated the effectiveness
of coupling machine learning algorithms, UASs-borne LIDAR, and multispectral data to accurately
assess maturity in peas.

Keywords: peas phenotyping; machine learning; LIDAR; high-throughput plant phenotyping;
multispectral indices

1. Introduction

Dry pea (Pisum sativum L.) is a major field crop that is widely grown around the
world for its high protein content and numerous health benefits [1,2]. In addition to its
nutritional value, dry pea is also important for farmers due to its ability to fix atmospheric
nitrogen and its tolerance to environmental stressors, including drought, heat, salinity,
and low-nitrogen soils [3]. As with any field crop, an accurate assessment of maturity is
crucial for optimal harvest timing and yield prediction [4]. In the past, crop maturity has
typically been assessed visually by trained personnel, or by using destructive sampling
techniques that require the physical harvesting of a small portion of the field [5]. However,
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these methods are time-consuming, labor-intensive, and may not provide a representative
sample of the entire field.

In recent years, there has been a growing interest in using machine learning models
and unmanned aerial systems (UASs) equipped with multispectral and LIDAR sensors for
assessing crop maturity [6–8]. These techniques offer several advantages over traditional
methods. First, they allow for the rapid and cost-effective assessment of large areas, as UASs
can cover a field in a matter of minutes or hours, while traditional methods may take days
or weeks [9]. Second, they have the capability to collect high-resolution, multi-dimensional
data, allowing for the collection of more precise and detailed information about the crop [9].
The integration of specialized sensors, such as multispectral and LIDAR, enhances the
quality of the data collected. Multispectral sensors, for example, can analyze the reflectance
of the crop in different wavelengths of the electromagnetic spectrum, providing crucial
information on factors such as chlorophyll content and canopy structure [10]. Conversely,
LIDAR sensors can measure the distance from the ground to the crop surface by emitting
laser pulses and measuring the return time, facilitating accurate measurements of crop
height and structural characteristics [10]. LIDAR is capable of measuring not just the crop
surface, but also other objects in its field of view [11].

Sensor fusion refers to the integration of data from multiple sensors to provide a
more comprehensive and accurate understanding of the environment or object being ob-
served [12]. By integrating data from multiple sensors, such as RGB cameras, multispectral
sensors, and LIDAR, sensor fusion can significantly improve the accuracy of maturity pre-
diction classifiers [13,14]. The fusion of these diverse sensor modalities allows researchers to
capture various aspects of plant physiology, morphology, and biochemistry simultaneously,
providing a more holistic view of plant phenotypic traits. For example, by combining RGB
imagery for plant canopy structure, multispectral data for assessing chlorophyll content,
and LIDAR imaging for monitoring plant height, sensor fusion enables the simultaneous
evaluation of multiple plant traits related to growth and health response. The integration
of sensor data through fusion techniques, such as data fusion algorithms, machine learning,
and statistical modeling, enhances the accuracy and reliability of plant phenotyping, en-
abling researchers to unravel complex relationships between genotype, environment, and
phenotype [15].

Sensor fusion is typically used in conjunction with machine learning algorithms to
analyze the data collected [15,16]. Support vector machine, random forests, and neural
networks are just a few examples of the algorithms that have been used for plant maturity
assessment using UASs [17]. By training these algorithms on data, they can learn the
patterns and characteristics that are indicative of mature plants. Once trained, the algo-
rithms can be used to predict the maturity of new, unlabeled data by using the patterns
and characteristics learned during training [18]. In this way, machine learning algorithms
enable the efficient processing of the large amounts of data collected by UASs equipped
with multispectral and LIDAR sensors, providing valuable insights into crop maturity that
can inform decision-making processes for farmers and breeders.

Previous research has shown that machine learning models and UASs can be used
to predict important agricultural variables such as plant height [19], biomass [20], and
crop yield [21]. While there has been some recent research on predicting crop maturity,
particularly in wheat [22] and soybean [23,24], the application of these methods is not yet
widely explored, and there is still much potential for further research and development. To
the best of the authors’ knowledge, this study is one of the first to use machine learning
methods to predict dry pea maturity using LIDAR and multispectral data.

In this study, we aim to address a gap in the field of dry pea breeding by comparing the
performances of five machine learning models, namely, support vector machine, random
forest, artificial neural network, K-nearest neighbor, and naive Bayes, for predicting dry
pea maturity using data obtained from UAS-based sensors such as RGB, multispectral, and
LIDAR. Additionally, we evaluated the impacts of six different input configurations, in-
cluding narrow spectral bands, crop height metrics, image textural metrics, and RGB-based,
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red-edge, and NIR vegetation indices, on the accuracy of the predictions. Furthermore, we
examined the effects of feature data selection and growth stage on the overall precision of
the dry pea maturity predictions.

2. Materials and Methods

In this study, we applied a novel approach for estimating dry pea maturity that
combines UASs-collected data with advanced machine learning (ML) methods (Figure 1).

Figure 1. Workflow of distinguishing early- and late-maturing dry pea plots.

2.1. Study Area and Data Acquisition

The location of the experimental areas was at Prosper, ND (−97.1157636◦E, 46.9937094◦N)
(Figure 2). The trial consisted of 714 small plots, each measuring one meter wide by two
meters long. The pulse crops breeding program at North Dakota State University estab-
lished and maintained the field experiment. The plots were planted on 3 May 2023, and
there was a total of 304 unique genotypes, including 300 pea accessions and 4 check va-
rieties. As the dates of visual assessment and the maturity date did not always match,
the visual assessment was conducted multiple times throughout the maturity season with
2–3 visits to the field each week. During each visit, trained technicians examined each of
the 714 plots individually and assessed their maturity based on the degree of brownness of
plants in the plot, assigning a putative date of maturity. The following day, the technicians
double-checked whether the plots assigned with putative dates had indeed matured, and
confirmed the final maturity date if the plots were matured.

Figure 2. (a) Location of North Dakota on the US map; (b) location of Prosper in North Dakota;
(c) overview of the 714 experimental plots in the dry pea field; (d) location of early-maturing plots
(yellow color) and late-maturing plots (blue color).
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UASs image collection campaigns were carried out at 67 (8 July 2022), 84 (25 July 2022),
and 100 (11 August 2022) days after planting (DAP). Sensors were mounted on a DJI
Matrice 300 and a DJI Matrice 200 (DJI Inc., Shenzhen, China), which have autonomous
flight capabilities for take-off, flight planning, and landing. DJI Pilot version 2.5.1.15
(DJI Inc., Shenzhen, China) was used to carry out the flights. The parameters for the aerial
data acquisition process are provided in Table 1. To reduce the impact of shadows from the
plants, the flights were conducted around noon for each data collection.

Table 1. Overview of flight parameters.

Aircraft Sensor
Type

Flight
Altitude (m)

Flight
Speed (m·s−1)

Side
Overlap%

Forward
Overlap%

Spatial
Resolution (cm)

Matrice 300

Zenmuse
P1(RGB) 50 5 80 80 1

Zenmuse L1
(LIDAR) 50 5 70 70 3

Matrice 200 Mica Sense
Dual System 50 5 80 80 3

2.2. Data Pre-Processing and Image Processing
2.2.1. Radiometric Calibration

Radiometric calibration was performed on the entire scene using a calibrated reflective
surface provided by the manufacturer. We used model RP06-2051004-OB for our calibration
and performed the process in Pix4D version 4.8.1.

Reflectance bands in the blue (444 nm and 475 nm), green (531 nm and 560 nm),
red (650 nm and 668 nm), red-edge (705 nm, 740 nm, and 717 nm), and NIR (840 nm)
regions were used to calculate several vegetation indices from the experimental area for
each flight date (Table 2), which were then used in further analysis. The selection of these
indices was based on their sensitivity to specific physiological and biochemical changes
that occur during the maturation process in dry pea. For example, some indices, including
visible atmospherically resistant index (VARI) and normalized difference red-edge (NDRE),
are sensitive to changes in chlorophyll content [25], which decreases as plants mature,
while structural indices, including normalized difference vegetation index (NDVI) and
soil-adjusted vegetation index (SAVI), are sensitive to changes in canopy structure, which
becomes more compact and less variable as plants mature [26]. By selecting a range of
vegetation indices that are sensitive to different aspects of the maturation process, we
aimed to develop a comprehensive model for predicting maturity in dry pea that considers
multiple physiological and biochemical changes that occur during the process.

Table 2. Vegetation index (VI) abbreviation, name, formula, and reference.

VI Name Equation Reference

VARI Visible atmospherically resistant index (green − red)
(green + red − blue)

[27,28]

ExG Excess green index (2 × * g × * r − * b) [28]
ExR Excess red index (1.4 × r − b) [29]
GLA Green leaf algorithm (2 × green − red − blue)

(2 × green + red + blue)
[27]

IKAW Kawashima index (red − blue)
(blue + red)

[28]

GRRI Green, red ratio index green
red [30]

NDVI Normalized difference vegetation index (NIR − red)
(NIR + red)

[31–33]

SAVI Soil-adjusted vegetation index 1.5 × (NIR − red)
(NIR + red + 0.5)

[31,34]

NDRE Normalized difference red-edge index (NIR − RE)
(NIR + RE)

[35]

TRRVI Transformed red range vegetation index
[(RE − red)
(RE + red)

[NDVI+1]
[36]
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Table 2. Cont.

VI Name Equation Reference

GSAVI Generalized soil-adjusted vegetation index (NIR − red)
(NIR + red − green − blue)

[33]

CIgreen Green chlorophyll index NIR
green − 1 [37]

GNDVI Green normalized vegetation index (NIR− green)
(NIR+ green)

[28]

SR Simple ratio NIR
Red [38]

CIRE Chlorophyll index red-edge NIR
RE − 1 [39,40]

NDVIRE Red-edge normalized difference vegetation index (NIR − RE)
(NIR + RE)

[39,40]

Datt2 Simple red-edge ratio NIR
RE [41,42]

LIC2 Simple ratio Lichtenthaler indices 2 Blue
RE [41]

* g = green
(red + green+blue) , r = red

(red + green + blue) , b = blue
(red + green + blue) , RE = red-edge.

2.2.2. Image Stitching and Plot Data Extraction

Datasets collected with the P1 and MicaSense cameras were processed into orthomo-
saics using Pix4Dmapper (version 4.8.1) by Pix4D (Pix4D, Lausanne, Switzerland). The
higher resolution of RGB images captured by the P1 sensor facilitated the accurate delin-
eation of plot boundaries. Concurrently, the LIDAR data were processed using DJI Terra
version 3.5.5 (DJI Inc., Shenzhen, China) to generate a point cloud layer, from which the
digital surface model (DSM) and digital elevation model (DEM) layers were derived to
obtain the plant height layer. To conduct plot-level analysis, a semi-automated procedure
was only used once in the QGIS (QGIS Development Team, open source software) ver-
sion 3.26.0 to delineate the boundary of each plot. This was done based on the RGB mosaic
image derived from the P1 sensor, and each plot was assigned an ID code to enable further
analysis across all images and dates.

2.2.3. Masking out Soil and Shaded Pixels

Shaded areas can affect the camera’s ability to capture accurate reflectance data, es-
pecially as plants grow [43]. To remove the effects of soil and shadow backscatter, we
extracted the Excess Green (ExG) Index (Figure 3b) from our RGB image (Figure 3a), since
this index showed a good ability to remove the effect of soil and shadow backscatter in an-
other study [44]. This helped us to identify and keep only the pixels of sunlit vegetation for
our vegetation indices calculation (Figure 3c). We determined the threshold for segmenting
the vegetation and soil pixels in the ExG map through trial-and-error, and found the value
of 0.1 to be the most effective in accurately differentiating between the two. This allowed
us to extract data only from our target of interest (plants).

2.2.4. Outlier Detection and Removal

The outliers in the dataset may be caused by various factors, such as measurement
errors, instrument malfunctions, or extreme environmental conditions [45]. The z-score
method

(
z = x−x

σ

)
is a statistical technique that identifies outliers by measuring how many

standard deviations away from the mean a data point is. A high z-score indicates that
the data point is significantly different from the rest of the data and may be considered
an outlier [46,47]. The dataset was cleaned by identifying and removing outliers for each
predictor variable at each phenological stage, where observations with a z-score greater
than 2.5 were considered outliers [48]. Overall, around 4–7% of the data for each growth
stage were eliminated as outliers.
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Figure 3. Shadow removal and vegetation segmentation from soil background using an example plot.
(a) The original RGB image. (b) Excess green (ExG) image showing both the soil and shaded pixels;
and (c) vegetation pixels shown in red.

2.2.5. Machine Learning Datasets Creation and Feature Selection

ENVI version 5.6.2 (Harris Geospatial, Broomfield, CO, USA) was utilized for gener-
ating image textural metrics and stacking raster layers, which included narrow spectral
bands and vegetation indices. Image textural metrics were computed with a window size
of 3 × 3 using ENVI 5.6.2 software. Crop height was measured by subtracting the DSM
and DEM extracted from the LIDAR point cloud within ENVI 5.6.2 software. A model
was created using the model-builder package of ARCGIS Pro version 3.0.0 (Esri, Redlands,
CA, USA) to extract all crop height metrics across the studied times. All spectral, image
textural, and crop height metrics were then exported as a csv file for further data analysis in
Python version 3.9.13 (Python Software Foundation, open-source software). To partition the
original dataset into training and testing subsets, a stratified random sampling approach
was employed with a split ratio of 70:30. This approach ensured that the resulting subsets
contained representative proportions of different classes [49]. Due to the imbalanced nature
of the original dataset (522 plots for late-maturing plants and 192 plots for early-maturing
plants), a resampling method, specifically Synthetic Minority Over-sampling Technique
combined with Edited Nearest Neighbors (SMOTE-ENN), was utilized to balance the
numbers of early- and late-maturing plots in the training set. This approach increases the
minority class (early-maturing plots) by generating synthetic examples that are similar to
the existing ones [50]. The training set contained a balanced representation of both early-
and late-maturing plots. Table 3 provides the relevant data to support these findings.

Table 3. Comparison of datasets before and after sampling applying the Synthetic Minority Over-
sampling Technique combined with Edited Nearest Neighbors (SMOTE-ENN) to improve the balance
between the numbers of early- and late-maturing plots.

SMOTE-ENN Dataset Early-Maturing Plots Late-Maturing Plots

Before
Train 135 365
Test 57 157

After
Train 361 365
Test 154 157

The term used to describe the task of determining the most relevant features is called
“feature selection”. Removing irrelevant, redundant, and noisy features, as well as avoiding
significant losses of information, reducing computation requirements, and finally improv-
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ing the performance of machine learning (ML), are the advantages of feature selection [51].
The backward feature elimination method was used for selecting a subset of the available
features to use in building a model. It works by starting with all the features, and then it
iteratively removes the least key features one by one until a desired number of features is
achieved. The undesired features in this method are those that have little or no impact on
the model’s performance, or those that introduce noise or complexity to the model without
contributing significantly to its accuracy [52,53]. To evaluate the impact of feature selection
on the performance of the models, the metrics of precision, recall, and f1 score values were
compared before and after feature selection. A Monte Carlo simulation was conducted to
obtain a more accurate estimate of the true performance of all machine learning models
before and after feature selection. This involved repeatedly training and testing the models
with varying data samples, and computing their precision scores multiple times (100 times)
to simulate the process and improve the reliability of the estimates. A paired t-test was
conducted to determine the statistical significance of the difference between the model’s
results before and after feature selection.

2.3. Machine Learning Models

Random forests (RF), K-nearest neighbors (KNN), artificial neural networks (ANN),
naive Bayes (NB), and support vector machines (SVM) are commonly used machine learn-
ing algorithms that can be applied to many tasks in plant breeding programs [9,54–57].
These methods have been used to estimate the maturity of various crops such as soy-
bean [23], Durian fruits [58], and rapeseed [59].

2.3.1. RF

Random forests (RF) are a type of ensemble learning method that combines the
predictions of multiple decision trees, which are trained on different subsets of the data.
The main idea behind RF is to train many decision trees on various parts of the training
data and then average their predictions to obtain a more robust and accurate model. The
number of trees and the number of features used for the split are two important parameters
that need to be determined when using an RF model. A comprehensive study of RF is
found in [60].

2.3.2. KNN

K-nearest neighbors (KNN) is a simple, non-parametric machine learning algorithm
that can be used for classification and regression tasks. It works by finding the K-nearest
training examples in feature space and using them to make predictions about the target
variable. The number of nearest neighbors and distance metric are the most important pa-
rameters of KNN. Commonly used distance metrics include Euclidean distance, Manhattan
distance, and Cosine similarity. An in-depth study of KNN can be found at [61].

2.3.3. ANN

Artificial neural networks (ANN) is a machine learning model inspired by the human
brain’s structure and function. It consists of many interconnected “neurons” that can
process and transmit information, allowing it to learn and make intelligent decisions. The
architecture of the network, the activation function, the learning rate, and the optimization
algorithm are important specifications and parameters of ANNs. A comprehensive study
of ANN was carried out by [62].

2.3.4. NB

Naive Bayes (NB) is a probabilistic machine learning algorithm commonly used for
classification tasks. It makes predictions based on the probability of certain events occurring,
given the class of the instance. NB algorithms assume that the features are independent of
each other, which is why they are referred to as “naive”. The distribution of the features
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and the smoothing parameter are important parameters of NB algorithms. For details
regarding NB, the reader is encouraged to read [63].

2.3.5. SVM

Support vector machine (SVM) uses a concept called the kernel trick to transform the
input data into a higher dimensional space, where it can be separated by a hyperplane.
The main advantage of SVM is its ability to handle non-linear decision boundaries. The C
parameter in SVM represents the regularization parameter, which helps to avoid overfitting.
The SVM algorithm is sensitive to the choice of kernel function and the value of the
regularization parameter. A complete study of SVM is located at [64].

2.3.6. Late Fusion

Late fusion is a technique used to combine the outputs of multiple classifiers or models
to improve the overall performance and reliability of a classification system [65]. It involves
aggregating the predictions or scores obtained from individual models to make a final
decision. In this study, soft-level late fusion (averaging method) is applied to integrate the
results from five machine learning models (ANN, RF, KNN, SVM, NB) for the prediction of
maturity in the dry pea. Soft-level fusion employs estimations of the posterior probability
of each model [66]. By leveraging the complementary strengths of each model, late fusion
aims to enhance the accuracy and robustness of the classification process [65].

2.4. Model Architecture and Trainging Process
2.4.1. Model Configuration

To configure and train the machine learning (ML) models, we utilized a training dataset
and Python 3.9.13, along with the Scikit-learn package for deploying the ML algorithms.
In this study, two distinct pea categories were established based on the maturity of the
crop: early-maturing dry peas and late-maturing dry peas. Table 4 shows the optimal
tuning hyperparameter values of each ML model. In this study, we chose the tuning
hyperparameters for the ML models (RF, SVM, ANN, KNN, and NB) based on values that
have been used in previous studies with similar datasets and problem types (Table 4).

Table 4. Hyperparameter tuning for the different ML models reported in the literature.

Model Hyperparameter Optimal Value Used by

RF
n_estimators 500 [67,68]
Max_depth 5 [67,69,70]

Input variables per node (mtry) the square root of the total number of features [71,72]

SVM
kernel ‘rbf’ [67,73,74]

Regularization parameter (C) 1 [75]

ANN

hidden_layer_sizes (16, 16) [76]
epochs 100

[77]Activation functions relu
Optimizer adam

[78]Learning rate 0.001

KNN
n_neighbors 14 [79]

distance metric ‘euclidean’ [80]
NB Laplace smoothing function 1 [81]

2.4.2. Model Inputs

The use of the statistical metrics of each predictor, including minimum, mean, me-
dian, maximum and percentiles, as input features for the ML models allowed for a more
comprehensive understanding of the input variables, and can potentially lead to better
performance of the models [82]. Table 5 shows the different statistical metrics used for each
input parameter as columns and the input parameter name as rows.
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Table 5. Different statistical metrics used for each input parameter to train ML models.

Input Parameter Abbreviation Indices/Parameters Statistical Metrics

Crop Height Metrics CHM -
Min, Mean, Median, Max,

Variance, Stdev, percentiles
(10th to 99th)

Narrow Spectral Bands NSP blue, green, red, red-edge, NIR Min, Mean, Max

RGB-based Vegetation Indices RGBVIs ExG, ExR, VARI, GLI, IKAW, GRRI Min, Mean, Max

NIR Vegetation Indices NIRVIs NDVI, SAVI, GSAVI, CIgreen,
SR, GNDVI Min, Mean, Max

Red-edge Vegetation Indices ReVIs NDRE, LIC2, Datt2, CIRE,
TRRVI, NDVIRE

Min, Mean, Max

Image Textural Metrics ITM
Homogenity, Mean, Contrast, Second

moment, Entropy,
Dissimilarity, Variance

Min, Mean, Max

Note: Blue at 444 nm and 475 nm, green at 531 nm and 560 nm, red at 650 nm and 668 nm, red-edge at 705 nm,
740 nm, and 717 nm, and NIR at 840 nm.

2.4.3. Model Implementation

A total of 714 sampling plots collected from a flight at 100 DAP were separated into
two sets: a training set that had 70% of the plots, and a testing set that contained 30% of the
plots. The training set was used to build the machine learning models, while the testing
set was used to evaluate their performance. To determine the optimal time for assessing
the maturity of dry pea, we investigated the spectral profiles of early-maturing and late-
maturing plots at three different growth stages, specifically, 67 DAP, 84 DAP, and 100 DAP.
The spectral profile refers to the reflectance value of each band, with reflectance values
ranging from 0 to 1 (higher values indicating higher reflectance). The optimal assessment
time was selected based on the highest spectral reflectance differentiation between the early-
and late-maturing plots, as this indicates the greatest potential for the accurate classification
of maturity status. Then five machine learning models were run based on the dataset of
optimal time.

2.4.4. Model Assessment

To evaluate the performances of the machine learning models, three evaluation met-
rics were used, namely, precision (Pr), recall (Rc), and f 1 score. These metrics gauge the
accuracy of the model in identifying maturity areas. Precision and recall offer insight into
the accuracy of the model, while the f1 score combines the results of both to provide a
comprehensive evaluation of the model [83]. The metrics were calculated as shown below.

Pr =
TP

TP + FP
(1)

Rc =
TP

TP + FN
(2)

f 1 score =
2RcPr

Pr + Rc
(3)

where Pr represents precision, Rc represents recall, TP represents the number of true
positives, FP represents the number of false positives, and FN represents the number of
false negatives. These symbols are used to signify the regions that have been identified
correctly as early-maturing peas, those that have been wrongly identified as late-maturing
peas, and those that have been wrongly identified as late-maturing peas, respectively [83].
To obtain these values, we labeled the plots based on the early-maturing and late-maturing
classes determined through field measurements, and then split the dataset into a training
set (70% of the data) and a test set (30% of the data).
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To cross-check the outputs of the algorithms against a valid reference dataset, we
employed four numeric metrics (precision, recall, f1 score, and the area under the curve
(AUC) values) and a graphical metric (Receiver Operating Characteristic (ROC) curve).
We evaluated the performance of the algorithms based on their ability to correctly classify
the early-maturing and late-maturing classes in the dataset. Specifically, we used the ROC
curve to assess the trade-off between sensitivity and specificity in our models. The ROC
curve is a graph that shows how well a binary classifier system performs, by plotting
the true positive rate (TPR) against the false positive rate (FPR), at different classification
thresholds. TPR represents sensitivity or recall, while FPR is the fraction of negative
instances that are incorrectly classified as positive [84]. The AUC is a metric that measures
the performance of a binary classifier system by quantifying the probability that a randomly
selected positive example is ranked higher than a randomly selected negative example by
the classifier. AUC values range from 0 to 1, with 0.5 indicating random performance and
1 indicating perfect classification performance. Therefore, a higher AUC value indicates
better classification performance for the binary classifier system [85]. To obtain the TP, FP,
and FN values, we compared the algorithm output to the labeled data. This comparison
was performed manually by visually inspecting the output and comparing it to the labeled
data. The model with the highest values of precision, recall, f1 score, and AUC, and the
best distribution in the ROC curve (i.e., closest to the top-left corner), was selected as the
best model for predicting the maturity of dry peas.

3. Results
3.1. Optimal Time for Dry Pea Maturity Assessment

Upon analyzing the spectral variations between early-maturing and late-maturing dry
peas at three dates after planting, we found that the differences were not as pronounced
at 67 DAP (Figure 4a) and 84 DAP (Figure 4b) as they were at 100 DAP (Figure 4c).
Additionally, using the dataset from 100 DAP allowed us to have a more balanced dataset
for our machine learning algorithms. Therefore, we used the 100 DAP dataset to feed our
machine learning models for predicting the maturity of dry pea.

Figure 4. Spectral behavior of early- and late-maturing dry pea at 67 (a), 84 (b), and 100 (c) days after
planting.

3.2. Feature Selection

The results shown in Figure 5 indicate that certain variables were more strongly
correlated with maturity as a response variable. These variables include the average
reflectance values in the blue, green, red, and NIR bands at narrow spectral bands, as well
as metrics such as the maximum, mean, and minimum values of plant height at canopy
height. Additionally, the contrast of the green channel, the homogeneity of the blue channel,
and the mean of the red channel at image textural metrics exhibited notable correlations
with maturity. Among the RGB-based vegetation indices, the average values of ExG, VARI,
and GLI showed stronger associations with maturity. Similarly, the maximum value of SR,
the minimum value of CIgreen, and the average value of NDVI in NIR vegetation indices
demonstrated significant correlations. In addition, the average values of LIC2 and NDRE,
along with the maximum values of LIC2 in red-edge vegetation indices, were found to be
highly correlated with maturity.
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Figure 5. Feature importance determined by the backward feature elimination method: (a) at
NSP—narrow spectral bands; (b) at CHM-crop height metrics; (c) at ITM-image textural metrics;
(d) at RGBVIs-rgb-based vegetation indices; (e) at NIRVIs-NIR vegetation indices; (f) at ReVIs-red-
edge vegetation indices. Blue boxes indicate the features for which the importance score summed
more than 90%.
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The average reflectance values of spectral bands are indicative of overall plant health
and related to chlorophyll quantity and quality, which is vital for photosynthesis and
growth [86]. Minimum and maximum reflectance values are more influenced by external
factors such as lighting conditions and shading, reducing their consistency and reliability
as maturity predictors [87]. Previous studies show that average reflectance values are
effective in predicting plant maturity in various crops, including soybean [87], rice [88], and
wheat [89], which is thus consistent with using them as predictors for dry pea maturity.

The maximum plant height is crucial in determining the maturity of the plant, since it
indicates the plant’s overall growth rate and ability to allocate resources effectively [90].
The mean height may be influenced by outliers, which can reduce its effectiveness as a
predictor [91]. The minimum height may not be a good indicator of plant maturity since
it only measures the smallest plant height and may not represent the overall growth of
the plant.

The contrast of the green channel, the homogeneity of the blue channel, and the
mean of the red channel at image textural metrics are important for predicting maturity
in dry pea due to their direct relationship to plant color and texture [92]. Despite the
potential saturation of the red channel [93], it can still provide valuable information about
image texture that is relevant for predicting maturity in dry pea. Therefore, all three
color channels—green, red, and blue—may offer unique and meaningful insights into the
prediction of maturity in dry pea based on their respective contributions to image texture
analysis [93].

The average values of ExG, VARI, and GLI at RGB-based vegetation indices are more
important to predicting maturity in dry peas because they are more sensitive to changes
in chlorophyll content and plant health [94]. Previous studies have also shown that these
indices are effective in predicting plant maturity in various crops, including wheat [95] and
maize [19].

The SR, CIgreen, and NDVI indices are important to predicting the maturity in dry pea
as they measure chlorophyll content and photosynthetic activity [96]. Previous studies also
support the effectiveness of these indices in predicting maturity in various crops [97–99].

One reason for the better performance of LIC2 in predicting the dry pea maturity
is that it is sensitive to the canopy’s physiological, biochemical and morphological pa-
rameters [100], which may be different in mature and immature plants. The NDRE index
measures the difference between the reflectance values of the red-edge and NIR bands,
which is directly related to the amount of chlorophyll in the plant and the density of the
plant canopy [101]. Previous studies have also shown the effectiveness of the NDRE index
in predicting plant maturity in various crops, including wheat [102], soybean [103], and
cotton [104].

To build an accurate machine learning model for predicting the maturity of dry pea,
it is crucial to choose the right set of features. We used a backward feature elimination
(BFE) method to rank all the features based on their importance in predicting maturity.
Specifically, we trained BFE on all features and calculated the feature importance based
on their contribution to reducing the overall prediction error. Then, we eliminated the
feature with the lowest importance score and retrained the model, repeating this process
until only the top-performing features remained. Then, we selected the top features whose
cumulative sum of importance was greater than 90% (denoted by blue box in Figure 5),
while the remaining features were not incorporated into the models. This process allowed
us to create a simpler and more effective model that uses the most relevant features to
predict the maturity of dry pea.

3.3. Performance of UAS-Derived Predictors for Dry Pea Maturity

The evaluation was conducted both before and after the process of feature selection
(Table 6). The study found that feature selection led to an enhancement in the performance
of all machine learning models in forecasting the maturity of dry peas.
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Table 6. Performance of each UAS-derived metric in estimating dry pea maturity based on five
machine learning algorithms before and after feature selection.

Dataset Model
f1 Score Recall Precision

Before After Before After Before After

NIRVIs

SVM 0.85 0.87 0.81 0.85 0.86 0.88
RF 0.91 0.93 0.90 0.92 0.92 0.94

KNN 0.83 0.87 0.81 0.85 0.88 0.89
ANN 0.76 0.86 0.75 0.85 0.81 0.88
NB 0.73 0.75 0.71 0.72 0.75 0.77

CHM

SVM 0.74 0.75 0.73 0.74 0.75 0.75
RF 0.85 0.86 0.84 0.85 0.86 0.87

KNN 0.79 0.81 0.78 0.80 0.80 0.82
ANN 0.66 0.67 0.65 0.66 0.68 0.69
NB 0.74 0.75 0.73 0.74 0.75 0.76

NSP

SVM 0.74 0.75 0.69 0.70 0.82 0.87
RF 0.94 0.97 0.93 0.96 0.95 0.98

KNN 0.83 0.85 0.81 0.83 0.88 0.91
ANN 0.72 0.73 0.67 0.69 0.80 0.83
NB 0.71 0.72 0.68 0.70 0.73 0.75

ReVIs

SVM 0.65 0.68 0.60 0.62 0.71 0.74
RF 0.92 0.95 0.91 0.94 0.94 0.96

KNN 0.87 0.87 0.84 0.84 0.92 0.93
ANN 0.71 0.72 0.66 0.68 0.79 0.85
NB 0.65 0.67 0.59 0.61 0.67 0.69

RGBVIs

SVM 0.82 0.85 0.81 0.83 0.83 0.86
RF 0.93 0.94 0.92 0.93 0.94 0.95

KNN 0.84 0.86 0.83 0.85 0.88 0.91
ANN 0.76 0.78 0.74 0.76 0.77 0.79
NB 0.73 0.74 0.71 0.73 0.74 0.78

IMT

SVM 0.66 0.69 0.65 0.69 0.67 0.69
RF 0.84 0.87 0.83 0.85 0.86 0.88

KNN 0.82 0.87 0.83 0.87 0.85 0.87
ANN 0.66 0.67 0.65 0.65 0.67 0.67
NB 0.74 0.75 0.69 0.70 0.77 0.79

NIRVIs: NIR vegetation indices; CHM: crop height metrics; NSP: narrow spectral bands; ReVIs: red-edge
vegetation indices; RGBVIs: rgb-based vegetation indices; IMT; image textural metrics.

Narrow spectral bands (NSP), red-edge vegetation indices (ReVIs), and RGB-based
vegetation indices (RGBVIs) performed better than other predictors in estimating the
maturity of dry peas when using the RF classifier due to their sensitivity to changes in plant
health and chlorophyll content [105], which are critical indicators of maturity. In addition,
previous research has demonstrated the effectiveness of these predictors in estimating plant
maturity in various crops [106–108], which further supports their use. The NSP predictor
achieved the highest precision, recall, and f1 scores of 0.98, 0.96, and 0.97, respectively. The
ReVIs predictor achieved the maximum precision, recall, and f1 scores of 0.96, 0.94, and
0.95, respectively. The RGBVIs predictor also demonstrated good performance, with the
maximum precision, recall, and f1 scores of 0.95, 0.93, and 0.94, respectively. The use of
an RGB camera may not necessarily result in a significant reduction in accuracy. In fact,
while the best precision achieved with multispectral sensors was 0.96, the best precision
achieved with RGB sensors was 0.95, indicating that it is possible to achieve relatively high
accuracy even with RGB cameras. While the use of multispectral cameras may be ideal for
achieving the highest levels of accuracy in dry pea maturity prediction, the affordability
and accessibility of RGB cameras may make them a more practical option for maturity
prediction applications, particularly in scenarios where cost is a limiting factor.
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Although the random forest (RF) algorithm had the highest accuracy among the
machine learning models for predicting dry pea maturity using crop height metrics (CHM),
with precision, recall, and f1 scores of 0.87, 0.85, and 0.86, respectively, it was found that
CHM had the least predictive ability compared to other predictors. In addition, ReVIs
exhibited superior predictive capabilities for dry pea maturity when compared to NIR
vegetation indices (NIRVIs). While NIRVIs attained precision, recall, and F1 score values of
0.94, 0.92, and 0.93, respectively, ReVIs outperformed them. The naive Bayes (NB) algorithm
exhibited the lowest level of accuracy among the various machine learning models for
predicting the maturity of dry pea, with the highest precision, recall, and f1 scores of 0.79,
0.70, and 0.75, respectively, achieved when using image textural metrics (ITM). Finally, the
performance of ITM in predicting the maturity of dry peas was found to be better than that
of CHM.

We used the ROC curve (Figure 6) to evaluate the balance between sensitivity and
specificity within ML models. The findings indicate that the RF algorithm exhibited the
best performance among the models tested, as evidenced by an AUC value of above
0.96. Moreover, the NSP, ReVIs, and RGBVIs predictors were considered more suitable
for estimating the maturity of dry peas, and the RF algorithm was more accurate in
distinguishing between early- and late-maturing dry pea plants using these predictors.

Figure 6. ROC curve analysis and AUC values for different predictors used in distinguishing early-
and late-maturing dry pea plants. The random line represents the performance of a random classifier,
meaning a classifier that assigns class labels randomly without any discrimination.
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3.4. Machine Learning Model Performance for Estimating Dry Pea Maturity with
Combined Datasets

We focused on investigating the impacts of different sensor types on the accuracy of
dry pea maturity prediction. To accomplish this, we started with LIDAR and RGB sensors.
Our approach provides insights into how the choice of sensors can affect the accuracy
of dry pea maturity prediction and could be useful for farmers and researchers seeking
cost-effective and accurate methods for crop monitoring. To determine the effectiveness
of combining different types of predictors to improve the accuracy of dry pea maturity
prediction using machine learning models, various combinations of selected datasets were
tested (Table 7).

Table 7. Combinations of different variables used to estimate the maturity of dry pea.

Dataset Variables

1 CHM and RGBVIs

2 CHM, RGBVIs, and NSP

3 CHM, RGBVIs, NSP, and ReVIs

4 CHM, RGBVIs, NSP, ReVIs, and NIRVIs

5 CHM, RGBVIs, NSP, ReVIs, NIRVIs, and ITM
CHM: crop height metrics; RGBVIs: rgb-based vegetation indices; NSP: narrow spectral bands; ReVIs: red-edge
vegetation indices; NIRVIs: NIR vegetation indices; ITM: image textural metrics.

Figure 7 shows the overall accuracy of different ML models in estimating the maturity
of dry peas using different datasets. Using Dataset 1 as input for five ML models improved
the accuracy of all models compared to using each metric separately. Among the tested
models, RF showed the highest performance with precision, recall, and f1 scores of 0.97,
0.95, and 0.96, respectively, when using CHM and RGBVIs as input. RF was the best
model in accurately estimating dry pea maturity with only RGB and LIDAR sensors. The
use of Dataset 2 as input resulted in a noticeable improvement in the accuracy of all
ML models. Although the NB model showed a significantly higher improvement in all
evaluation metrics than other models, the RF model still had the highest accuracy values.
The integration of Dataset 3 led to a notable increase in the accuracy of all ML models, with
RF showing the highest level of accuracy with scores of 0.99, 0.97, and 0.98 for precision,
recall, and f1 score, respectively. Dataset 4 led to an increase in accuracy for the RF and
SVM models, but reduced the accuracy of the NB model, without any significant effect on
the ANN and KNN models. However, RF demonstrated the highest level of accuracy in
all accuracy metrics. Using Dataset 5 as input resulted in a notable improvement in the
accuracy of the NB, KNN, and RF models, while the accuracy of the remaining models
remained unchanged.

Overall, the RF and ANN models demonstrated superior abilities to estimate maturity
levels using RGB, LiDAR, and multispectral products. These models exhibited higher
performance levels compared to other machine learning models. Among these, the RF
model demonstrated the highest level of accuracy, with a score of 0.99 for precision, recall,
and f1 score.

The late fusion of precision, recall, and f1 scores from multiple machine learning
models (ANN, RF, KNN, SVM, NB) was undertaken to obtain an aggregated assessment
of classification performance. The fusion results indicate that the combined predictions
achieved a precision of 0.98, a recall of 0.96, and an f1 score of 0.97. These metrics demon-
strate a high level of accuracy and consistency in the classification results obtained through
late fusion.
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Figure 7. Machine learning algorithms (ANN—artificial neural network, KNN—K-nearest neigh-
bor, SVM—support vector machine, NB—naïve Bayes, RF—random forest) for estimating dry pea
maturity with different datasets (DS) containing predictor variables.

3.5. Performances of Machine Learning Models in Estimateingthe Maturity of Dry Peas by
Considering Plant Growth Stage

Based on the findings of Section 3.4, the random forest machine learning model was
chosen to accurately predict dry pea maturity during three different growth periods. The
results of this model are displayed in Figure 8. During the early- to mid-maturity period (67
to 84 DAP), all evaluation metrics (precision, recall, and f1 score) showed a decline, with
precision decreasing from 0.98 to 0.96, recall from 0.96 to 0.94, and f1 score from 0.97 to 0.95.
However, during the mid- to late-maturity period (84 DAP to 100 DAP), these trends were
reversed, with precision increasing from 0.96 to 0.99, recall increasing from 0.94 to 0.99, and
f1 score increasing from 0.95 to 0.99. Overall, the RF model showed superior performance
in predicting dry pea maturity during both early and late reproductive stages.

To evaluate the performances of various machine learning models in predicting the
maturity of dry pea, the models were applied to a subset of the dataset consisting of 36 plots.
Out of these plots, 15 were for early-maturing peas and 21 were for late-maturing peas.
The 100 DAP dataset was utilized, and a comparison was made between the predicted and
actual maturity of the plots. Figure 9 provides a visual representation of this comparison,
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depicting the predicted maturity plots and the corresponding actual maturity plots for both
early- and late-maturity genotypes. The presented map serves to reinforce the quantitative
findings, confirming the strong performance of the random forest model in accurately
predicting the maturity of dry pea. The visual agreement between the predicted and actual
maturity plots further validates the reliability and effectiveness of the random forest model
for maturity estimation in this specific crop.

Figure 8. Performance of random forest model in estimating dry pea maturity with different combi-
nations of predictor variables at three dates, measured by days after planting (DAP).

Figure 9. Comparison of predicted and actual maturity plots based on five different machine learning
models for early- (green) and late (pink)-maturing genotypes 100 days after planting.
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4. Discussion

The results (Table 6) demonstrate that feature selection can enhance the accuracy
of machine learning models used in predicting dry pea maturity across all spectral and
structural predictors. Specifically, for the prediction of maturity using narrow spectral
bands, the precision values obtained prior to feature selection were observed to be 0.82,
0.95, 0.88, 0.80, and 0.73 for the SVM, RF, KNN, ANN, and NB models, respectively.
However, following feature selection, these values increased to 0.87, 0.98, 0.91, 0.83, and
0.75, respectively. To define the stability of the models, the performance of each model was
evaluated using Monte Carlo simulation, which was repeated 100 times to obtain precision
scores (Figure 10). In all iterations and datasets, the random forest model exhibited less
variation in precision values compared to other machine learning models, both before and
after feature selection. This stability can be attributed to the ensemble nature of the random
forest algorithm and its ability to handle feature selection effectively. This result aligns with
previous studies conducted by [109,110], which demonstrated the consistent performance
and stability of the random forest model in achieving higher accuracy for high-throughput
plant phenotyping tasks using UAS-derived products.

Figure 10. Stability analysis of precision values for different machine learning models (SVM—support
vector machine, RF—random forest, KNN—K-nearest neighbor, ANN—artificial neural network,
and NB—naïve Bayes) before (gray color) and after (dark blue color) feature selection.
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A paired t-test was conducted to assess the statistical significance of the differences
between the performances of the models before and after feature selection. The p-value was
reported to determine the significance of these differences (Table 8). The p-value is less than
the typical threshold of 0.05, which means that the difference in precision values before and
after feature selection is statistically significant. In the random forest model, the difference
between the precision values before and after feature selection in all datasets was found to
be statistically significant. This means that the increase in precision values in the random
forest model is not likely to be due to chance, but rather due to the effect of feature selection.
This improvement may be attributed to the fact that feature selection helps to decrease
the dataset’s dimensionality [111] and enhance the signal-to-noise ratio, particularly in
the case of spectral data [112]. By reducing noise and redundancy, the random forest’s
performance can be enhanced [113]. Another reason for the improvement may be that
feature selection can enhance the random forest’s generalization ability [114,115]. In other
words, it can enhance the model’s performance when dealing with new data, which is
crucial in predictive contexts. In contrast to the random forest model, the statistically
significant difference between the precision values before and after feature selection varies
depending on the type of dataset used for other machine learning models. Specifically,
in the ANN model, the observed difference in precision values before and after feature
selection was not found to be statistically significant in the majority of the datasets (five out
of six). This result may be attributed to the presence of feature interactions or dependencies.
Models such as ANN and SVM have the ability to capture complex feature interactions [116]
through hidden layers or kernel functions, respectively. This implicit incorporation of
feature interactions in these models may reduce the impact of explicit feature selection
techniques, resulting in a less significant difference in precision values.

Table 8. Statistical analysis of precision before and after feature selection for different machine
learning models and datasets.

Dataset Model p Value Dataset Model p Value

NIRVIs

SVM 0.000

ReVIs

SVM 0.071
RF 0.000 RF 0.000

KNN 0.064 KNN 0.440
ANN 0.910 ANN 4.623
NB 0.001 NB 0.088

CHM

SVM 0.031

RGBVIs

SVM 1.19
RF 0.000 RF 0.000

KNN 0.029 KNN 1.103
ANN 0.335 ANN 0.165
NB 0.000 NB 0.029

NSP

SVM 0.033

IMT

SVM 0.000
RF 0.000 RF 0.000

KNN 0.060 KNN 0.064
ANN 0.000 ANN 0.910
NB 0.538 NB 0.001

Note: NIRVIs—NIR vegetation indices, CHM—crop height metrics, NSP—narrow spectral bands, ReVIs—red-edge
vegetation indices, RGBVIs—RGB-based vegetation indices, IMT—image textural metrics, SVM—support vector
machine, RF—random forest, KNN—K-nearest neighbor, ANN—artificial neural network, NB—naïve Bayes.

Among the machine learning models and features tested, the RF and KNN models
consistently demonstrated the highest accuracy in estimating dry pea maturity using RGB,
LIDAR, and multispectral products. While crop height and image textural metrics did not
significantly improve accuracy in most models, the RF and KNN models showed a stronger
sensitivity to these features compared to other models (Table 6 and Figure 6). This may be
due to the limited change in crop height observed in mature plants, which can be better
captured by these models (transect i and ii in Figure 11a,b). However, it should be noted
that pea plants have a relatively constant growth pattern, resulting in consistent crop height
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throughout the growing season [117] (Figure 11c), which may explain why crop height did
not significantly improve accuracy in most models.

Figure 11. Visual evaluation of the amount of separability of early- and late-maturing dry peas
regarding crop height. (a) An RGB image represents late-maturing dry pea plant (A), ground (B),
early-maturing dry pea plant (C), and i and ii transect black line. (b) Three-dimensional transect i–ii
for late-maturing plant (A), ground (B), early-maturing plant (C). (c) Variability of the average of
plant height in different growth stages for early-maturing (1) and late-maturing (0) dry pea plants.

The red-edge vegetation indices have been shown to outperform NIR vegetation
indices in predicting dry pea maturity. This is likely due to the fact that red-edge vegetation
indices are more sensitive to changes in chlorophyll content and plant health [118], which
are important indicators of maturity. Additionally, the red-edge region is where a steep
increase in vegetation reflectance occurs [119], making it a key area for vegetation analysis.
These findings are consistent with previous research [104,120] that has shown the efficacy of
using red-edge vegetation indices in estimating plant growth and maturity in various crops.

While image textural metrics are less sensitive to environmental conditions such as
lighting, shadows and atmospheric conditions that can affect the spectral values [121], the
effectiveness of image textural metrics for predicting dry pea maturity in machine learning
models may be limited because the vertical distribution of leaves on the pea plant does
not undergo significant changes during the maturation process. As a result, the values of
textural metrics may be similar at different growth stages for both early- and late-maturing
dry peas, making it difficult for the algorithms to differentiate between the two based solely
on texture (Figure 12).

Figure 12. The level of separability between early-maturing (1) and late-maturing (0) peas based on
two key image textural metrics: contrast (left) and homogeneity for the blue band (right). These
metrics were identified as the most important parameters of image textural metrics by the backward
feature elimination method.

Table 6 and Figure 7 show that naive Bayes (NB) showed the lowest accuracy in
estimating the maturity using crop height and spectral values. After feature selection, the
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precision, recall, and f1 scores obtained for this model were 0.97, 0.87, and 0.9, respectively.
One possible reason for the lower performance of the NB model in this study could be that
the data used in the study were correlated, while the NB model assumes that all features
are independent from each other [122]. This lack of independency among the predictor
variables and the presence of correlated variables, especially in narrow spectral bands and
vegetation indices, may have led to the model making less accurate predictions. Another
possible reason could be that the NB model may not be well-suited to handling high-
dimensional datasets [123], which is the case of the datasets used in this study. Moreover,
we acknowledge the work of Calders and Verwer [124] in demonstrating the sensitivity
of the naive Bayes algorithm to data distribution. Consistent with their findings, we
demonstrate that incorporating additional data through the combination of predictor
variables and growth stage considerations can improve the accuracy of the NB model.

The late fusion of precision, recall, and f1 scores from multiple machine learning
models (ANN, RF, KNN, SVM, NB) resulted in highly accurate and consistent classification
outcomes. This can be attributed to two factors. The complementary information captured
by each model contributes to a more comprehensive understanding of the data, leading
to improved classification performance [66]. In addition, the consensus decision-making
process in late fusion fosters a collective agreement among the models, resulting in reliable
and confident classification outcomes [65].

The RF algorithm showed superior accuracy in predicting dry pea maturity utilizing
all structural and spectral predictors in comparison to other machine learning models, with
a precision, recall, and f1 score of 0.99. One of the main advantages of RF is its ability to
handle high-dimensional datasets [125] and to make accurate predictions even when the
data are highly correlated [126]. RF could also handle missing values and outliers [127],
which may be important when working with NIR or red-edge vegetation indices, as the
measurements can be affected by various factors such as weather conditions and soil
quality [128]. RF also selects the most important features and decides the best split points
by random subsets [129]; this feature could have played a role in its better performance.

The successive decrease in evaluation metrics during the early- to mid-maturity period
(67 DAP to 84 DAP) (Figure 8) could be attributed to the rapid growth and development
of the crop during this stage, leading to higher variability in the data and making it more
challenging to accurately predict maturity. However, during the mid- to late-maturity
period (84 DAP to 100 DAP), the decrease in variability as the crop reaches maturity could
have resulted in a successive increase in the evaluation indices.

5. Conclusions

This study aimed to evaluate the effectiveness of different UAS-derived indices in
predicting the maturity of dry peas using machine learning algorithms. The results showed
that feature selection improved the performance of all machine learning models in fore-
casting the maturity of dry peas. Narrow spectral bands, red-edge vegetation indices, and
RGB-based vegetation indices were found to be the most effective parameters for predicting
the maturity of dry peas when using the random forest (RF) classifier. Although the RF
algorithm had the highest accuracy among the machine learning models for predicting dry
pea maturity using crop height metrics (CHM), it was found that CHM had the least pre-
dictive ability compared to other predictors. The red-edge vegetation indices demonstrated
better performance compared to NIR vegetation indices in predicting dry pea maturity. The
RF and artificial neural network (ANN) models demonstrated a superior ability to estimate
maturity levels utilizing RGB, LIDAR, and multispectral products. Among these, the RF
model exhibited the highest level of accuracy, with a score of 0.99 for all precision, recall,
and f1 scores. Finally, the RF machine learning model was chosen to accurately predict dry
pea maturity during three different growth periods, and the results show that the RF model
used in this study showed superior performance in predicting dry pea maturity during
both early and late reproductive stages.
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