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Abstract: Deep space exploration has risen in interest among scientists in recent years, with soft
landings being one of the most straightforward ways to acquire knowledge about the Moon. In
general, landing mission success depends on the selection of landing zones, and there are currently
few effective quantitative models that can be used to select suitable landing zones. When automatic
landing zones are selected, the grid method used for data partitioning tends to miss potentially
suitable landing sites between grids. Therefore, this study proposes a new engineering-constrained
approach for landing zone selection using LRO LOLA-based slope data as original data based on the
sliding window method, which solves the spatial omission problem of the grid method. Using the
threshold ratio, mean, coefficient of variation, Moran’s I, and overall rating, this method quantifies
the suitability of each sliding window. The k-means clustering algorithm is adopted to determine the
suitability threshold for the overall rating. The results show that 20 of 22 lunar soft landing sites are
suitable for landing. Additionally, 43 of 50 landing sites preselected by the experts (suitable landing
sites considering a combination of conditions) are suitable for landing, accounting for 90.9% and 86%
of the total number, respectively, for a window size of 0.5◦ × 0.5◦. Among them, there are four soft
landing sites: Surveyor 3, 6, 7, and Apollo 15, which are not suitable for landing in the evaluation
results of the grid method. However, they are suitable for landing in the overall evaluation results of
the sliding window method, which significantly reduces the spatial omission problem of the grid
method. In addition, four candidate landing regions, including Aristarchus Crater, Marius Hills,
Moscoviense Basin, and Orientale Basin, were evaluated for landing suitability using the sliding
window method. The suitability of the landing area within the candidate range of small window
sizes was 0.90, 0.97, 0.49, and 0.55. This indicates the capacity of the method to analyze an arbitrary
range during blind landing zone selection. The results can quantify the slope suitability of the landing
zones from an engineering perspective and provide different landing window options. The proposed
method for selecting lunar landing zones is clearly superior to the gridding method. It enhances
data processing for automatic lunar landing zone selection and progresses the selection process from
qualitative to quantitative.

Keywords: selection of lunar landing zones; sliding window; quantitative model; LRO LOLA-based
slope data
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1. Introduction

As human knowledge of the Moon deepens and evidence increases for the potential
presence of water ice and near-surface volatiles in polar regions, a new competition for
lunar exploration has been initiated. China National Space Administration (CNSA), NASA,
European Space Agency (ESA), Russian Federal Space Agency (ROSCOSMOS), Lunar
and Planetary Institute (LPI), Japan Aerospace Exploration Agency (JAXA), Indian Space
Research Organization (ISRO), and many other organizations have developed plans for
future exploration of the Moon [1–7]. In order to clarify the conceptual framework of lunar
exploration and guide scientific progress in lunar exploration, Ouyang [8], Scientific Context
for Exploration of the Moon [9], Lunar Exploration and Analysis Group (LEAG) [10],
European Space Agency [4,11], etc. have presented the main scientific concepts for lunar
exploration. This can be summarized in eight propellable scientific concepts [12]. Manned
landings on the lunar surface, in situ exploration, and sample return are the most efficient
ways to advance the study of the scientific concepts of the Moon. These concepts include
the history of thermal evolution, the thickness of the lunar crust, the internal structure, the
history of impacts, the characteristics of volatile fractions in the lunar polar regions, and
the available resources of the lunar surface [13].

So far, 22 soft lunar landings have been successful, including those by the Luna,
Surveyor, Apollo, and Chang’E (CE) projects [14–18]. The success of these missions depends
mainly on the choice of landing zones. As a result, research into landing zone selection
can help the landing mission fulfill its scientific goals while simultaneously ensuring the
probe’s safe landing. Since the development of lunar exploration, many scholars, domestic
and abroad, have constrained the selection of landing zones for lunar missions from both
engineering and scientific standpoints. These decisions generally follow the principles
of technical feasibility, achievable scientific goals, and unique scientific objectives [19–21].
In this way, they suggest landing sites that are conducive to the advancement of lunar
landing missions. For example, the CE-3 mission is the first Chinese lunar landing mission
focusing on space engineering capabilities to select five candidate landing sites on the
lunar near side [22]. Ultimately, Sinus Iridum was selected as the landing site based on
CE-3 scientific and engineering constraints because of its significant advantages, including
suitability for lunar-based astronomical observations, relatively flat terrain, and facilitation
of smooth communications and temperature control [23]. With the development of space
technology capabilities, CE-4 is more oriented toward the lunar far side. Nine candidate
landing regions were selected to explore shallow structures on the lunar far side [24]. After
selecting engineering constraints, including topographic slope, terrain obstacles (craters,
rocks, and boulders), communication conditions, and temperature, the Von Kármán crater
in the northern SPA basin was selected as the CE-4 landing site. It is the first rover to land
and rove on the lunar far side [20,25]. The region of the lunar near-surface at about 43◦

latitude is ideal for measurements and communications, according to CE-3’s experience.
Second, young lunar sample collection was a goal of the CE-5 mission [26]. Combining the
aforementioned two points, CE-5, China’s first lunar sample return mission, selected the
zone around Mons Rümker’s relatively young geological age. In successive CE missions,
the selection of landing zones resulted from a balancing act between scientific objectives
that provided the vital impetus to studying fundamental scientific concepts such as lunar
geological dating [27,28], volcanic activity, and thermodynamic evolution. Simultaneously,
engineering considerations were considered to ensure the spacecraft’s safety and the
scientific mission’s accomplishment [29].

Traditional landing zone selection methods currently use expert knowledge to manu-
ally analyze and scientifically evaluate, score, and rank potential landing zones to achieve
their goals. Originally, expert knowledge for landing zone selection revolved around screen-
ing based on geological features [30,31], topography [32,33], composition [34], and internal
structure [35]. As scientific concepts advanced and technologies for deep space exploration
matured, a selection of scientific significance was gradually made. Jawin et al. [12] summa-
rized recent progress in the Lunar Science for Landed Missions workshop, e.g., volcanism,
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the formation of impact craters and basins, and lunar water ice. Considering scientific top-
ics such as impact crater formation processes and dating, volatiles, volcanism, magnetism,
geophysics, and astrophysics, these topics describe many high-priority options for lunar
surface landing sites. Xiao Long [36] recommended 18 alternative landing sites, focusing on
lunar geological issues such as the composition of the deep lunar crust and mantle, mantle
structure, impact fluxes, volcanic thermal evolution, lunar resources, and the environment.
Bound H2O, or frozen water ice, occurs mainly in the permanently shadowed regions of
the Moon in the southern and northern polar regions. In contrast, subsurface solid H2O
could occur in a wider area than these shadowed areas [37]. As a result, the research on
the lunar polar regions has attracted widespread attention. CE-6, CE-7, CE-8, Luna-25,
Luna-27, and Chandrayaan-2 [1,3,33,38] focused on the water ice in the lunar polar region
and other potential cold-capture volatiles and selected suitable sites with potential scientific
results. Using high-precision lunar polar data, including LOLA 5 mpp (m per pixel), 1 mpp
DEMs, LROC 20 mpp NAC, etc., the Environmental Systems Research Institute (ESRI) [39]
analyzed craters in ArcGIS and identified six promising locations in Sverdrup that contain
multiple regions of spatially dense ice. In June 2019, NASA [40] selected the SIMPLEx
mission Lunar Trailblazer to purposefully measure the infrared properties of the lunar
surface. Mission objectives are to detect and map water on the lunar surface at key targets
to determine its form, assess possible time-variation in lunar water on sunlit surfaces, map
the form, abundance, and distribution of water ice in the PSRs, and conduct reconnaissance
for candidate landing sites. Guangfei Wei et al. [41] presented the concept of the Chinese
Chang’e-7 (CE-7) lunar polar exploration mission. They calculated the illumination rate for
partial coverage of Shackleton Crater in the lunar southern summer. They recommended
one part of the Shackleton Crater rim as the main landing site for the CE-7’s sunlit area and
cold trap explorations. The traditional approach can be summarized as the concentration
of scientific content and location preference of potential regions. However, the selection
process with expert knowledge is very time-consuming [42] and lacks effective models for
quantifying the assessment.

In recent years, with the development of big data and machine learning, researchers
have explored cost-effective quantitative modeling algorithms to automate the selection
of landing zones [43]. To create an evaluation model for landing zones, Zeng and Mu [34]
proposed a multifactor weighted ranking model to automatically calculate and visualize
the suitability of a landing zone. Jia et al. [44] proposed a fuzzy analysis design selection
model that uses fuzzy inference methods to determine candidate landing site evaluation
metrics that can evaluate alternative landing zones with multiple engineering constraints
based on available data. Daison et al. [45] used a coalescent hierarchical clustering approach
to classify different lunar landforms identified with Lunar Reconnaissance Orbiter (LRO)
Wide Angle Camera (WAC) data. They then applied trajectory constraints to narrow down
the number of potential landing sites. To establish an effective model to evaluate the whole
Moon from a quantitative perspective for intelligent optimization, Cao and Wang et al. [46]
proposed the automatic optimization of landing zone selection using a weight-of-evidence
and fractal approach. For the automatic selection of landing zones, two issues must be
considered: (1) the lack of overlap in the whole-Moon grid cut results in missing space
in the grid boundary; (2) it is difficult to calculate the appropriate index of the landing
zone for any area at any location by the quantitative model of the weight-of-evidence and
fractal method.

Sliding windows can process large data sets by decomposing the data into smaller
and partially overlapping windows to analyze the data while improving computational
performance [47,48]. Furthermore, because of its variable step size, it may more thoroughly
cover the range of grid borders that the grid approach neglects, offering a simple and
efficient solution. The landing zone should be able to provide a smooth and safe geographic
area for the probe’s soft landing and the probe’s work while considering the safety require-
ments of spacecraft and scientific instruments [12]. During the rocket-supported landing
process, the slope affects its propellant loss and the insignificance of the collision when
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it touches the lunar surface. On the other hand, during the descent of a rover on a slope
while driving on the surface, the slope also affects the safety of the rover’s route. Major
bumps can jeopardize the rover’s operation [1]. Therefore, the suitability or unsuitability
of the slope is often the first consideration in selecting the landing zones as the primary
evaluation condition [3,12,33,44]. Previous methods for selecting landing zones to quantify
slope data consisted mainly of the average slope and the slope percentage below a certain
threshold (threshold ratio) [21,22,30]. However, slope data should be considered in the
following three aspects when selecting a suitable landing site: (1) The average slope data in
the selected range should be low, and the percentage of slope that is below the threshold
should be high; (2) the dispersion of the slope data in the selected range should be more
stable; (3) the spatial characteristics of the slope data in the selected range should have
high aggregation characteristics. The mean slope and threshold ratio only consider the
first aspect. Therefore, in this study, the coefficient of variation and Moran’s I [49] are
used to evaluate and quantify the dispersion and aggregation characteristics of the data.
The hierarchical analysis method is used to construct a comprehensive quantitative index
for the slope range suitable for landing. The threshold value for evaluating whether a
location is acceptable for landing is established using the k-means approach (unsupervised
learning’s most popular clustering algorithm).

In summary, this study adopts the sliding window method to solve the spatial omis-
sion problem in the grid method by taking advantage of the overlap and variables. The
coefficient of variation and Moran’s I are introduced based on the threshold ratio and mean
slope. It evaluates the dispersion and spatial distribution characteristics of single-window
slope data, visually quantifies the suitability of single-window landing zones, and realizes
a landing zone preference method based on engineering constraints.

2. Materials and Methods
2.1. LOLA Data Introduction and Pre-Processing

The Lunar Reconnaissance Orbiter (LRO) [50] was launched to the Moon at 5:32 p.m.
EDT on 18 June 2009 [51]. The Lunar Orbiter Laser Altimeter (LOLA) was carried aboard
the Lunar Reconnaissance Orbiter [52]. It uses short pulses of a solid-state laser through
a diffractive optical element (DOE) to make four types of measurements: the distance
between the spacecraft and the lunar surface, the energy of the laser pulse reflected from
the lunar surface, the width of the returned laser pulse, and the solar radiation reflected
from the lunar surface. These basic measurements obtained results such as topography,
laser wavelength, roughness of the lunar surface, and solar reflectance [52].

The LRO Digital Elevation Model (DEM) integrates more than 6.5 billion measure-
ments collected between July 2009 and July 2013 [53]. The elevation results achieved a high
accuracy of 60 m at 256 pixels per degree over the whole lunar region.

As shown in Figure 1, terrain slope indicates the steepness of the surface terrain. In
DEM raster data, a pixel is usually combined with eight adjacent pixels to form a slope. The
slope is calculated by dividing the elevation difference from east to west by the elevation
difference from north to south [54]. The equation used to calculate the slope of pixel “e” is
as follows:

dz/dx = [(c + 2 f + i)− (a + 2d + g)]/(8× L), (1)

dz/dy = [(g + 2h + i)− (a + 2b + c)]/(8× L), (2)

S = tan−1
√
(dz/dx)2 + (dz/dy)2 (3)

where a–i represents the elevation of each pixel, L represents the size of the pixel, dz/dx
represents the slope in the east–west direction (x), and dz/dy represents the slope in the
north–south direction (y). The slope of “e” is the arc tangent of the square root of the sum
of the squares of the two slopes. S represents the slope. A slope map of the whole Moon
was obtained based on the DEM data and the above equation [55]. It is shown in Figure 2.
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Figure 2 shows the slope of the whole Moon with a horizontal resolution of 512 pixels per
degree (60 m at the equator) and a typical vertical accuracy of 3 to 4 m. The DEM has a
horizontal resolution of 5.5 m per degree. Approximately 90% of the DEM pixels show root
mean square vertical residuals of less than 5 m. In addition, geolocation errors using LOLA
altimetry profiles are typically 10 m horizontally and 1 m vertically [56].
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2.2. Methods
2.2.1. The Sliding Window Principle

An array of data with a defined window size is subjected to the requested operation
using the sliding window algorithm, which loops across the data in the desired direction.
The sliding window algorithm performs the requested operation on an array of data with a
specified window size and loops across the data in the specified direction. It provides a
flexible and powerful way to process the data in a structured and efficient manner [48]. The
method is applied to landing zone selection using a sliding window to move and analyze
two-dimensional whole Moon slope data (a remote sensing image of the slope) row by row
and column by column. Finally, the method provides areas suitable for landing in terms
of engineering aspects. The method can cut out the whole Moon grid without limiting
the operation. Therefore, it can reduce the complexity of the landing zone suitability
assessment problem.

The schematic diagram of the sliding window algorithm is shown in Figure 3. The
diagram includes the original data’s total length, L, and the total width, H. Additionally, it
showcases the window length, l, and the window width, h. The diagram also highlights the
sliding step, dl, in the direction of window length and the sliding step, dh, in the direction of
window width. Here, im and jn represent the window length and width direction indexes,
respectively. The basic content includes the following parts:
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1. Selecting the window size: The first step in using sliding windows is to select the
window size that contains the number of data points in each window, depending
on the specific problem to be solved and the properties of the data set. During the
landing zone selection process, the choice of window size depends mainly on the
purpose of the landing site. For example, if the purpose is to build a lunar base, a
larger area is needed to accommodate the site selection; if the purpose is for a lander
landing, the smaller the window size, the better with high-resolution data.

2. Window slide: Once the window size is selected, the window begins to slide into the
dataset within a specified increment. The distance between each slide is called the
step size and determines the degree of overlap between successive windows. This is
shown in Figure 3 4©.

3. Sliding termination condition: When sliding lengthwise, as in Figure 3 1©, the window
slides from the beginning of the next line if the product of the column index and
lengthwise step is equal to the difference between the data length and the window
length; correspondingly, when sliding widthwise, the decision condition is as in
Figure 3 2©. If both 1© and 2© are satisfied, it means that the traversal cycle of the
original data is complete, and the sliding is terminated.

4. Data analysis: As the windows move through the data set, each window is analyzed
independently. Independent analysis of the windows includes recording the window
position information and processing the data from each window. Data processing
includes statistics and the calculation of the average slope, threshold ratio, coefficient
of variation, Moran’s I, and overall rating.

5. Output generation: When the sliding of the original data is completed, as shown in
Figure 3 5©, each window already contains the corresponding index, which results in
the output. The output results represent the summary statistics of each window, or a
set of features extracted from the slope data, to generate the landing zone selection
results in the form of a matrix or surface elements. “Surface elements” means the
area corresponding to the window size is contained in surface elements. For exam-
ple, the attributes of a 1◦ × 1◦ window size include the composite indicator within
the window as well as the 30.3 × 30.3 km2 area and range filled by that window.
In the rendering process, a k-means clustering algorithm is used to determine the
appropriate thresholds for landing.
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2.2.2. Threshold Ratio

The threshold ratio, defined as the ratio between the number of pixels smaller than
a given threshold and the total number of pixels, is used to evaluate the flatness of slope
data. It is the most commonly used metric for evaluating slopes in landing zones [23].

S = p(< threshold)/P (4)

where S represents the threshold percentage, p(<threshold) represents the number of pixels
in the window less than the threshold, and P represents the total number of pixels in
the window.

Previous studies assumed that the average terrain slope of the landing zones should
not exceed 8◦ [1,21,29]. In the initial selection of candidate landing regions, it was assumed
that an average slope of less than 20◦ would be suitable for the rover’s landing and
roving [33]. Therefore, 8◦ and 20◦ were chosen as the thresholds for selection.

2.2.3. The Coefficient of Variation

The coefficient of variation provides a method for comparing the variability of data
with different means and is a useful tool in the process of data analysis [57]. The coefficient
of variation, Cv, is introduced to quantify the amount of scatter in slope data. It can be
calculated by standard deviation, σ,/mean, µ.

Cv =
σ

µ
(5)

A too-large average slope does not correspond to safe landing conditions in the landing
zones and leads to a higher average value and, thus, a lower coefficient of variation. In
addition, the threshold of 8◦ is more uniformly distributed than the threshold of 20◦, so the
raw data from the single window are binarized according to the threshold of 8◦. The data
that is below the threshold (flatter) is set to 1, and vice versa, to 0.

2.2.4. Moran Index

The Moran Index (Moran’s I) was devised by Moran [58] to measure geographic
autocorrelation. Evaluations of the spatial distribution characteristics of the data, whether
the data are spatially aggregated or discrete, employ the Moran Index, with Moran’s
I value distributed in [−1, 1]. In this range, [0, 1] denotes a positive correlation between
geographical units, [−1, 0] denotes a negative correlation, and 0 denotes no correlation.
The formula is as follows:

I =
n
S0

n
∑

j=1

n
∑

j=1
wi,jzizj

n
∑

i=1
z2

i

(6)

where zi is the deviation of the element’s attribute from its mean (xi − X), wi,j is the
spatial weighting between elements i and j, n is the total number of elements, and S0 is the
aggregation of all spatial weightings:

S0 =
n

∑
i=1

n

∑
j=1

wi,j (7)

For the spatial matrix, wi,j, the spatial weight matrix is introduced based on Queen
proximity. Queen proximity refers to defining neighboring locations or areas based on a
specific criterion. When creating a spatial weight matrix, the concept of queen proximity
involves considering all adjacent or neighboring locations as connected, as shown in
Figure 4. The Queen proximity cell of cell “A” is cell “B”, which contains the common
vertex connection and common adjacent edge connection.
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Assuming that the boundary points, i, of the spatial cell are represented by bi, the
spatial weight matrix based on the proximity of Queen is calculated as in Equation (8).

wi,j =

{
1, bi ∩ bj 6= 0
0, bi ∩ bj = 0

(8)

2.2.5. Overall Rating and Factor Weights

From the standpoint of landing safety, we intended to choose a window suitable
for landing that provided the four benefits listed below: (1) the mean value inside this
window’s slope data is low, which meets the basic criterion that the lander can land safely;
hence, the mean value was chosen for evaluation; (2) the percentage of low slope within this
window’s slope data should be high, indicating that this window offers a wide range of safe
landing terrain; hence, the threshold ratio was chosen. (3) there are fewer high anomalies
in this window’s slope data, which reduces the risk of landing in areas with abrupt terrain
changes, so the coefficient of variation is chosen; (4) the low values of slope data in this
window have spatial aggregation characteristics, which ensure the spatial continuity of
safe landing terrain. While the threshold ratio may not capture the degree of dispersion or
spatial characteristics, the Moran index is chosen. Since each indicator has its drawbacks,
the threshold ratio, defined as the ratio between the number of pixels smaller than a given
threshold and the total number of pixels, cannot evaluate the degree of dispersion and
spatial characteristics of the data. Additionally, the coefficient of variation does not consider
the spatial distribution characteristics of the data. Moran’s I can only assess the spatial
aggregation of the same attribute values of the data (spatial distribution). When the high
value of the data is aggregated with the high value, its value will be higher than that of the
aggregation of low value and low value. Therefore, the Analytic Hierarchy Process (AHP)
was introduced to provide ideas for weighing multiple indicators for selecting landing
zones on the slope.

AHP has been widely used in many fields, such as natural resource management, regional
planning, environmental impact assessment [59,60], and the study of lunar science [61]. The
AHP breaks down the problem into various constituent factors according to the nature of the
problem and the overall goal to be achieved. It assembles the factors at various levels according
to their mutual influences and affiliations and forms a multilevel analytical structural model.
Thus, the problem becomes focused on determining the relative weights or relative advantages
and disadvantages of the lowest level (options, measures, etc., for decision-making) in relation
to the highest level (the overall goal) [62].

Five parameters, such as threshold ratio (8), threshold ratio (20), mean slope, coeffi-
cient of variation, and Moran’s I are used to construct a comprehensive index for evaluating
the suitability of landing zones. It includes three dimensions to quantify flatness: data
mean, data dispersion, and data spatial distribution characteristics. To quantify the param-
eters’ significance, the slope data’s dispersion and spatial distribution characteristics are
considered according to the Saaty scale of 1–9 (see Table 1) [62].
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Table 1. The one-to-nine scale of parameters’ significance [63].

Strength of Significance Explanation

1 Equal significance
3 Medium significance
5 Strong significance
7 Very strong significance
9 Maximum significance

2, 4, 6, 8 Interim number between two adjacent numbers

The weights are determined as follows: Moran’s I measures the spatial distribution
properties of the data, with a value of 1 classified as important when high values are
clustered with high values. Additionally, while the slope dispersion tends to affect the
safety of the landing zone, the coefficient of variation becomes more important, and the
quantified value of importance is 5. In the initial check of the landing zone, an average slope
of less than 20◦ is safe for landing and roving the probe [33]. However, because it extends
the threshold boundary, a more fundamental determinant of landing zone selection, landing
zone safety is quantified to a lesser degree and is considered of low importance, with a
quantified value of 3. Considering that threshold ratio versus average slope is commonly
used to evaluate slope in previous literature and that the average terrain slope of the
landing zone should not exceed 8◦, the area with a slope of less than 8◦ should account
for a relatively large percentage [1,21,29]. Subsequently, it was found that the threshold
ratio (8) and the average slope with a quantitative value of 7 were equally important. The
judgment matrix was constructed as shown in Table 2.

Table 2. Weight proportion scale.

Factor Mean Slope Threshold
Ratio (8)

Threshold
Ratio (20)

Coefficient of
Variation Moran’s I

Normalized
Principal

Eigenvector

Mean slope 1 1 5 3 7 36.32%
Threshold ratio (8) 1 1 5 3 7 36.32%
Threshold ratio (20) 1/5 1/5 1 1/3 3 7.67%

Coefficient of variation 1/5 1/5 3 1 7 15.78%
Moran’s I 1/7 1/7 1/3 1/5 1 3.91%

Total 100.00%

The consistency evaluation of the judgment matrix is an essential step in applying the
hierarchical analysis method, and the principal eigenvalue (λmax) represents a function of
the dispersion of the matrix consistency [64]. The pairwise matrix is considered consistent
if λmax is greater than or equal to the number of constructed layers (5 layers), and the
principal eigenvalue is calculated as 5.1127. To check the consistency of the normalized
weights, the consistency ratio (CR) is used. The consistency test is regarded as passed if the
consistency ratio (CR) is equal to or less than 10%. To calculate the consistency ratio (CR),
the consistency index (CI) formula was introduced as follows [65]:

CI =
λmax − n

n− 1
(9)

where λmax denotes the principal eigenvalue and n denotes the number of parameters.
Here, the CI is 0.028181. The consistency ratio (CR) is then calculated according to the
following equation:

CR =
CI

RI(n)
(10)
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The random consistency index RI represents the random index given in Table 3 for
different values of n. Here, the RI for the five parameters (n = 5) equals 1.12, and the CR
is 2.5%.

Table 3. Ratio indices (RI) for various n scores [66].

n 1 2 3 4 5 6

RI 0 0 0.58 0.90 1.12 1.24

Of these, a 2.5% (less than 10%) CR was allowed for a weighted overlay analysis to
integrate the weighted parameters of the composite metrics for the landing zones. The final
overall rating, Q, is derived as follows:

Q = 0.3632 ∗Mean + 0.3632 ∗ Ratio(8) + 0.076652 ∗ Ratio(20) + 0.15782 ∗ (1− Cv) + 0.039119 ∗Moran′ I (11)

To normalize the overall rating, when the average slope is less than 8◦, the mean value
is 1, and vice versa, it is 0.

2.2.6. K-Means Clustering Algorithm

For the quantitative results of the landing zones, it is still necessary to determine
the threshold value to distinguish the interval range of suitable or unsuitable values for
landing. The k-means algorithm is characterized by its fast calculation and good clustering
performance, and it is also the most popular classification method [15,67,68] that has been
widely used in lunar research [69]. The k-means clustering method is an unsupervised
learning algorithm that divides a dataset into k clusters based on the similarity of the
dataset. The algorithm works by iteratively assigning data points to the closest cluster
center (centroid) and then updating the centroid based on the new assignment. This process
is repeated until the assignment converges and the center of mass no longer changes [70].

One of the challenges of using k-means clusters is determining the appropriate value
of k, which indicates the number of clusters. If the value of k is too low, the algorithm
will attempt to group the data into fewer clusters than are actually there. This can cause
separate clusters to merge, resulting in the loss of valuable information. However, if the
value of k is chosen too high, the algorithm will attempt to construct more clusters than
necessary. This might result in excessive data fragmentation, resulting in small and perhaps
unimportant clusters. The expectation that sample points within each class have high
similarity and sample points between classes have low similarity is often achieved by
minimizing the sum of the squares of the errors from each sample point within a class to
the class midpoint [71]. The elbow method is commonly used for determining this value,
which selects the best k value by plotting the sum of squares within the cluster (WCSS) as
a function of the following values, k [72]. Using the error sum of squares as the objective
function for clustering includes the sum of the squared distances between each data point
and its assigned center of mass. Multiple runs of k-means resulted in several different sets
of clusters. As the number of classifications k increases, so does the number of clustering
centers. As more clustering centers are assigned to the same data, the original data becomes
closer to the clustering centers, and the WCSS decreases. Beyond a certain point, the
decrease in WCSS becomes less significant. Consequently, the plot of WCSS as a function
of k begins to exhibit an “elbow” shape. This characteristic allows for the plotting of WCSS
for different values of k, enabling visual inspection of the elbow points to determine the
optimal value of k. The overall flow of the k-means clustering algorithm is as follows [73]:

In the sample data set:

(D = {(x11, x12, . . . , x1T), . . . , (xM1, xM2, . . . , xMT)}) (12)
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Set k clustering centers, which means the sample set is divided into k classes; T
is the number of data features to assign M sample point values to each of the initial
clustering centers: (

µ
(1)
1 , µ

(1)
2 , . . . , µ

(1)
k

)
(13)

Find the minimum distance of Pt with respect to µ
(j)
i and assign Pt to the class with

the minimum distance with respect to µ
(j)
i to update the clustering center of each class:

µ
(j+1)
i =

1
Mi

Pit (14)

The squared error Ei is calculated for all points in the data set, D, and compared with
the previous error comparison, Ei−1.

Ei =
k

∑
i=1

Mi

∑
t=1

∣∣∣Pit − µ
j+1
i

∣∣∣ (15)

If |Ei+1 − Ei| < δ, the algorithm terminates, and the error sum of squares at that
k value is recorded; otherwise, it continues with the next iteration. After the completion of
the iteration, multiple k values are substituted to represent the WCSS for different k values
and determine the optimal number of classifications. Data results from multiple indicators
in the landing zones are clustered using the k-means algorithm, and the smallest value in
the data class with the largest center of mass is selected as the threshold for evaluating the
suitability of the landing zones.

3. Results

The whole lunar slope obtained using DEM data processing [56] undergoes a series
of steps, including sliding window traversal and a single window evaluation based on
multiple indicators such as threshold ratio, average value, coefficient of variation, Moran’s I,
and overall rating. These processes represent the results of automatic landing zone prefer-
ence in the following three ways: (1) the quantification of whole-Moon results of landing
zone suitability by the sliding window method; (2) the local comparison between the
sliding window method and the grid method; and (3) the evaluation of the candidate
landing regions.

3.1. Quantitative Results of Whole Moon Slope Evaluation

When selecting the landing zones, considering a slope based on the sliding window
method for the whole Moon, the size of the single window is set to 1◦ × 1◦ (actual range:
30.3 cosϕ km× 30.3 km, ϕ is the latitude), 0.5◦ × 0.5◦. The same movement step in both direc-
tions is set to 0.5◦ and 0.25◦, respectively. Additionally, 359 × 719 and 719 × 1439 windows are
obtained with overlap from the corresponding window rating index database. The quantitative
scores of each window were aggregated for the whole Moon, and the results of the whole
Moon slope evaluation varied for different indicators (Figure 5).

Figure 5a–f shows the quantitative scoring results of the whole-Moon slope threshold
ratio (20), threshold ratio (8), coefficient of variation, average value, and overall rating,
respectively. The composite evaluation results in Figure 5f are overlaid with the successful
soft landing sites (red pentagons) and the landing sites preselected by the experts (green
snowflakes).

The results in Figure 5 show a consistent general trend. The blue areas suitable for
landing are all on the flat lunar mare and at the bottom of the large impact craters, reflecting
the lunar topography and landscape better. This is consistent with the perception that
the bottom of the lunar mare and the large impact craters are flatter [46]. Second, the
quantification of the threshold ratio (20) in Figure 5a shows that the blue area suitable for
landing is too wide relative to other results in Figure 5b–f. Furthermore, the average slope
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of the whole Moon is 6.23◦, as shown by the statistics of the 258,123 windows obtained
by the sliding window method. The total number of windows with a threshold ratio (20)
less than 0.8 is only 3922, which is 1.5% of the total number of windows, highlighting
the scattering of the unsuitable areas. This explains the scattered distribution of yellow
areas in Figure 5a. In addition, the results of Moran’s I tend to produce higher values
for areas where high values are clustered with high values and lower values for areas
where low values are clustered with low values. However, the overall range of Moran’s I is
between [−1, 1], and the minimum value of Moran’s I for the whole Moon is more than
0.7, indicating that the slope has strong spatial autocorrelation properties. It can strictly
constrain the overall rating scores considering the spatial characteristics of the slope data,
which can be seen in Figure 5e.
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with a window size of 0.5° × 0.5°. (a) Results for the ratio of the whole Moon slope with a threshold 

Figure 5. The results of the evaluation of the whole Moon slope based on sliding windows combined
with multiple indicators are shown in Figure (a–f) with a window size of 1◦ × 1◦ and in Figure (e) with
a window size of 0.5◦ × 0.5◦. (a) Results for the ratio of the whole Moon slope with a threshold
of 20. (b) Results for the ratio of the whole Moon slope with a threshold of 8. (c) Results for the
coefficient of variation of the whole Moon slope. (d) Results for the mean of the whole Moon slope.
(e) Results for the whole Moon overall rating. (f) Results for the 0.5◦ × 0.5◦ whole Moon overall rating.
Green snowflakes are expertly preselected landing sites, and red asterisks are available soft landing
sites. Considering that the lower mean value reflects the overall flatness of the slope and the lower
coefficient of variation reflects the dispersion of slope data, the color bars of results in Figure 5c,d
were flipped (low value (blue) to high value (yellow) flip to high value (yellow) to low value (yellow)
from top to bottom) to ensure consistency in the results and improve the overall presentation.
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Based on the comparison of the results of Figure 5f (overall rating), Figure 5c (coeffi-
cient of variation), Figure 5b (threshold ratio (8)), and Figure 5d (mean), it can be concluded
that the suitable landing range has an incremental variation characteristic. However, this
pattern does not apply to the central lunar mare region of the Moon, which remains con-
stant. This is determined by the properties of the slope data in the window. If the slope
data are concentrated in a 1◦ window containing 256 × 256 pixels at values below 8◦ in
the lunar mare, the result will be suitable for landing. If the data are concentrated in the
window at values above 8◦ in the highland region, the result will not be suitable for landing.
Suppose there are data “anomalies” that are much higher than the average value in the
border area between the lunar mare and the highlands, and the coefficient of variation
is more sensitive to this situation than the average value and the threshold percentage
indicator. In that case, the coefficient of variation will increase, affecting the results of the
composite indicator. This is consistent with the Surveyor 3 assessment results in Table 4,
where the mean slope and threshold ratio metrics are acceptable. Still, the coefficient of
variation is inadequate, leading to the conclusion that the Surveyor 3 one-window is not
suitable for landing. However, determining the suitable landing range is rather subjective,
and it is impossible to objectively determine the range of suitable landing indicators. The
association between the range of values in the blue area and the degree of landing suitability
is determined by the color bar of the resulting map. The application of the scientific method
is needed to provide a scientific explanation. The numerical range of the overall rating
suitable for landing can be provided for the classification of the window. Therefore, the
k-means clustering algorithm determines the interval of each suitable indicator for landing.
The best classification scheme for different window sizes is shown in Figure 6.
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window size. (b) 0.5◦ × 0.5◦ window size.

Figure 6 shows that the degree of distortion measured by WCSS improves significantly
when k = 3, since image degradation is no longer significant after that. The optimal number
of clusters is 3 for both the window sizes of 1◦ and 0.5◦. For a window size of 1◦ × 1◦ and
0.5◦ × 0.5◦, the data class prime of the overall rating is 0.93, 0.79, 0.27, 0.93, 0.70, and 0.17,
respectively. Therefore, the thresholds of 0.81 and 0.77 for the overall rating were chosen to
determine the appropriate landing criteria for the two window sizes.
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Table 4. Quantification of soft landing sites’ slope scores. The average slope and threshold ratio
reflect the general level of the window data and show whether the base condition for measuring the
suitability for landing. The Moran index reflects the degree of spatial autocorrelation of the window
data, reflecting the degree of aggregation of similar values and whether there is a sufficient concen-
trated area to accommodate landing. The coefficient of variation reflects the degree of dispersion of
the window data and whether there are high outliers to influence landing.

No. Detector Average Threshold
Ratio (8) * Cv * Moran’s I Threshold

Ratio (20) *
Overall

Rating (1) *
Overall

Rating (0.5) *

1 Luna9

2.82 0.88 0.37 0.97 0.98 0.90 0.82
1.66 0.95 0.23 0.96 0.99 0.94 0.77
4.99 0.77 0.54 0.97 0.98 0.83 0.86
2.72 0.91 0.31 0.95 0.99 0.92 0.81

2 Luna13

0.46 0.99 0.05 0.82 1 0.98 0.97
0.42 0.99 0.04 0.82 1 0.98 0.97
0.55 0.99 0.08 0.93 1 0.98 0.98
0.64 0.99 0.08 0.93 1 0.98 0.98

3 Luna16

0.86 1 0.03 0.78 1 0.99 0.96
0.88 1 0.06 0.86 1 0.99 0.96
0.97 1 0.03 0.84 1 0.99 0.97

1 1 0.04 0.83 1 0.99 0.97

4 Luna17

0.57 0.99 0.08 0.89 1 0.98 0.98
0.66 0.99 0.10 0.91 1 0.98 0.98
0.53 1 0.05 0.82 1 0.99 0.98
0.09 0.99 0.09 0.89 1 0.98 0.98

5 Luna20

7.72 0.61 0.79 0.95 0.98 0.73 0.24
7.06 0.68 0.68 0.951 0.98 0.77 0.32
8.19 0.57 0.87 0.95 0.97 0.34 0.76
7.50 0.65 0.73 0.96 0.95 0.75 0.75

6 Luna21

2.33 0.95 0.23 0.95 1 0.94 0.98
2.77 0.88 0.36 0.98 0.98 0.90 0.89
4.28 0.87 0.39 0.95 0.99 0.89 0.98
5.97 0.71 0.64 0.96 0.98 0.79 0.83

7 Luna23

2.38 0.94 0.25 0.98 0.97 0.94 0.97
1.45 0.99 0.10 0.89 1 0.98 0.98
1.32 0.99 0.11 0.89 1 0.97 0.96
1.55 0.99 0.11 0.89 1 0.97 0.98

8 Luna24

1.32 0.99 0.11 0.89 1 0.97 0.98
1.55 0.99 0.11 0.89 1 0.97 0.98
1.08 0.99 0.08 0.88 1 0.98 0.98
1.40 0.99 0.09 0.89 1 0.98 0.97

9 Surveyor1

1.39 0.96 0.20 0.95 1 0.95 0.98
1.56 0.96 0.19 0.94 1 0.95 0.98
0.62 1 0.05 0.82 1 0.99 0.98
1.16 0.99 0.11 0.92 1 0.98 0.98

10 Surveyor3

5.42 0.79 0.52 0.93 0.99 0.84 0.76
5.9 0.75 0.58 0.93 0.99 0.81 0.74
7.10 0.65 0.74 0.95 0.98 0.75 0.80
5.80 0.75 0.57 0.94 0.99 0.82 0.82

11 Surveyor5

0.95 0.99 0.08 0.85 1 0.98 0.98
0.88 1 0.07 0.86 1 0.98 0.97
0.96 0.99 0.09 0.84 1 0.98 0.99
0.80 0.99 0.07 0.86 1 0.98 0.98

12 Surveyor6

0.95 0.99 0.08 0.85 1 0.98 0.88
0.88 1 0.07 0.86 1 0.98 0.82
0.96 0.99 0.09 0.84 1 0.98 0.93
0.80 0.99 0.07 0.86 1 0.98 0.82

13 Surveyor7

5.70 0.78 0.53 0.92 0.99 0.83 0.83
5.26 0.82 0.47 0.91 1.0 0.86 0.88
5.82 0.77 0.55 0.93 1 0.83 0.87
7.01 0.65 0.73 0.96 0.98 0.75 0.93

14 Apollo11

1.47 0.98 0.15 0.93 1 0.97 0.96
1.22 0.98 0.13 0.92 1 0.97 0.96
1.43 0.98 0.14 0.92 1 0.97 0.97
1.17 0.99 0.10 0.89 1 0.98 0.98

15 Apollo12

0.76 0.99 0.08 0.89 1 0.98 0.97
0.75 0.99 0.09 0.89 1 0.98 0.97
0.85 0.99 0.10 0.89 1 0.98 0.97
0.78 0.99 0.09 0.88 1 0.98 0.96
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Table 4. Cont.

No. Detector Average Threshold
Ratio (8) * Cv * Moran’s I Threshold

Ratio (20) *
Overall

Rating (1) *
Overall

Rating (0.5) *

16 Apollo14

3.30 0.95 0.23 0.87 1 0.94 0.95
3.28 0.95 0.23 0.87 1 0.94 0.94
3.38 0.95 0.23 0.87 1 0.94 0.95
3.94 0.90 0.34 0.93 1 0.91 0.95

17 Apollo15

6.15 0.73 0.60 0.92 1 0.80 0.82
5.64 0.77 0.55 0.94 1 0.83 0.79
6.2 0.73 0.60 0.95 0.99 0.80 0.84
5.99 0.74 0.59 0.95 0.99 0.81 0.85

18 Apollo16

4.25 0.86 0.41 0.91 1 0.88 0.87
5.24 0.82 0.48 0.92 0.99 0.85 0.87
4.44 0.82 0.46 0.93 0.99 0.86 0.86
5.34 0.80 0.50 0.92 1 0.85 0.82

19 Apollo17

9.63 0.53 0.94 0.98 0.84 0.30 0.31
11.08 0.45 1.11 0.98 0.80 0.25 0.74
8.46 0.58 0.85 0.98 0.89 0.34 0.25
9.32 0.50 1.01 0.97 0.91 0.29 0.33

20 CE-3

0.83 0.99 0.11 0.94 1 0.98 0.98
0.61 1 0.05 0.81 1 0.98 0.98
0.90 0.98 0.12 0.93 1 0.97 0.98
0.78 1 0.07 0.83 1 0.98 0.98

21 CE-4

1.25 0.99 0.07 0.85 1 0.98 0.99
1.01 0.99 0.07 0.84 1 0.98 0.99
0.95 1 0.06 0.83 1 0.98 0.98
0.92 1 0.07 0.83 1 0.98 0.98

22 CE-5

0.95 0.97 0.17 0.97 1 0.96 0.98
0.52 1 0.04 0.80 1 0.99 0.98
0.57 1 0.06 0.83 1 0.98 0.99
0.67 1 0.05 0.85 1 0.99 0.99

* The value in the brackets of the threshold ratio column identifies the threshold value. Cv represents the coefficient
of variation. The value in the brackets of the overall rating column identifies the window size, with 1 representing
1◦ × 1◦ and 0.5 representing 0.5◦ × 0.5◦. The red font in the table represents windows that are not suitable for
landing.

Among them, 38 of the 50 preselected landing sites were within the interval at a
window size of 1◦, corresponding to 76%. At a window size of 0.5◦, 43 landing sites were
within the interval, corresponding to 86%. A comparison between Figure 5e,f shows that
the blue range suitable for landing is wider in Figure 5f. This feature is more evident in
the highlands because the window area covered by the smaller window size is smaller,
and the slope is less hilly in the geomorphological features of the highlands and impact
craters. Therefore, the smaller window size is more suitable for the landing zone preference
scheme, consistent with experts’ pre-selection of the landing zone statistics.

The sliding window method was used to create a whole Moon database containing
the location information of each window, corresponding indices, and multiple evaluation
metrics. To evaluate the quantification effect of the whole Moon slope and demonstrate
the database effect, Table 4 lists the various evaluation metrics of the soft landing sites
more directly.

Table 4 lists several evaluation metrics for the successful 22 soft landing sites. Since
the sliding window motion step is half the window size, each landing site is contained in
four windows, reflecting the following characteristics: (1) the maximum average slope of
the previous landing sites was 11.08◦ for Apollo 17. With a window size of 1◦ × 1◦, the
average inclination of all landing sites is 3.7◦. (2) Since each landing site corresponds to
four windows, the highest value among the four windows is used as the overall rating
for the landing site. With a window size of 1◦ × 1◦, the number of landing windows
above the threshold of 0.81 determined by k-means clustering is counted. There are 20
landing site windows in total, which is 90.9%. The total number of windows below the
threshold is 12. For a window size of 0.5◦ × 0.5◦, the number of landing site windows
meeting the threshold of 0.77 is 20, which is 90.9%. The total number of windows below
the threshold is 10. Among the landing site windows that scored lower than the overall
score threshold, Luna 20 (Apollonius Plateau in Mare Fecunditatis), Surveyor 7 (Tycho),
Apollo 15 (Montes Apenninus) and Apollo 17 (Taurus–Littrow) are landing sites that are
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different from general landing sites on the lunar mare and are more focused on scientific
objectives. Special terrains such as highlands, canyons, and mountains were chosen to
ensure the mission’s safety and smooth operation, which explains their lower overall
rating [17,74]. Surveyor 3 landed within the impact crater Surveyor, which is a small crater
that was subsequently named after the mission. This impact crater is situated at the Mare
Cognitum of southeastern Oceanus Procellarum. It is worth noting that the Mare Cognitum
has a significant slope ripple that surrounds the impact crater Surveyor in a semicircle and
extends to another impact crater Head, resulting in a higher coefficient of variation and a
lower overall rating [15]. Therefore, the overall rating provides a better quantitative level
for evaluating previous soft landing sites.

3.2. Comparison of Sliding Window and Grid Method

The grid method referred to here is different from the grid method that focuses on
the areal distribution of various surface morphology features in the planetary surface
analysis [75], but rather a fishing net cut approach that deals with raster data. The purpose
is to grid the data in order to make the individual data more standardized for statistical
purposes. To compare the differences between the grid method and the sliding window
method, the size of the single window was set to 1◦ × 1◦. The step size of the grid
method was equal to the window size, and the step size of the sliding window method
was set to 0.5◦ in both directions. This resulted in 179 × 359 grids without overlap and
359 × 719 windows with overlap. The overall rating was then classified using the k-means
cluster method. The optimal number of classifications for the grid method is set to 3
according to the WCSS and the error inflection point, and the classification intervals are set
to 0.81 and 0.40, respectively. The final results are output in the form of surface elements to
obtain the results of evaluating the whole Moon slope based on the grid method and the
sliding window method (Figure 7).
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Figure 7. Comparison of the whole Moon evaluation results of the sliding window and grid methods.
(a) The whole Moon evaluation results of the grid algorithm are presented in the form of surface
elements. (b) Whole Moon evaluation results of the sliding window algorithm in the form of surface
elements. The black box represents the area selected for local comparison. For example, some areas
with more landing points were selected to compare the differences between the grid and sliding
window methods. The red asterisk represents the soft landing sites.

The results in surface elements (Figure 7) differ from the output results in matrix form
in Figure 5 in that each window and grid contain the corresponding area. The comparison
shows that the preferred results of the landing zones calculated by the sliding window
are more detailed than those of the conventional grid method. Specifically, the sliding
window method provides a larger spatial range of suitable landing sites in the central
lunar mare region and the high-latitude highland region. The adjacent part between the
grids contains the spatial area not included in the operation, and the sliding window’s
overlapping characteristic extracts the grid method’s central area and merges it from there.
The unsuitable landing zones in the raster method become more suitable for landing, and
the newly formed suitable landing zones are smoother and more natural, making the
transition more distinct.

To compare the local differences between the grid and the sliding window methods,
geomorphic terrains such as the boundary of the lunar mare, highlands, mountains, and
impacts were selected as study areas. The lunar place names and soft landing sites were
locally magnified and overlaid to obtain Figure 8.
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Figure 8. WAC image maps of five local candidate regions (left column), grid method results (middle
column), and sliding window method results (right column). The red asterisks are soft landing sites.
(a) Sinus Iridum and Jura Mountains in northwestern Mare Imbrium. (b) Mare Vaporum and vicinity.
(c) Mare Crisium and vicinity. (d) Tycho and vicinity. (e) Von Kármán impact crater and vicinity.
According to the clustering results, the blue areas ranging from 0.81 to 1 represent suitable landing
areas, and the green and red areas represent the quantitative results of less suitable and unsuitable
landings, respectively.

The results in Figure 8 show the local differences between the grid and sliding window
methods. Figure 8a is located in the Sinus Iridum rainbow bay and the Jura Mountains
in the northwestern part of Mare Imbrium, including the landing sites CE-3 and CE-5.
The results of the grid and sliding window methods show that there are a wide range
of suitable landing spaces in Mare Imbrium. At the same time, the Jura Mountains and
the scattered impact areas are unsuitable for landing because of the greater differences
in slope. Figure 8b, located in Mare Vaporum, contains five landing sites, including
Apollo 11, 15, and 16, and Surveyor 3 and 5. The grid method results show that two landing
sites, Surveyor 3 and Apollo 15, are not suitable for landing, while the sliding window
method results show that they are suitable for landing. The regional spatial distribution of
suitable landing sites is continuous, except for the highlands in the south, the mountains,
and the impact crater terrain in the north. Figure 8c is located in Mare Crisium, which
contains four landing sites: Luna 16, 20, 23, and 24—all suitable for landing. The unsuitable
landing space is distributed in a circular pattern, consistent with the geomorphology.
Figure 8d is located in the Tycho impact, in the southern highlands of Mare Nubium, where
Surveyors 6 and 7’s landing sites are located. It is evident that two landing sites are suitable
for landing in the sliding window method results but not in the grid method results, which
reflects the completeness of the sliding window method for data evaluation. Figure 8e,
located at the Von Kármán impact crater, contains the landing site CE-4, which is suitable
for landing according to the slope estimation results. The geomorphology surrounding it is
more clearly outlined in the sliding window method results than in the grid method results.

In general, Figure 8a–e all contain soft landing sites, and the suitable landing zones of
the grid method results are also considered suitable for landing from the sliding window
method results. However, the landing zones unsuitable for the grid method, such as in
Figure 8b Surveyor 3, Apollo 15, and Figure 8d Surveyor 6, 7, fall into the suitable landing
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zones of the sliding window method results. This is consistent with the conclusion that
only Luna 20 and Apollo 17 are unsuitable for landing based on the slope evaluation
in Table 4. Second, the differences are primarily reflected in the lunar mare boundaries,
impacts, mountains, and other geomorphic terrain. The sliding window method evaluates
the area between grids to make the transition between the overall assessment classification
results smoother and complement the grid method’s spatial omissions.

3.3. Evaluation of Lunar Candidate Landing Regions

Lunar candidate landing regions are recommended jointly by Jawin et al. [12] and
Xiao Long et al. [36]. There are four identical landing sites: two on the lunar near side
(Aristarchus Crater and Marius Hill) and two on the lunar far side (Moscoviense Basin
and Orientale Basin). For the obtained integrated index of the slope, the results are out-
put in matrix form to obtain Figure 9. With a window size of 1◦ × 1◦, 0.5◦ × 0.5◦, and
0.03125◦ × 0.03125◦, the suitable landing zones according to the k-means clustering algo-
rithm are in the range of 0.81~1.00, 0.77~1.00, and 0.74~1.00, respectively.

Aristarchus Crater, located on the Aristarchus Plateau, was formed during the Coper-
nican period and had a central position of 23.7◦N, 312.6◦E, and a diameter of 40 km. The
Aristarchus plateau contains the largest pyroclastic deposit, the widest and deepest sin-
uous rille, and relatively young basalts immediately adjacent to the plateau [76,77]. Its
young formation history has resulted in less erosion and later alteration, with layered rock
outcrops on its central peak and crater walls [78]. The presence of Mare Imbrium ejecta
could excavate lunar mantle material. Therefore, as a landing site, Aristarchus Crater may
provide new insights into scientific questions about volcanism, the primitive products of
magma ocean differentiation [78], and the composition of the deep Moon.

The results in Figure 9a show the suitable areas for landing at Aristarchus Crater and
the surrounding area considering the slope, with the percentage of suitable areas in the
different window sizes being 92%, 94%, and 90%, respectively. The unsuitable areas at
the bottom of Aristarchus Crater increase with decreasing window sizes. The degree of
landing evaluation for the sinuous rille with linear features can also reflect the suitable
landing area.
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third column (evaluation results at 0.5◦ × 0.5◦ window size), and fourth column (evaluation results
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Marius Hills lie in the middle of the Oceanus Procellarum and contain mare basalt
units of varying composition, centered at 13.3◦N, 306.8◦E. There are a large number of
volcanic constructions (domes, cones, meandering Moon streams, lava flows, etc.) [79,80],
and the ages of the different basalt units vary widely, with young basalts being rich in
olivine [81]. Therefore, as a landing site, Marius Hills can advance scientific questions
about complex and long-lasting volcanism, olivine outcrops, and basalt units.

The results in Figure 9b reflect the suitable landing areas in Marius Hills and nearby
areas, considering the slope. Figure 9b shows that the candidate area has a wide range of
suitable landing zones for different window sizes, with the suitable landing area percent-
ages being 99%, 98%, and 97%, respectively. The suitable landing areas can be evaluated for
small window sizes, even if the impact is small. The impact craters, such as those around
Marius Hills, are shown as red circles in the last column of Figure 9b (due to the small
window size assessment) and are not shown in the third column of Figure 9b.

Moscoviense Basin is a multiring impact basin of Nectarian age [82], centered at 27.2◦N,
147.6◦E. The basin contains the thinnest crust on the Moon, mare deposits, pyroclastic
deposits, and lunar swirls. It is geologically diverse and contains gorthopyroxene, olivine,
and Mg–Al spinel. The composition of a lunar mare within the basin is highly variable, and
the interior of the basin has undergone multiple magma fillings [83]. Therefore, scientific
knowledge about the Moon that can be obtained as a landing site includes magnetic
anomalies of the lunar swirls, the geologic age, structure, and composition of the lunar far
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side basin, evidence of heat flows in the thinnest region of the lunar crust, and the tectonic
features of the high-density lunar mare basalt.

The results in Figure 9c reflect the suitable landing areas in the Moscoviense Basin and
adjacent regions considering the slope, with the percentage of suitable landing windows
in different window sizes being 17%, 26%, and 49%, respectively. The increase in the area
of the candidate landing regions makes the combined indices at large window sizes also
reflect good identification.

Orientale Basin is the youngest and best-preserved multiring basin on the Moon,
centered at 20.0◦S and 265.0◦E and containing three concentric rings with more than
20 mare ponds. The ejecta of the basin is divided into three distinct units, of which the
Maunder Formation is considered to be ancient primary Orientale ejecta material [84].
Possible scientific discoveries at this landing site include valid constraints on the dating
curve of impact craters, information on KREEP rocks, access to lower lunar crust or even
lunar mantle material, and information on pyroclastic deposits or ancient lunar mare
samples [85].

The results in Figure 9d show the suitable areas for landing in Orientale Basin and
adjacent areas considering slope, with the percentage of suitable areas being 21%, 37%, and
55%, respectively. The evaluation results for different window sizes show that the central
part of the Orientale Basin is suitable for landing. At the same time, the areas between
the concentric rings are also increasingly suitable for landing from large to small window
sizes. Table 5 shows the overall assessment results for the four candidate landing regions
mentioned above.

Table 5. Statistics of suitable landing indicators for candidate landing regions.

No. Candidate Landing
Site Window Size Number of

Suitable Windows
Total Number of

Windows

Area of Candidate
Landing Zones

(km2)

Percentage of
Suitable Landing

Area

1 Aristarchus Crater
1◦ × 1◦ 407 441

100
0.92

0.5◦ × 0.5◦ 1822 1935 0.94
0.03125◦ × 0.03125◦ 369,306 408,321 0.90

2 Marius Hills
1◦ × 1◦ 437 441

100
0.99

0.5◦ × 0.5◦ 1653 1681 0.98
0.03125◦ × 0.03125◦ 396,861 408,321 0.97

3 Moscoviense Basin
1◦ × 1◦ 605 3660

900
0.17

0.5◦ × 0.5◦ 3899 15,125 0.26
0.03125◦ × 0.03125◦ 1,806,687 3,682,561 0.49

4 Orientale Basin
1◦ × 1◦ 1713 8080

2000
0.21

0.5◦ × 0.5◦ 12190 33,089 0.37
0.03125◦ × 0.03125◦ 4,518,441 8,186,241 0.55

From Table 5 and comparisons with Figure 9, it can be concluded that the difference
in the preselected area of the candidate zone affects the evaluation of the overall rating
metrics. The suitable landing areas of Aristarchus Crater, Marius Hills, and Orientale Basin
are greater than 50%, and the suitable landing area of Moscoviense Basin is 49% with a
small window size of 0.03125◦ × 0.03125◦. For the Aristarchus Crater and the Marius Hills
on the lunar near side, the small impacts and sinuous rille contained in them are difficult to
estimate by the overall assessment for a large window size when the preselected landing
area is small. For the Moscoviense Basin and Orientale Basin, when the landing area is
large, the large window size has obvious differences in evaluating the suitability of the
landing area for various landform features. The small window size can finely evaluate the
suitability of the landing area with the advantage of a large number of windows (3,682,561
and 8,186,241 windows were involved in the assessment, respectively). This approach
increases the area of the candidate regions suitable for landing, especially in the region
of transition from high to low slope. Consequently, there is a gradual increase in the area
ratio of large windows to small windows, which explains the higher results of the small
window evaluation for Moscovien Basin and Orientale Basin in Table 5. Therefore, the
overall evaluation proposed in this paper can constrain the suitability range of the landing
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area from the engineering perspective of slope and quantify the suitability degree of the
landing area within the range.

4. Discussions

Although the method proposed in this paper can obtain a spatial region suitable for
landing on the whole Moon with slope-oriented constraints in any area and range, there
are still two possible problems that need to be improved:

1. The sliding window method causes all pixel points to participate in the operation
more than once. The evaluation index in the range of the whole Moon needs 30 h to
complete the calculation with a window size of 1◦ × 1◦ and a step size of 0.5◦, which
takes more than three days when each window is cut and presented. For the 10◦ × 10◦

candidate landing zones, the required computation time for all window sizes is about
150 s, which is still not sufficient even for evaluating the safety of the probe’s lunar
surface landing site slope during descent. The required computation time is relatively
long, and optimized calculation methods such as distributed computing and high-
performance computing may need to be used to increase the computation speed.

2. This study only confirms the effectiveness of this method; hence, it only analyzes
slopes with an engineering boundary condition. The amount of rock [86,87], the rough-
ness of the lunar surface, the lighting conditions, the polar terrain for water ice [88],
and the communication conditions are also central to the technical considerations. The
integration of these data, the quantification of land suitability, and the comprehensive
index weighting of data from multiple sources can be further researched.

5. Conclusions

In this study, we propose a sliding window method for landing zone blind selection
for lunar rovers to quantify the suitability of the landing zones at arbitrary locations
and domains.

First, the slope, a factor that greatly influences landing, is selected as data. The sliding
window method is used to traverse the selected lunar region assessment area. For the single-
window assessment, the slope quantification results of the whole lunar landing region
are obtained using data property quantification methods such as average slope, threshold
ratio, coefficient of variation, Moran’s I, and overall rating. Based on the quantification
results, each index of soft landing sites and sites preselected by experts is summarized.
The threshold value of suitable landing assessment criteria is obtained using the k-means
clustering algorithm. According to the threshold and results, the percentages of suitable
landing zones for soft landing sites and expert preselected landing sites are 90.9% and 86%,
respectively, with a window size of 0.5◦ × 0.5◦. This proves the feasibility of the integrated
index for quantifying the slope.

Second, the overall rating results for the grid method and the sliding window method
were generated in the form of surface elements. Comparing the two results, it was found
that four landing sites—Surveyor 3, Apollo 15, Surveyor 6, and Surveyor 7—were not
suitable for landing in the grid method, but they fell within the suitable landing zones in
the sliding window method. This is an intuitive and effective solution to the problem of
spatial omission of data not included in the grid method.

Next, the landing suitability of the four candidate sites on the near and far sides of
the Moon, recommended by Jawin et al. [12] and Xiao Long et al. [36], is evaluated. Using
the sliding window method with different window sizes, the landing suitability within
the candidate landing zones was quantified. The percentage of suitable landing zones
within the preselected landing areas was also calculated. The results show that the suitable
landing areas of Aristarchus Crater, Marius Hills, and Orientale Basin are more than 50%,
and the suitable landing area of Moscoviense Basin is 49%, with a small window size of
0.03125◦ × 0.03125◦ (0.95 × 0.95 km2). This shows the effectiveness of the sliding window
method for evaluating any area or region of the Moon.
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In summary, this study provides a feasible method for rapidly screening the whole
lunar landing zone and can provide fine evaluation results for local areas. It also solves the
problems of spatial non-overlap (omissions of data between grids due to grid slicing) and
the inability to calculate arbitrary areas with the landing zone selection grid method. All of
these findings are useful for further developments in the automatic landing zone selection
process on the Moon.
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