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Abstract: Shallow water bathymetry is of great significance in understanding, managing, and protect-
ing coastal ecological environments. Many studies have shown that both empirical models and deep
learning models can achieve promising results from satellite imagery bathymetry inversion. However,
the spectral information available today in multispectral or/and hyperspectral satellite images has
not been explored thoroughly in many models. The Band-optimized Bidirectional Long Short-Term
Memory (BoBiLSTM) model proposed in this paper feeds only the optimized bands and band ratios
to the deep learning model, and a series of experiments were conducted in the shallow waters of
Molokai Island, Hawaii, using hyperspectral satellite imagery (PRISMA) and multispectral satellite
imagery (Sentinel-2) with ICESat-2 data and multibeam scan data as training data, respectively. The
experimental results of the BoBiLSTM model demonstrate its robustness over other compared models.
For example, using PRISMA data as the source image, the BoBiLSTM model achieves RMSE values
of 0.82 m (using ICESat-2 as the training data) and 1.43 m (using multibeam as the training data),
respectively, and because of using the bidirectional strategy, the inverted bathymetry reaches as far as
a depth of 25 m. More importantly, the BoBiLSTM model does not overfit the data in general, which
is one of its advantages over many other deep learning models. Unlike other deep learning models,
which require a large amount of training data and all available bands as the inputs, the BoBiLSTM
model can perform very well using equivalently less training data and a handful of bands and band
ratios. With ICESat-2 data becoming commonly available and covering many shallow water regions
around the world, the proposed BoBiLSTM model holds potential for bathymetry inversion for any
region around the world where satellite images and ICESat-2 data are available.

Keywords: bathymetry; deep learning; LSTM; PRISMA; ICESat-2; Sentinel-2

1. Introduction

Bathymetry in coastal areas is crucial to seabed landform surveying, environmental
construction in coastal zones, the protection of coral reef ecosystems, and ship navigation
and transportation [1–5]. Commonly used techniques of bathymetry include the traditional
shipborne multibeam sounding surveys and recent Airborne Lidar Bathymetry (ALB)
surveys. Shipborne multibeam sounding measurement [6] is affected by draft restrictions,
waves, and rocks, making it very dangerous to measure in shallow water [7]. Although
ALB can correct some of these defects, the maximum water depth measured is limited by
the quality of the water body and the water penetration of laser pulses [8–10], and shallow
water bathymetric mapping is prohibitively expensive [11,12]. Other bathymetry meth-
ods include combining wave kinematics [13], physical wave models based on Gaussian
process regression [14], dual-medium stereo photogrammetry [15], and synthetic aper-
ture radar [16] and utilizing monitoring systems such as UAVs [17–19] to estimate water
depth. With the development of satellite and remote sensing technology, large-scale and
high-resolution data can be obtained by using satellite images, which have been widely
used in bathymetry [20–24]. Common bathymetry inversion models for satellite-derived
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bathymetry (SDB) are mainly empirical models such as those described by Lyzenga [25]
and Stumpf [26]. Recent studies focus on models which use localized optimization tech-
niques such as graphically weighted regression (GWR) [27] or kriging with an external
drift (KED) [28] to improve global optimization models. These models usually use limited
bands for bathymetry inversion. For hyperspectral and multispectral images, the water
reflectance information could be contained in many bands and it is therefore desirable to
utilize all available information for bathymetry inversion.

With the rapid advancement of deep learning in various fields, multi-band bathymetry
inversion using neural networks and in situ water depth data has gained popularity as an
alternative to traditional empirical methods. Artificial neural network (ANN)-based meth-
ods have been shown to effectively invert bathymetry in optical shallow water areas [29]
and classify seabed types [30]. However, these methods may suffer from slow convergence
speeds and sample dependence. To address these limitations, Liu et al. [31] propose an
LABPNN-based shallow water bathymetry model for optical remote sensing images to deal
with low-quality and sparse sample data. Neural network models can perform bathymetric
estimation to depths of up to 20 m, outperforming optimal band ratio analysis (OBRA) [32].
The performance of bathymetry inversion can be further improved by using models such
as the Adjacent Pixels Multilayer Perceptron Model (APMLP) to account for the influence
of the seafloor matrix and Inherent Optical Properties (IOP) [33]. In recent studies [34],
complementary approaches based on color information and wave kinematics have been
explored to deduce bathymetry in clear seawater and turbid coastal areas using deep
learning models. Additionally, convolutional neural networks (CNNs) combined with
structure-from-motion (SfM) photogrammetry [35] or leveraging local spatial correlations
between pixels [36] can also be used for bathymetric inversion. High-resolution bathymetry
maps can be generated using deep convolutional neural network SegNet and Sentinel-2
images [37]. In summary, remote sensing satellite images combined with deep learning
models offer improved accuracy for bathymetry inversion in general.

When deep learning models are applied to bathymetry inversion, they face two main
challenges. Firstly, they require a large amount of training data, which are difficult to
collect in shallow water areas due to constraints in time, space, and cost. Fortunately,
the recent launch of the Ice, Cloud, and Land Elevation Satellite-2 (ICESat-2) [38,39] has
provided highly accurate bathymetry reference depth information for near-shore wa-
ter bathymetry [40,41]. The second challenge of deep learning models is determining
which spectral bands or band ratios are significant for deep learning models in inverting
bathymetry in multispectral or hyperspectral imagery [42]. Typically, bands such as the
blue, green, red, or near-infrared bands are used to retrieve bathymetry from multispectral
images [43–46]. Hyperspectral images can contain many combinations of bands and band
ratios for the performance of fitting analysis [47–49], or they can accurately and quickly
measure shallow bathymetry through image data dimensionality reduction [50]. However,
existing methods have primarily focused on specific spectral information and have not
thoroughly analyzed the contribution of different bands or band ratios in different images
to bathymetry inversion. Research on multi-band selection and band contributions during
deep learning processes could potentially enhance bathymetry inversion accuracy and the
effectiveness of deep learning applications.

This paper attempts to introduce double-layer Long Short-Term Memory (DLSTM) [51],
CNN-LSTM [52], and Bidirectional LSTM (BiLSTM) [53] deep learning models for
bathymetry inversion using satellite multispectral and hyperspectral images. Consid-
ering that BiLSTM can store bidirectional coding information at the same time, and aim-
ing at the importance of the spectral features of satellite images, a BoBiLSTM (Band-
optimized BiLSTM) model is proposed to improve the performance of bathymetry inver-
sion. The BoBiLSTM model uses two algorithms (dual-band selection and multi-band
selection) to select the most important bands and band ratios, respectively. The dual-
band selection algorithm uses the Stumpf model to select the two optimal bands each
time, while the multi-band selection algorithm employs a Gradient Boosting Decision
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Tree (GBDT) [54] to conduct evaluations for all bands based on their contributions to
bathymetry inversion, with only the bands and band ratios with significance to bathymetry
inversion retained. The bands and band ratios obtained from above are used as the in-
puts for the BoBiLSTM model, and the geographic coordinates of the training points
are also added to the model as a sequential sequence for training so that it strength-
ens bidirectional learning of the bathymetric information in the shallow water areas
and the relevantly deeper water areas. The experiments were conducted in the shal-
low water region in the southeast of Molokai Island, the fifth largest island of the Hawaii
Archipelago. The main contributions of this paper are as follows: (1) BiLSTM is intro-
duced for the first time for bathymetry inversion; (2) a new strategy of selecting bands
and band ratios is proposed to reduce the amount of input data and improve accuracy;
(3) the proposed BoBiLSTM model outperforms DLSTM, CNN-LSTM, BiLSTM, and Stumpf
models, as demonstrated through of a series of experiments; (4) ICESat-2 data are shown to
be a very suitable source of training data for satellite-derived bathymetry.

The research in this paper makes up for the limitation of traditional empirical models
that are only applicable to single-band and dual-band selections and provides a better deep
learning method for bathymetry inversion from multiple data sources.

2. Materials and Methods
2.1. Analysis Area

Molokai Island is the fifth largest island of the Hawaii Archipelago, with a length of
62 km from east to west and an average width of 13 km from north to south. It has a natural
coastline of 140 km and covers an area of 670 km2. The study area is the shallow waters in
the southeast region of Molokai Island. The geographic coordinates extend from 156◦44′W
to 156◦57′W (longitude) and from 21◦1′N to 21◦7′N (latitude). The water quality in this
sea area is relatively clear [3], and the radiation values of optical remote sensing are less
influenced by factors commonly seen in other regions. Figure 1a is a satellite image of the
study area, which only shows the RGB channels of a Sentinel-2 image.
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Figure 1. (a) Location of shallow water southeast of Molokai, where the depth profile of the AB line
will be showcased in the Discussions section later; (b) ICESat-2 strips used as training data (solid
lines with different colors); (c) multibeam training data locations.

2.2. Existing Methods

The log-band ratio method of Stumpf et al. for SDB mapping assumes that the area has
a uniform bottom and a log-band ratio of water-leaving reflectance that decreases linearly
with water depth. In order to compare the effects of different models on bathymetry
inversion, we chose the Stumpf model as a typical empirical model to be compared with.
The Stumpf model uses the ratio logarithm of two bands to express the relationship between
reflectance and in situ water depth:

hw = m0 ×
ln(n× Rw(λi))

ln(n× Rw(λi))
+ m1 (1)

In order to evaluate the performance of the BoBiLSTM model against other deep learn-
ing models, DLSTM, CNN-LSTM, and BiLSTM models were chosen for comparison. These
models can handle regression, prediction, and classification problems [55–57]. However,
there are few studies on bathymetry inversion. Therefore, in order to explore whether
different deep learning models have good robustness and accuracy in bathymetry inversion,
this study attempts to apply these models for SDB. The DLSTM model uses two layers of
LSTM neural networks in the same direction, and the BiLSTM model uses two layers of
bidirectional LSTM neural networks. The neuron settings of the LSTM layers of these two
models are the same. The CNN layer in the CNN-LSTM model uses a one-dimensional
convolutional layer. The LSTM layer parameter settings are the same as the second-layer
LSTM layer of the DLSTM model. The bathymetry inversion framework of the three
models is shown by the blue arrows in Figure 3a. In this study, full bands and geographic
coordinates of in situ water depth were used as inputs for these three models. The specific
parameter settings are shown in Table 1.
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Table 1. The internal parameters and function settings of different deep learning models.

Model
Parameters

Depth LSTM Units Activation Function Loss Function Optimizer Others

DLSTM

2 128

tan h

MSE Adam

Dropout = 0.5

CNN-LSTM ReLU
Filters = 160,

Kernel size = 1,
Dropout = 0.5

BiLSTM tan h Dropout = 0.5

2.3. Datasets
2.3.1. PRISMA—Hyperspectral Satellite Images

The PRISMA hyperspectral satellite is a small hyperspectral imaging satellite that was
launched by the Italian Space Agency on 22 March, 2019. It is equipped with a hyperspectral
imager (PRISMA HSI) and a medium-resolution panchromatic camera [58]. It has a total of
239 bands, with a spectral range from 400 nm to 2500 nm, and can acquire images with a
spatial resolution of 30 m. Of the 239 bands, 66 bands belong to the visible and near-infrared
range (VNIR), with the other 173 bands belonging to the short-wave infrared range (SWIR).
In order to compare the results of bathymetry retrieved from PRISMA images to the results
from multispectral satellite (Sentinel-2) images, only 63 VNIR bands of PRISMA data were
selected (bands 1–3 are empty). The PRISMA images used in the experiments were acquired
at 21:13 (UTM) on 22 April, 2020, and the study area was cloudless. The main bands and
the spectrum ranges of PRISMA images are shown in Table 1. The band information of
PRISMA images can be found in the official user instruction document [59].

2.3.2. Sentinel-2—Multispectral Satellite Images

Launched by the European Space Agency in 2015, the Sentinel-2 satellite is one of
the most widely used multispectral remote sensing satellites around the world today.
The satellite has a total of 13 bands with a spectral range including visible, near-infrared,
and short-wave infrared, as well as different spatial resolutions of 10 m, 20 m, and 60 m.
Sentinel-2 images are provided by the ESA Copernicus Data Center [60]. In this study,
the L2A image product obtained at 21:09 (UTM) on 4 February, 2022, was selected for
bathymetry inversion on Molokai Island, and the study area was cloudless. The L2A image
has been geo-rectified and radiometrically calibrated. On this basis, SNAP software [61]
was used to resample all bands to the spatial resolution of 30 m, and layer stacking in ENVI
5.3 was then used to perform band synthesis to form a TIFF image. The map projection is
a WGS84 geographic coordinate system. The band information of Sentinel-2 images can
be found in the official user manual [62]. Together with PRISMA’s, Sentinel-2′s bands and
their spectrum ranges are shown in Table 2.
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Table 2. Main bands of PRISMA and Sentinel-2 images and their spectrum ranges.

PRISMA Band Wavelength (nm) Sentinel-2 Band Wavelength (nm)

63–66 400–432
60–62 432–452 1 433–453
51–59 452–521 2 458–523
48–50 521–542
44–47 542–575 3 543–578
36–43 575–647
32–35 647–685 4 650–680

31 685–696
29–30 696–716 5 698–713
27–28 716–736

26 736–745 6 733–748
23–25 745–778
21–22 778–799 7 773–793
11–22 778–905 8 785–900
8–10 905–935
6–7 935–958 9 935–955
4–5 958–979

129–131 (SWIR) 1355–1387 10 1360–1390
104–112 (SWIR) 1558–1654 11 1565–1655

32–54 (SWIR) 2098–2279 12 2100–2280

2.3.3. ICESat-2 Data—Training Data

The recently launched Ice, Cloud, and Land Elevation Satellite-2 (ICESat-2) mission
by NASA, equipped with laser altimetry technology, is designed to accurately measure
changes in ice sheets and sea ice, providing valuable insights into their dynamics. Onboard
ICESat-2, a cutting-edge laser altimetry system called the Advanced Terrain Laser Altimetry
System (ATLAS) is utilized, which employs single-micropulse, photon-counting technology.
The ATL03 product contains the geographic ellipsoidal height (WGS84, ITRF2014 reference
system), latitude, longitude, and time of each photon event [63]. Challenges arise during
the preprocessing of ATL03 data due to weather-related factors such as clouds and rainfall,
leading to increased photon noise data and difficulties in accurately extracting continuous
underwater photon data. Therefore, the area covered by the ATL03 data selected in this
study is cloudless and rainless; six selections along the track direction (depicted by solid
lines of different colors in Figure 1b) from the six ATL03 datasets were chosen as training
points for bathymetry, as shown in Table 3.

To enhance the accuracy of ICESat-2 data for bathymetry, ICESat-2 postprocessing
employs water refraction correction and tidal correction. Previous studies [64–66] indicate
that the position of underwater photon signals in near-shore bathymetry is influenced
by water refraction, with greater displacement in deeper waters. Considering the small
pointing angle of the laser pulse, this study only accounts for the displacement of photons
in the elevation direction to mitigate the impact of seawater refraction on bathymetry. The
data processing procedure is as follows: (1) the density-based spatial clustering algorithm
(DBSCAN) [67] is utilized to cluster sea surface photons and sea bottom photons separately
from the ATL03 data; (2) the height of clustered sea surface photons is utilized to determine
the average sea level height and to calculate the elevation difference between the average
sea level and each seabed photon to obtain the depth of the seabed photon before seawater
refraction; (3) the incident angle of the laser pulse, the refractive index of atmospheric
seawater (1.34116), and the calculated results are employed to derive the displacement
value of the seabed photon elevation; (4) subsequently, the tide table [68] of the study
area is consulted to determine the tide height of the ICESat-2 trajectory to eliminate the
influence of tide effects on in situ water depth; and (5) the corrected seawater depth is
finally calculated by manually removing some noise data.
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Table 3. Acquisition time and geographic coordinates of the ICESat-2 ATL03 strips.

ATL03 Strip Date Time (UTM) Track Used Geographic Coordinates

20191101 7:35 GT1R −156◦49′06′′W, 21◦02′39′′N−
−156◦49′17′′W, 21◦03′40′′N

20210928 22:18 GT2R −156◦50′42′′W, 21◦02′15′′N−
−156◦50′47′′W, 21◦03′06′′N

20220126 16:34 GT1L −156◦44′16′′W, 21◦06′09′′N−
−156◦44′20′′W, 21◦06′50′′N

20220203 4:23 GT1L −156◦46′51′′W, 21◦04′44′′N−
−156◦46′57′′W, 21◦03′45′′N

20220427 12:14 GT1L −156◦47′02′′W, 21◦03′42′′N−
−156◦47′02′′W, 21◦03′42′′N

20220727 7:54 GT2R −156◦46′03′′W, 21◦04′18′′N−
−156◦46′10′′W, 21◦05′22′′N

2.3.4. Multibeam Scan Data—Training Data

Bathymetry data in the Molokai Sea were acquired from various multibeam systems
and ships, such as SeaBeam classic, SeaBeam 2000, SeaBeam 2112, Hydrosweep, and
LIDAR [69]. These acquired multibeam scan data were edited using different software
tools, such as MB-System, SABER, Caris, and Fledermaus. Meshing of the bathymetry
components was carried out using MB-System and the General Mapping Tools (GMT)
open-source software package [70]. Subsequently, multibeam bathymetric composite data
with a spatial resolution of 5 m were generated.

After processing the sampling data, a total of 751 training points were carefully chosen
in the study area, including the coordinates of the training points and the corresponding
measured water depth values [71]; the geographical distribution of training points was
kept relatively uniform, as depicted in Figure 1c.

2.3.5. Independent Reference Bathymetry Map—Validation Data

To independently validate the proposed bathymetry inversion models, an independent
bathymetric dataset developed by the Global Airborne Observatory (GAO) team at the
Center for Global Discovery and Conservation Science at Arizona State University was
utilized [72,73]. This independent bathymetry map was generated from high-resolution
benthic depth data obtained from airborne imaging spectroscopy conducted by the GAO
in January 2019 and January 2020. The independent bathymetric map has an impressive
spatial resolution of 2 m, and it was compared with the geographic coordinates of the
satellite images (ICESat-2) and multibeam scan data for overlap analysis. In the following
sections, this independent bathymetry map is called the reference bathymetry map.

2.4. BoBiLSTM Model

The BoBiLSTM model is a band-optimized deep learning method which can filter
full-band data and then select the band and band ratio that contribute the most to the water
depth, using these as a new input to train the BiLSTM model so as to realize the model’s
ability to invert the water depth. The detailed algorithm, frame structure, and parameter
settings are introduced as follows.

2.4.1. BiLSTM

LSTM, which stands for Long Short-Term Memory, is a type of recurrent neural
network (RNN) introduced in 1997 [74]. LSTM is a form of Gated Recurrent Neural Network
(GRNN). The defining characteristic of LSTM is its ability to retain information over long
sequences, allowing for future cell processing. LSTM networks are designed to store and
manage information in a way that enables them to capture long-term dependencies, making
them well suited for tasks that require the modeling of sequential data.
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BiLSTM is an extension of LSTM and BRNN [75], where the same sequence is input into
two separate LSTM networks, one in the forward direction and the other in the backward
direction. The hidden layers of these two networks are then linked together to the output
layer for prediction. BiLSTM can encode information from both directions simultaneously,
combining the states of the two sets of hidden layers. This allows BiLSTM to capture
bidirectional dependencies in sequential data and time steps without increasing the size
of the data. BiLSTM is commonly used in applications such as text feature extraction,
speech recognition, machine translation, fault prediction, and load forecasting. This paper
proposes BiLSTM as the basic model for bathymetric inversion for the first time. The basic
configuration of BiLSTM is shown in Figure 3c, and the LSTM unit of its internal structure
(shown in Figure 2) is expressed by a series of equations:

ft = σ
(

W f [ht−1, xt] + b f

)
it = σ(Wi[ht−1, xt] + bi)

Ct = ftCt−1 + it tan h(Wc[ht−1, xt] + bc)

ot = σ(Wo[ht−1, xt] + bo)

ht = ot tan h(Ct)

ht =
→
ht
⊕ ←

ht

(2)

where ft, it, and ot are the state gates at the current point in time t, denoting the forget gate,
input gate, and output gate, respectively. Their values are between 0 and 1. ht−1 denotes
the output from the previous LSTM unit at the previous moment; ht denotes the output
from the current LSTM unit at the current moment; Ct denotes the cell state at the current
moment, deciding the update of information by the gating state; and Ct−1 denotes the cell
state of the previous LSTM unit at the previous moment, deciding the input of information
by the gating state of the forget gate. W and b represent the weight and bias of gates in

different states. Assuming that the output state of the forward LSTM unit at time t is
→
ht,

and the output state of the backward LSTM unit at time t is
←
ht, then the features of the two

are concatenated and the final output is the output state of BiLSTM at time t.

2.4.2. Band Optimization Method

It can be seen from the above BiLSTM equations and framework that the BiLSTM
model is complicated. The spectrum range and the number of bands of different satellite
images are very different, and the importance of the features of the bands cannot be clearly
highlighted due to the differences in data sources. These will cause the model to perform
well on the test set when the amount of data is small or the quality of the data is poor, but
the entire image is prone to overfitting. Therefore, it is natural to explore ideas related to
how to reduce the amount of inputs to BiLSTM and improve the model’s training efficiency.
The solution of this study is to use only limited optimized bands to feed the BiLSTM model,
and a new model named BoBiLSTM is therefore proposed.
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Band optimization (BO) (Figure 3b) performs full-band feature selection using two al-
gorithms: dual-band selection and multi-band selection. The dual-band selection algorithm
is used to select the optimal bands and the logarithm of the band ratio from the bathymetric
results estimated by the Stumpf model. The multi-band selection algorithm is performed
using a GBDT [76,77] to keep only the most important bands among the many bands. The
GBDT is based on the boosting algorithm, which is one of the typical machine learning
algorithms and can be used to solve problems such as classification, regression, and feature
selection [78–80]. The GBDT uses an additive model to achieve regression or prediction by
continuously fitting the residuals of the training process. The key equation is as follows:

F(x) = n0F0(x) + n1F1(x) + n2F2(x) + . . . + nnFn(x) (3)

where n0, n1, n2,..., nn represent the weight coefficients of each weak classifier. The GBDT
undergoes multiple iterations during the selection process, and each iteration produces a
weak classifier that is trained in the direction of further reducing the residual compared
to the previous iteration. Because the training process uses the negative gradient of the
loss function to approximate the residual, this continuously improves the final prediction
accuracy of the model.

In this study, multi-band selection is used for the GBDT regression method to conduct
bathymetry inversion evaluation on all bands in the training set, with the importance of the
band features then calculated and sorted from large to small before the bands are finally
selected in sequential order to make the cumulative sum of their feature values reach more
than 90%. This process determines the bands that contribute most to bathymetry inversion.
From the bands selected above, the green band with a feature value greater than 10% and
the blue band with the most important feature are found and the logarithm of their ratio
is calculated. If there are no blue–green bands, the most important blue and green bands
from all band features are found.

The bands and band ratios obtained through band optimization are used as the inputs
for the BoBiLSTM model, and the geographic coordinates of the in situ water depth points
are also added to the model as a sequential sequence for training. The BoBiLSTM model
can eliminate bands that contribute less to bathymetry inversion for multispectral or
hyperspectral images and retain important bands and the blue–green band ratio widely
used in bathymetric inversion.
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2.4.3. Bathymetry Inversion Framework

The green arrow in Figure 3a shows the framework of the proposed BoBiLSTM model.
Its basic unit consists of a band optimization (BO) layer, a normalization layer, a BiLSTM
layer, a linear layer, and a denormalization layer. In order to prevent the model from
overfitting, the BoBiLSTM model (128 neurons) adds a dropout layer (set to 0.5) [81] and an
activation function (tan h). The loss function used by the model is MSE, and the optimizer
is Adam [82].

The normalization layer is used to rescale the band values between 0 and 1 so that
the feature values of different dimensions have a certain comparability, thereby improving
the accuracy of model training and speeding up the convergence rate of the model in
operation. Since bathymetry inversion is ultimately a regression problem, a linear layer
is added to the model. When the training set samples are sufficient and of high quality,
the water depth range on the training set is infinitely close to the water depth range of the
entire prediction area. Under this assumption, the denormalization layer is set up, and the
previous normalization parameters of the training set are used to denormalize the water
depth values of the predicted data points.

2.5. Evaluation Method

In order to evaluate the accuracy and performance of the Stumpf model and the
DLSTM, CNN-LSTM, BiLSTM, and BoBiLSTM deep learning models for SDB, two kinds of
satellite image data (hyperspectral PRISMA data and multispectral Sentinel-2 data) and two
kinds of bathymetric training data (ICESat-2 data and multibeam scan data, respectively)
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were used. Each image is combined with two bathymetric data sources. The accuracy
assessment was conducted through the calculation of R2 and RMSE for each experiment.

3. Results
3.1. Bathymetry Inversion Using ICESat-2 Data

ICESat-2 data were first corrected due to seawater refraction and tidal correction to
obtain accurate training data for bathymetry inversion. To study the ability of the deep
learning model to invert water depth, three ATL03 strips (20210928GT2R, 20220203GT1L,
and 20220427GT1L) were used as the test set to verify the sounding effect, and the remaining
three ATL03 (20191101GT1R, 20220126GT1L, and 20220727GT2R) strips were used as the
training set. The data ratio of the training points to the test points is 2542:1600 (a ratio of
about 3:2). Finally, bathymetry inversion was performed on PRISMA and Sentinel-2 images
for the entire study area.

3.1.1. Bathymetry of ICESat-2 Data

Table 4 lists the minimum water depth and maximum water depth of six ICESat-2
strips in the study area before and after seawater refraction and tidal correction, as well as
the reference depth [72,73]. Compared to the reference depth, depth information derived
from ICESat-2 is quite close to the reference, except for the 20220126GT1L strip which
had a deviation of 4.33 m (for this reason, 20220126GT1L is considered as a validation
dataset). The difference between before and after seawater refraction and tidal correction
is significant, and proper seawater refraction and tidal correction to the original ICESat-2
data is therefore critical when ICESat-2 is used for bathymetry inversion purpose.

Table 4. The minimum and maximum water depths of six strip sections before and after seawater
refraction and tidal correction and the water depth of the reference point of the seabed photon.

ATL03 Strips Points
Depth before Correction (m) Depth after Correction (m) Depth Reference (m)

Min Max Min Max Min Max

20191101GT1R 1591 0.61 32.42 0.41 21.97 0.52 21.98

20210928GT2R 855 0.59 20.88 0.23 15.36 0.74 15.31

20220126GT1L 259 0.62 34.21 0.48 25.54 1.38 21.21

20220203GT1L 418 0.89 29.45 0.03 21.32 0.16 20.76

20220427GT1L 327 1.04 29.21 0.32 21.36 0.38 21.27

20220727GT2R 691 0.51 33.40 0.34 22.38 0.78 22.36

3.1.2. Bathymetry Inversion Using ICESat-2 Data

Five models were used for bathymetry inversion for PRISMA and Sentinel-2 images,
namely the Stumpf model, DLSTM model, CNN-LSTM model, BiLSTM model, and BoBiL-
STM model (shown in Table 5). For PRISMA images, the most commonly used combination
of bands selected by the Stumpf model was the blue–green bands 50 and 54, and the effect
of its inversion of water depth was the worst among the five models, with an R2 value of
0.82 and a RMSE value close to 2 m. Compared to the Stumpf model, the DLSTM, BiL-
STM, and BoBiLSTM models all had higher correlation, with R2 values of 0.97 and RMSE
values of less than 1 m. Between the BiLSTM and BoBiLSTM models, it is not surprising
that the BoBiLSTM model beats the BiLSTM model in terms of RMSE values (0.82 m vs.
0.94 m). This was due to the optimized bands and band ratio being fed to the BoBiLSTM
model: 19 significant bands and two significant band ratios were selected during the band
optimization process of the BoBiLSTM model, while all 63 VNIR bands were used in the
BiLSTM model. In this study, which used the BoBiLSTM model and ICESat-2 bathymetry
data, it is found that the band with the highest correlation between the PRISMA image and
water depth is green band number 42, with a contribution of 65.5%. Other bands, albeit in
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smaller proportions, account for 30% of the water depth contribution: 43, 44, 47, and 50 in
the green range; 51, 53, 54, 58, and 59 in the blue range; 30, 35, 36, 37, and 38 in the red and
near-red range; and 60, 64, 65, and 66 in the coastal blue range.

Table 5. Band selection and accuracy analysis of different models in terms of bathymetry inversion
using ICESat-2 data as training data.

Model Satellite Image Train:Test
(Points) Band Band Ratio R2 RMSE (m)

Stumpf

PRISMA

2542:1600

54/50 0.82 1.98

DLSTM

all 63 bands

0.97 0.79

CNN-LSTM 0.96 1.00

BiLSTM 0.97 0.94

BoBiLSTM 30,35,36,37,38,42,43,44,47,
50,51,53,54,58,59,60,64,65,66 42/58,50/54 0.97 0.82

Stumpf

Sentinel-2

0.81 1.97

DLSTM

all 12 bands

0.92 1.43

CNN-LSTM 0.94 1.54

BiLSTM 0.95 1.50

BoBiLSTM 2,3,4 3/2 0.95 1.08

When Sentinel-2 images were used, although only limited bands were available,
BoBiLSTM still outperformed the other four models. Once again, the Stumpf model
delivered the worst result among the five models; its R2 is 0.81 and its RMSE was near 2 m.
Compared to the Stumpf model, the DLSTM, CNN-LSTM, BiLSTM, and BoBiLSTM models
all had higher correlations, with R2 values above 0.92 and RMSE values below 1.54 m. The
BoBiLSTM model outperformed the other deep learning models in terms of R2 (0.95) and
RMSE (1.08 m) values. This was because the optimized bands and band ratios were fed to
the BoBiLSTM model: three effective bands and one effective band ratio were selected in the
band optimization process of the BoBiLSTM model, while other deep learning models used
all twelve bands as inputs. In the Sentinel-2 image, the bands selected by the BoBiLSTM
model that account for the largest proportion of the ICESat-2 data are the green and red
bands, with eigenvalues of 0.69 and 0.25, respectively.

As shown in Figure 4, compared with the bathymetric inversion of various models,
the DLSTM model had the highest accuracy in terms of bathymetric inversion when the
PRISMA image was used, followed by the BoBiLSTM model, whose results are very close
to those of the DLSTM model. The BoBiLSTM model had the highest accuracy in terms of
bathymetric inversion when the Sentinel-2 image was used. When the water depth was
greater than 20 m, the depth accuracy of the PRISMA image was higher than that of the
Sentinel-2 image (as shown in Figure 4e,j).

The bathymetry inversion maps generated using PRISMA and Sentinel-2 images are
shown in Figure 5. The bathymetric maps of all models retain relatively continuous and
intuitive isobaths, and intervals of 5 m are used as division points. Compared to the
reference bathymetry map [72], which has a spatial resolution of 2 m, the bathymetry
maps inverted using the DLSTM, BiLSTM, and BoBiLSTM models match the reference
bathymetry map better than the bathymetry maps inverted using the Stumpf model. They
are suitable for hyperspectral and multispectral images. The bathymetry inversion effect of
the CNN-LSTM model on the Sentinel-2 image (Figure 5g) is good, but it is very poor on
the PRISMA image (Figure 5f). It shows that the CNN-LSTM model is more suitable for
bathymetry inversion of multispectral images.
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Figure 5. Reference bathymetry map and bathymetry inversion maps extracted from satellite imagery
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maps from Stumpf based on the PRISMA image and the Sentinel-2 image; (d–k) bathymetry inversion
maps of different deep learning models based on the PRISMA image and the Sentinel-2 image.
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However, there are of course some obvious differences in some patch areas. The
optimal band and band ratio selected from the PRISMA image contain more spectral infor-
mation, so all points on the inverted bathymetry map tend to be smooth and the transition
of bathymetry fluctuations is relatively smooth. For the PRISMA image, the DLSTM model
(Figure 5d), BiLSTM model (Figure 5h), and BoBiLSTM model (Figure 5j) are relatively
similar in the shallow water area within 5 m. The DLSTM model significantly underesti-
mated water depth from 10 m to 15 m, the BiLSTM model significantly underestimated
water depth greater than 20 m, and the BoBiLSTM model significantly overestimated water
depth greater than 25 m.

The Sentinel-2 image has a wider frequency band and adjacent pixels in the bathymetry
inversion image contain similar water depth information, with the edges thus appearing
jagged in the water depth fluctuation. For Sentinel-2 images, the DLSTM model (Figure 5e),
CNN-LSTM model (Figure 5g), and BoBiLSTM model (Figure 5k) are similar in shallow
water areas within 5 m. However, the BiLSTM model overestimated in shallow water
areas within 5 m. The CNN-LSTM model and the BiLSTM model had similar accuracy in
bathymetry inversion when water depth exceeded 20 m. The BoBiLSTM model underesti-
mated when water depth exceeded 20 m. Compared to the reference bathymetry map, the
bathymetry performance of the BoBiLSTM model based on the PRISMA image is higher
than that of the BoBiLSTM model based on the Sentinel-2 image.

3.2. Bathymetry Inversion Using Multibeam Scan Data

Compared to the ICESat-2 sensor, the multibeam sensor can detect the ocean floor to a
depth of several thousand meters; therefore, it is a good idea to use multibeam data to test
whether the proposed BoBiLSTM model’s performance is consistent with ICESat-2 data
and test the maximum depth that can be inverted. In this experiment, the data volume of
the multibeam sensor is relatively small (only 751 points used), so the inversion accuracy of
the deep learning model on the test set in this study area may be high, but the water depth
inversion of the entire image has overfitting. Among the 751 points, 601 points are used for
training and 150 points are used for testing.

The results of multibeam bathymetry inversion are shown in Table 6. Due to the small
amount of multibeam scan data, the BoBiLSTM model was used to explore the relationships
between bands and water depth. The highest correlation between PRISMA image bands
and water depth changed to band 43 and band 44, and the sum of the contribution values
was close to 0.6. Compared with ICESat-2, the proportion of other bands is slightly increased
and can also reach 30% of the water depth contribution: 7 and 27 in the near-red range;
40, 41, 42, 45, 46, 47, 48, and 49 in the green range; 54 and 56 in the blue range; and 62, 63,
64, and 65 in the coastal blue range. The most commonly used band combination selected
by the Stumpf model is blue–green bands 49 and 56. In the Sentinel-2 image, the bands
selected by the BoBiLSTM model that account for the largest proportion of the multibeam
scan data are green bands, with an eigenvalue of 0.833.

Compared to the traditional Stumpf model, the deep learning models have high
correlation, with R2 values of 0.97 and RMSE values of about 1.5 m. Since there are only
150 water depth points in the test set, the RMSE difference of all deep learning models is
not very large. Therefore, it is more accurate to analyze water depth inversion accuracy
in combination with Figure 6 in this experiment. The BiLSTM model (Figure 6d) and
BoBiLSTM model (Figure 6e), using the PRISMA image, can measure water depth values
greater than 25 m, and the BoBiLSTM model achieved the best results (R2, 0.97; RMSE,
1.43 m). The test set results of the DLSTM model and BoBiLSTM model are similar within a
water depth of 20 m. When the Sentinel-2 image was used, the DLSTM model (Figure 6g)
and BoBiLSTM model (Figure 6j) could measure water depths greater than 25 m, while
other deep learning models (Figure 6h,i) could only measure water depths within 25 m. It
is also worth mentioning that compared to the Sentinel-2 image’s results, the accuracy of
the PRISMA image’s results was significantly improved when water depth was more than
20 m (see the comparisons in Figure 8).
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Table 6. Band selection, band ratios, and accuracy analysis of different models in bathymetry
inversion using multibeam data as training data.

Model Satellite Image Train:Test
(Points) Bands Band Ratio R2 RMSE (m)

Stumpf

PRISMA

601:150

56/49 0.86 2.91

DLSTM

all 63 bands

0.97 1.42

CNN-LSTM 0.97 1.35

BiLSTM 0.97 1.51

BoBiLSTM
7,27,40,41,42,43,44,45,

46,47,48,49,54,56,62,63,
64,65

49/56,43/54,
44/54 0.97 1.43

Stumpf

Sentinel-2

3/2 0.84 3.06

DLSTM

all 12 bands

0.97 1.44

CNN-LSTM 0.97 1.40

BiLSTM 0.95 1.65

BoBiLSTM 2,3,4 3/2 0.97 1.63

The bathymetry inversion maps generated using PRISMA and Sentinel-2 images are
shown in Figure 6. The bathymetry maps of all models retain relatively continuous and
intuitive isobaths, and intervals of 5 m are used as division points. When the multibeam
scanning data have fewer samples and more band characteristics, the bathymetry inversion
of the Stumpf model predicts more water depth values greater than 0 m. The DLSTM
model (Figure 7d,e), CNN-LSTM model (Figure 7f,g), and BiLSTM model (Figure 7h,i)
have poor water depth retrieval results with the PRISMA image and Sentinel-2 image and
cannot clearly distinguish the gradient change in the underwater topography of the area
within 20 m. This shows that these models are overfitting in the process of predicting water
depth. However, the effect of the bathymetry inversion map of the BiLSTM model is higher
than that of the previous two models, and the texture details of water depth can also be
identified, especially with the PRISMA image (Figure 7h). This result also confirms the
original conjecture of this study, which is that the BiLSTM model can store bidirectional
encoding information at the same time. Based on this model, it is further proposed that
the BoBiLSTM model is more suitable as a deep learning model for bathymetry inversion.
The bathymetry inversion map of the PRISMA image made using the BoBiLSTM model
(Figure 7j) is similar to the multibeam bathymetric map (Figure 7a) and can describe changes
in bathymetric texture. Whether in shallow water or deep water, the bathymetric inversion
effect of this model is very good. The BoBiLSTM model (Figure 7k) based on the Sentinel-2
image can identify shallow and deep water areas, but bathymetric measurements beyond
15 m are overestimated.
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Figure 7. Reference bathymetry map and bathymetry inversion maps extracted from satellite imagery
using multibeam scan data. (a) Reference bathymetry map; (b,c) bathymetry inversion maps from
Stumpf based on the PRISMA image and the Sentinel-2 image; (d–k) bathymetry inversion maps of
different deep learning models based on the PRISMA image and the Sentinel-2 image.
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4. Discussions

This paper proposes a BoBiLSTM model that combines in situ water depth with
band reflectance from satellite imagery for important feature selection. The model can
bidirectionally learn water depth information both in shallow water areas and the relatively
deeper water areas through the bidirectional configuration of the network, thus obtaining
more characteristics for sensitive water surface reflectance. By adding the band optimization
layer, the BoBiLSTM model can capture the important sequence information of each batch of
training sets and provide more information about the water column and bottom conditions
in a more efficient and lightweight way. In order to evaluate the robustness of different
deep learning models, we plotted the depth profiles of a line segment (the AB line in
Figure 1a) to compare the results inverted by the four deep learning models against the
reference bathymetry values, as shown in Figure 8. Through this study, it can be seen that
the proposed BoBiLSTM model could accurately detect and select the most important bands
for water depth inversion when either ICESat-2 or multibeam data were used. Previous
studies have applied water depths in different depth ranges according to the water surface
reflectance in different bands [24,83]. As the water depth decreases, the sensitive band
of water body reflection changes from the green band to the near-red band [83], and the
bathymetric contribution in extremely shallow areas cannot be ignored [84]. In this study,
these factors are largely considered by the BoBiLSTM model, which can extract the water
depth information contained in important bands and band ratios without dividing the
depth into segments, with the accuracy of bathymetry inversion in the entire region thus
significantly improved.

In this study, ICESat-2 provided less training points for areas where water depth is
beyond 20 m, which is mainly due to the fact that as the water depth increases, more
laser energy is absorbed by the water column, resulting in insufficient bottom reflection
energy [65]; thus, the errors in predicting deep water areas will also increase. On the
other hand, when multibeam data were used as training data, bathymetric maps with
relatively high accuracy could be generated from the PRISMA image (Figure 7j). This
is mainly due to evenly distributed multibeam sounding points both in planimetric and
vertical directions because, unlike ICESat-2, multibeam sounding systems are capable of
measuring points at any depth. When water depth exceeded 15 m, bathymetric accuracy
with the Sentinel-2 image decreased significantly and the attenuation effect of depth changes
on the near-red band was more obvious [26,28]. Table 7 shows a comparison of errors
between the bathymetry maps retrieved from the PRISMA image and the Sentinel-2 image
using different deep learning models and the reference bathymetry map. The maximum
depth of the reference bathymetry map for this study area is 33.38 m, while the PRISMA
image predicts a depth of more than 25 m (RMSE of 2.35 m) and the Sentinel-2 image
predicts a depth of about 20 m (RMSE of 2.47 m). For the PRISMA image, the bathymetry
inversion map generated using multibeam data is comparable to that of the map made
using ICESat-2 data, thus verifying that the proposed BoBiLSTM model has stronger
robustness and achieves higher bathymetry accuracy. In summary, either using ICESat-2
data or multibeam data as training data, the hyperspectral images (PRISMA) provide
higher quality bathymetric maps than multispectral images (Sentinel-2) do in SDB.

This study verified whether the bathymetry map generated by the BoBiLSTM model
combined with hyperspectral image (PRISMA) meets the S-57 standard [85] (Table 8). For
the S-57 standard, the bathymetry maps retrieved by the BoBiLSTM model exceed the A2
and B level in both shallow and deep areas of water and therefore can be used as navigation
information according to the International Hydrographic Organization (IHO). However,
more comprehensive tests are required to support this claim.
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Table 7. Accuracy of bathymetry inversion maps made using different deep learning models against
the reference bathymetry map.

Model Satellite Image Dataset Train:Test
(Points)

Bathymetric
Points

Max Predicted
Depth (m) RMSE (m)

DLSTM

PRISMA

ICESat-2 2542:1600

42,503 29.86 2.81

CNN-LSTM 42,509 9.84 7.34

BiLSTM 41,772 22.61 2.91

BoBiLSTM 40,466 29.91 2.72

DLSTM

Multibeam 601:150

42,509 16.96 7.03

CNN-LSTM 42,509 16.36 6.55

BiLSTM 42,419 28.92 5.44

BoBiLSTM 41,845 27.87 2.35

DLSTM

Sentinel-2

ICESat-2 2542:1600

42,473 16.15 2.86

CNN-LSTM 42,473 22.44 2.47

BiLSTM 42,164 21.05 3.25

BoBiLSTM 42,453 17.15 2.54

DLSTM

Multibeam 601:150

42,489 7.60 6.74

CNN-LSTM 42,489 4.94 6.60

BiLSTM 42,489 4.10 7.79

BoBiLSTM 42,487 29.06 3.13

Table 8. Error and accuracy distribution between the predicted bathymetric results of different
models and the in situ depth in the study area.

Model Satellite
Image Dataset Train:Test

(Points)
Bathymetric

Points
Depth

Range (m) RMSE (m)
Required
Accuracy

(±m)
CAT-ZOC

BoBiLSTM PRISMA

ICESat-2 2542:1600
1048 0–10 0.66 0.6 A1

249 10–30 1.41 1.6 A2 & B

Multibeam 601:150
45 0–10 1.20 1.2 A2 & B

81 10–30 1.82 1.6 A2 & B

5. Conclusions

In this study, we proposed the BoBiLSTM model for bathymetry inversion from
satellite imagery. This model can bidirectionally encode water depth information both in
shallow and relatively deeper water areas and acquire more characteristics of the sensitive
bands of off-water reflectance. Both traditional empirical models and semi-analytical
models use single-band or dual-band photogrammetry for bathymetry inversion, which
cannot accurately represent the physical mechanism of bathymetry for hyperspectral images
and multispectral images. The BoBiLSTM model provides the reflectivity information of
more important bands in a more lightweight and robust way. It eliminates band information
that contributes less to bathymetry inversion in hyperspectral or multispectral images and
overcomes the disadvantage that deep learning models usually face in terms of requiring a
large amount of training data. A series of experiments were conducted in the southeast
of Molokai Island. The experimental results show that when the BoBiLSTM model is
applied to a PRISMA image, it achieves RMSE values of 0.82 m (ICESat-2 as training data)
and 1.43 m (multibeam as training data), and when the BoBiLSTM model is applied to a
Sentinel-2 image, it achieves slightly lower RMSE values of 1.08 m (ICESat-2 as training
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data) and 1.63 m (multibeam as training data). Because the PRISMA images are rich in
spectral information compared to multispectral images like Sentinel-2 images, more depth
information can be retrieved when PRISMA images are used (beyond 25 m deep) compared
to when Sentinel-2 images are used (around 20 m deep). Therefore, it can be concluded that
the BoBiLSTM model is more robust than the Stumpf, DLSTM, CNN-LSTM, and BiLSTM
models. The BoBiLSTM model also has exceptional performance in relatively deeper ranges,
which is quite important if SDB models are to be used operationally. Through comparative
analysis with the IHO standard, the bathymetry map generated using the BoBiLSTM model
and the hyperspectral images (PRISMA) meets the requirements of S-57 for both shallow
and relatively deeper water areas. Therefore, the proposed BoBiLSTM model has great
potential in operational use of bathymetry. Future, studies will explore the use of the
BoBiLSTM model in different environments and apply it to different sensors, like EnMAP,
while making the model more user-friendly for people to be able explore other applications,
such as multi-temporal bathymetry inversion and the classification of seabed topography.
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