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Abstract

:

We assess the viability of deploying commercially available multispectral and thermal imagers designed for integration on small uncrewed aerial systems (sUASs, <25 kg) on a mid-size Group-3-classification UAS (weight: 25–600 kg, maximum altitude: 5486 m MSL, maximum speed: 128 m/s) for the purpose of collecting a higher spatial resolution dataset that can be used for evaluating the surface energy budget and effects of surface heterogeneity on atmospheric processes than those datasets traditionally collected by instrumentation deployed on satellites and eddy covariance towers. A MicaSense Altum multispectral imager was deployed on two very similar mid-sized UASs operated by the Atmospheric Radiation Measurement (ARM) Aviation Facility. This paper evaluates the effects of flight on imaging systems mounted on UASs flying at higher altitudes and faster speeds for extended durations. We assess optimal calibration methods, acquisition rates, and flight plans for maximizing land surface area measurements. We developed, in-house, an automated workflow to correct the raw image frames and produce final data products, which we assess against known spectral ground targets and independent sources. We intend this manuscript to be used as a reference for collecting similar datasets in the future and for the datasets described within this manuscript to be used as launching points for future research.






Keywords:


atmosphere–land-surface interactions; multispectral imagery; unmanned aerial systems (UASs); radiometric correction; orthomosaics; surface energy balance; observational datasets; mid-size UAS; data collection; reflectance capture












1. Introduction


The ability to forecast the earth–atmosphere system relies on the comprehension of the mechanisms influencing the surface energy balance between the land surface and atmosphere [1,2,3,4]. The observational datasets on which this foundational knowledge has been built have traditionally relied on two sources: satellite imagery [5,6,7,8] and in situ surface measurements (towers) [1,4,9,10].



Land surface imagery traditionally used in atmospheric research comes from earth observation satellites including the Moderate Resolution Imaging Spectroradiometer (MODIS) [11], Landsat [12], Sentinel-2 [13], and other government-operated systems. These systems operate in sun-synchronous polar orbits and continually collect data at varying resolutions and revisit times [14]. While the observational data collected by satellites are useful for a plethora of studies, these data may not be suitable for applications which require either temporal control, since they are limited to revisit times determined by satellite orbits and cloud cover, or a spatial resolution finer than 10 m.



The data that inform the surface energy balance provided by flux or eddy covariance towers are from a staple of studies of land–atmosphere interactions and boundary layer meteorology [15]. The basic configuration of these systems consists of a net radiometer and sonic anemometer. While tower instrumentation is not weight- or power-constrained, its fixed location at a single altitude limits measurements to the surrounding environment. These individual sites can be used together as a network, such as FLUXNET, or to create a ‘site-averaged dataset’ [2,3,10,16]. Airborne measurements, though limited by payload weight and power usage, can overcome these platform limitations, sampling across a wider area than towers can provide and at a cadence and schedule that satellites cannot match.



One recent advancement to fill this gap has been the use of sUASs (<25 kg) with multispectral imager payloads. These multispectral imagers have been tested thoroughly on sUASs and have been featured in numerous publications [17,18,19]. These systems offer an advantage over satellite imagery in their ability to provide thermal and visible imagery at a higher resolution (~4 cm/pixel) and have been deployed successfully in the areas of precision agriculture, forestry, and civil engineering [20,21,22,23]. They are quick to deploy and redeploy, generally fly up to an altitude of 120 m Above Ground Level (AGL), and have a battery life of 20–40 min, capturing surface imagery at a ground speed of ~15 m/s. These imagers usually capture RGB, red-edge, and near-infrared (NIR) data, but some are equipped to synchronically collect thermal imagery (long-wave infrared; LWIR) while others collect hyperspectral wavelengths. The thermal imagery provides greater surface detail than infrared thermometers deployed on the same platform because the thermal imagers measure skin temperature for every pixel within the field of view. The raw image frames are aligned and stitched together to create high-resolution-image products, which are rectified via ground control points to create orthomosaics. Using the technique of structure from motion, the processing software can also create digital elevation models of the bare ground and canopy surface [24]. The calibrated multispectral data can be combined to derive atmospherically relevant surface properties such as albedo, surface reflectance, skin temperature, and various vegetative indices. It has been demonstrated that calibrated orthomosaics with one or two source energy budget models can be used to map surface radiation, improving upon the single point source that a flux station provides [25]. Using an sUAS as a platform to study the surface energy budget and assess surface heterogeneity is constrained by its limited battery lifetime and area coverage [26].



A better platform for assessing land surface–atmospheric coupling is a mid-size (Group 3) UAS (>25 kg and <600 kg) that can deploy continuously for multiple hours one to two times a day and can image an area suitable for cloud-resolving model spatial boundaries (~km2) at a spatial resolution on the order of ~1 m, one to two orders of magnitude greater than the current datasets used for atmospheric/land interaction studies. These platforms capture land surface imagery with repeatable accuracy via programmable flight plans and adaptable autopilots that adjust to the current wind vectors [27].



However, there are challenges with deploying these imagers designed for sUASs on mid-size UASs. Land surface images taken from higher altitudes may introduce artifacts from aerosol and water vapor scattering/absorption in the air column. When flying for longer durations, there will be fluctuations in irradiance due to changing solar angles and variability in the aerosol and water vapor concentration across the collection area [26]. In addition, the aircraft will experience stronger winds aloft, causing large differences in ground speed as the aircraft experiences headwinds and tailwinds, affecting the fidelity of the final orthorectified product. Additionally, a fixed-wing mid-size UAS is not as nimble as an sUAS. Thus, the aircraft will spend more time maneuvering to line up with the next flight line.



In this paper we address these challenges directly, evaluating calibration methodologies that include the use of reflectance tarps along our flight path for empirical line fit reflectance corrections. We experiment with different flight planning strategies and image capture techniques that ensure proper image overlap and capture with minimal time in the air. The utilization of the data from the downwelling light sensor version 2 (DLS2) to correct for changing solar illumination conditions is discussed. An intercomparison of the Altum thermal imager covering the same wavelength and a similar field of view (FOV) with a thermal infrared thermometer (IRT) onboard the UAS is also shown. Finally, we present orthomosaics generated in flight and propose future work and applications of this dataset.




2. Materials and Methods


The data presented in this paper were captured during flights with a mid-size, Group 3 UAS in November 2021 over the Department of Energy Atmospheric Radiation Measurement (ARM) Southern Great Plains (SGP) site and in February 2023 within the Pendleton, Oregon, UAS Range (PUR). The imager used in all flights is the Altum developed by MicaSense. The post-processing routine was developed at the Pacific Northwest National Laboratory (PNNL) using elements from MicaSense’s Python tools and the United States Geological Survey’s guide to structure-from-motion photogrammetry using the imagery processing software Agisoft MetaShape [28]. The final imagery products are orthomosaics with TIF extensions with reflectance values for red, green, blue, red-edge, near IR, and long-wave IR (thermal) bands and a digital elevation model (DEM).



2.1. Mid-Size UAS Description


The ARM Aerial Facility (AAF) [29] has been operating the Navmar Science Corporation (NASC, Warminster, PA, USA) ArcticShark Uncrewed Aerial System (UAS) since 2017 [30]. The ArcticShark is a custom-built variant (TS-B3-XP-AS) of the standard TigerShark Block 3 (TS-B3-XP) UAS, which is optimized for routine atmospheric sampling with the addition of a variable pitch propeller, lower noise profile, lower vibration levels, and 3 kW of payload power [31]. The conditions of flight are more akin to a general aviation aircraft than a fixed-wing or multirotor sUAS. While the ArcticShark was undergoing upgrades and modifications in 2021, the AAF staff collaborated with the Mississippi State University (MSU) Raspet Flight Research Laboratory (RFRL) to fly the ArcticShark scientific payload on an RFRL TS-B3-XP TigerShark. A description of all the datasets obtained from the AAF payload can be found here [32]. A comparison between the TigerShark XP and ArcticShark is shown in Table 1.



The aircraft is operated using Cloud Cap’s Piccolo autopilot, which allows for repeatable, pre-programmed flight plan execution. The autopilot produces a log of aircraft performance variables including pitch, roll, and yaw, which can be compared to the imager’s metadata.




2.2. Altum Imager and Calibration


The MicaSense Altum imager is a commercial off-the-shelf synchronized multispectral and thermal camera combined with a GPS unit and downwelling light sensor [33]. The Altum sensor captures multispectral images of the land surface across five optical bands (48° horizontal FOV (HFOV) × 36.8° vertical FOV (VFOV)) and one long-wave infrared thermal band (57° HFOV × 44.3° VFOV). The spectral bands details are shown in Table 2. In the optical bands, the sensor measures reflected radiance and converts it to digital numbers (DN) using calibration coefficients. The emitted thermal data are recorded in the same manner.



The imager was mounted to the ventral side of each aircraft in the main payload bay. The camera was installed in the payload bay in a custom 3D printed case in the “landscape” position such that the HFOV was maximized for image overlap. The assembly was mounted directly to the aircraft rather than on a gimble to avoid obstructing the path of air feeding the engines. This configuration limits usable images to those collected during ‘straight and level’ flight, which we defined as ±3° in pitch and roll.



The DLS2 light sensor was mounted on the dorsal side of the aircraft on a custom plate parallel to the aircraft’s angle of attack from which it could be easily unclipped for pre-flight magnetometer calibrations (see Figure 1a). For our configuration, we used the DLS2’s integrated GPS for positional accuracy. Images were captured every 2 s, which provided sufficient time for the completion of the automatic thermal non-uniformity correction (NUC) for changing internal temperature of the sensor. The imager was powered from the aircraft’s onboard data acquisition system. Horizontal overlap was accounted for when creating the UAS’s preprogrammed flight plans for image capture.



The DLS2 provided synced measurements of direct and diffuse irradiance and sun-to-sensor angle. This information was recorded in the metadata of the TIFF images. These measurements were used to correct for changing lighting conditions along the flight path (such as changing cloud cover).



The standard calibration practice for collecting calibration data for an Altum multispectral camera is to take pre- and post-flight images of a calibration panel (15 × 15 cm) of known reflectance; see Figure 1. However, this method was infeasible for a mid-size UAS. To image the panel, the entire platform had to be tilted, resulting in different incoming solar incidence angles for the DLS2 unit and the panel. Additionally, post-flight panel captures with both the DLS2 and panel in sunlight were not possible due to the high solar elevation angle and the bulbous nose of the ArcticShark casting shadows on the panel. This calibration method was determined to be infeasible for mid-sized UASs. Instead, Tetracam™ calibration tarps with 11% and 48% absolute reflectance in the range of 400 nm to 850 nm were routinely imaged by the camera while in flight (See Figure 2). This method provided a far more accurate calibration and could be used to assess impacts from aerosol and water vapor (scattering) on measured surface reflectance.



For validation of the MicaSense™ thermal imager, a ventral Apogee SI-411-SS infrared thermometer (IRT) with a 44° FOV was flown. The Apogee IRT samples 60% of the Altum thermal sensor surface area. In our sampling area at the DOE ARM Southern Great Plains atmospheric observatory, there were a 25 m and a 10 m tower with a down-looking IRT (Heitronics 700). These Apogee and Heitronics IRTs have been compared over asphalt with good agreement [34].



One feature of operation which differed greatly between operating this camera on an sUAS and on a mid-size UAS was the treatment of target altitude. sUASs are generally flown under 14 CFR part 107 guidelines to a maximum altitude of 120 m (400 ft). Therefore, altitude control of these platforms by their autopilot is treated as a range between target altitude and a lower limit (target altitude − X). For larger aircraft, the programmed altitude is thought of as having a tolerance range treated as target altitude ± X. The Altum imager’s capture range is designed to be programmed using the sUAS method. Therefore, to set the Altum’s image capture to match the mid-size UAS’s flight altitude in the software, we use Formula (1).


Target Altitude|True = Target Altitude|Programmed − X [m],










X = desired range ± altitude



(1)






2 × X = programmed range 












2.3. Flight Pattern Development


The objective of the pre-programmed flight pattern is to acquire images with sufficient overlap between frames to derive a topographic surface while minimizing the time aloft. Completing the acquisition as quickly as possible minimizes the change in solar and atmospheric conditions. An overlap of 75% was adopted based on the software vendor’s recommendation for orthomosaic production. If 75% overlap is not achieved, the processing routine renders it as a gap or blank space in the final orthomosaic. For these deployments, a flight pattern commonly referred to as a “lawn mower” was used to capture imagery across a broad area. Initial flight patterns had the ArcticShark fly the sampling legs sequentially and covered an area of 10 km2. At 610 m AGL, the flight legs were 95 m apart to maintain 75% overlap between adjacent images (Figure 3). Because the turning radius of the aircraft significantly exceeds 0.5 × 95 m, this flight pattern resulted in rapid, banked (teardrop) turns at the end of the legs. This additional maneuvering greatly increased the flight time to 90 min for completion.



A more efficient method is to fly an alternating leg pattern where the turns can be planned to match the mid-size UAS’s turning radius. The alternating leg flight plan was first tested in the ArcticShark’s Piccolo flight simulator, which was developed by Cloud Cap. For a 9.2 km2 coverage, the flight was predicted to take an estimated 60 min at 610 m, with 95 m horizontal spacing between legs, and 30 min at 1220 m, with spacing between legs increased to 61 m. The benefits of flying higher and reducing sampling time are that it reduces changes in lighting conditions during sampling and saves on flight costs. During flight operations in February 2023, the ArcticShark flew the alternating leg pattern (Figure 3) at 915 m AGL, covering 7 km2 in 45 min, verifying the flight simulator estimates. This amount of time is nominally the same as it takes to capture a 1 km2 area with an sUAS platform.



Horizontal overlap is solely dependent on HFOV, the aircraft altitude, and the width of the flight legs, all of which are known before flight. The forward overlap is dependent on VFOV, the aircraft altitude, and ground speed. Only true airspeed (TAS) can be programmed by the Piccolo autopilot, not ground speed. Ground speed can be variable in flight due to winds aloft, and thus, there is no single capture rate that can be used to precisely maintain 75% overlap throughout the flight. The aircraft’s true airspeed is typically around 33 m/s, and 26 m/s is the fastest wind speed aloft at which the aircraft can operate. Thus, without winds, the ground speed is 33 m/s, and the maximum ground speed the UAS can theoretically experience in flight is 59 m/s. To ensure that the capture rate at a planned flight altitude is equal to or greater than 2 s, the capture rate is calculated using Equation (2). Sample capture rates are listed in Table 3. The practical reason for calculating capture rate rather than defaulting to an acquisition rate of 2 seconds is to reduce data storage and post-processing time.


    T   c a p t u r e   =     1 − O   G s     ∗ A ∗ 2 ∗   tan  ⁡      1   2   V F O V    ,   










Tcapture = capture rate (s)                         










Gs = ground speed (m/s)                         



(2)






O = fractional overlap (e.g., 0.75 = 75%)










A = altitude (m)                                       










VFOV = vertical field of view (°)           











The variability in the ground speed, however, can be reduced by flying perpendicular to the wind direction, as shown in Figure 3. During flight operations in February 2023, this methodology was successfully demonstrated with the aircraft flying at a TAS of 33.3 ± 1 m/s in 15 m/s winds from 223°. The headings of the legs (155° and 335°) were determined by utilizing the North America Model (NAM) prediction of winds from 245°. Although this prediction was slightly incorrect, the ground speed on the 155° legs was 26 ± 1.4 m/s, and on the 335° legs, it was 37.5 ± 1.6 m/s. This 11.6 m/s difference in ground speed was roughly three times better than the 30 m/s expected difference had the aircraft flown parallel to the winds. The aircraft’s average crab angle (difference in the yaw direction from the heading) of 24.8 ± 40 had no impact on the ability to generate a merged mosaic. A second way to mitigate the impact of wind resistance is to fly at higher altitudes, as the camera does not require as fast an acquisition rate to maintain adequate frame overlap.




2.4. Post-Processing


Post-processing is the routine used to create analysis quality orthomosaics from individual raw frames. The first step is to apply radiometric corrections to each individual frame and convert the data from radiance images to reflectance. The next step involves stitching the images together to create an orthorectified mosaic, or orthomosaic, of the land surface with a corresponding DEM. Finally, we perform an empirical line fit to validate the reflectance measured at each altitude of image capture.



Each image is corrected for the sensor calibration, lens distortions, vignette effects, sun angle, and atmospheric effects (scattering and absorption). Traditionally with an sUAS, the standard operating procedure to convert UAS multispectral data to reflectance is to take pre- and post-flight measurements over an anisotropic target with known spectral properties (e.g. the panels mentioned in Section 2.3). These measurements are then used to calculate a coefficient to convert the DN directly to reflectance for each band in every image. Successful use of this procedure assumes that incoming solar radiation remains constant during the flight (constant lighting conditions). Such an assumption is frequently justified when flying short missions over small areas (10–20 min) but becomes problematic for longer missions and those taking place under partial cloud cover. Neither assumption is met for our application, requiring the development of an alternate processing workflow for the MicaSense data.



Since the longer flight times of mid-sized UASs result in changing solar conditions, we incorporate the DLS data into our correction approach. While in flight, the DLS2 measures incoming solar irradiance and sun angle at the precise time of image capture for each of the five bands of the camera and records this information in the metadata of the images. To calculate the apparent reflectance for each image frame, we ratio the DLS2 band spectral irradiance value to the radiance measured at the sensor (Equation (3)).


Rλ = π × Lλ/Iλ,

Rλ = band reflectance               

  Lλ = band radiance from image

   Iλ = band irradiance from DLS2



(3)







These data were further corrected by referencing the reflectance tarp values to determine empirical line fit coefficients for each band specific to a particular flight altitude. The corrected images were then input to the photogrammetry software Agisoft Metashape v1.4 to align and stitch the images into a larger composite image. The resulting image mosaics have a resolution of 20–60 cm/pixel depending on the altitude at which they were taken.



Our processing script follows the published USGS workflow to apply the structure from motion image algorithm in Agisoft to construct a dense cloud and 3D model of the surface [28]. The 3D model is used to produce a raster DEM of the area of image capture.



The final mosaics can be used to calculate leaf area index, albedo, and various other vegetative indices, such as Normalized Difference Vegetation Index (NDVI), Green Normalized Difference Vegetation Index (GNDVI), Normalized Difference Water Index (NDWI), surface temperature, and Enhanced Vegetation Index (EVI). From the thermal band, a mosaic of skin surface temperature is produced, and these measurements can be used to calculate evapotranspiration of vegetation crop stress indices.



We based our quantitative geometric and radiometric corrective schema on that described in Iqbal et al. 2018 [35]. The three-part semi-automated Python workflow we created is tailored for routine deployments, with user input required to specify the number of flying levels and the location of calibration tarps. The first script runs the uncorrected imagery through the MicaSense Python radiometric correction code so that the images are corrected for dark level, row gradient, and radiometric calibration to radiance. The second script uses Agisoft Metashape API code and automates the processes that would normally be done in the Agisoft Metashape GUI. Following the guidance of the USGS structure from motion workflow, we added parameters for camera alignment and gradual selection [24]. In the final part of the workflow, the empirical line fit is applied to the orthomosaics using published reflectance values for the tarps imaged at each flying level.



While not entirely open-source due to the licensing of Agisoft, our code, sample imagery data, and a step-by-step user guide are available for download via the ARM repository, and can be adapted for other imagery software APIs (such as Pix4d™), (https://github.com/ARM-DOE/camspec-air-processing, accessed on 23 July 2023). Both the unprocessed imagery collected and the final processed orthomosaics are available for download from the ARM archive (https://adc.arm.gov/discovery/#/results/s::camspec-air, accessed on 23 July 2023).





3. Results


The quality of orthomosaics produced with the Altum multispectral camera on a Group 3 UAS are discussed below. We found that this imager can collect surface data with a spatial resolution O(1 m), surpassing published datasets used for atmospheric science research, which use O(10–100 m) [3,6]. The orthomosaics of the caliber we produced can be used to probe the effects of surface heterogeneity at cloud resolving scales and at higher spatial resolutions than previous studies [2].



3.1. Calibration


Instead of the calibration panel, tarps of known reflectance, 11% and 48%, were overflown at multiple altitudes between 520–1360 m AGL (900–1740 m MSL) for calibration. Observing the tarps at different altitudes enabled the assessment of the effect of atmospheric scattering on data quality in addition to impacts from aerosol and water vapor. Figure 4 shows the published tarp reflectance values and mean 3 × 3 neighborhood pixel reflectance values centered on the tarps calculated for each altitude. For all altitude levels, individual tarps covered an area consisting of dozens of pixels and we selected a centered 3 × 3 subset of pixels to ensure that the neighborhood did not include edge values. We would expect more pronounced atmospheric scattering in the shortest wavelengths, thereby increasing the reflectance values in the corresponding bands. This effect would be especially noticeable over the dark target. We saw no such increase in reflectance values over either tarp, and in some cases, a decrease was observed. The apparent differences between the published tarp values and pixel values for the tarp images are likely due to noise in the DLS2 measurements used to ratio the image radiance values to reflectance. These data provided a valuable check, and the DLS2 sensor was returned to the vendor to further investigate the source of the offset.




3.2. Data Quality and Validation


3.2.1. Thermal Imagery Comparison to Infrared Thermometers


The IRT flown on the TigerShark (and ArcticShark) was an Apogee SI-411-SS that senses surface skin temperature using a thermopile [36]. Like the Altum thermal band, it also measures in the 8–14 μm wavelength range and has a similar FOV, allowing for excellent intercomparison between the sensors, as conducted in previous studies [37]. Serving as a further comparison, a 30 m tower at the SGP site is equipped with a Heitronics 700 IRT [38]. All three sensors were analyzed for flights covering the tower area. The aircraft Apogee and stationary Heitronics IRT sensors were compared only when their FOVs overlapped, demonstrating agreement within 0.25 °C during the day (Figure 5). The comparison of the UAS Apogee IRT to the Altum thermal band showed that the Altum sensor was, on average, 5 °C colder, which is consistent with the literature [34]. We believe that this is due to the thickness of the window on the thermal imager lens. Notably, Mei et al. found that the Apogee IRT surface temperature readings varied with altitude, likely resulting from changing internal temperature [32].



Referencing Figure 6, the aircraft flew a lawnmower pattern at 520 m AGL with the imager collecting images, climbed up to 1360 m AGL via a square based ladder pattern, and then performed a second lawn mower pattern at 1360 m AGL with the IRT and Altum in continuous operation. The reported surface temperature from the IRT decreased with altitude, affected by the colder temperatures aloft [32]. The Altum imager performs a thermal NUC correction for every 3° Celsius change in internal temperature. For the scatter plots, the thermal data within the FOV was averaged into a single point to compare the Altum thermal imagery with the IRT’s time series data. The Altum has a distinct cold bias when comparing skin surface temperature at both 520 and 1360 m AGL (Figure 6a,c). A weak trend in the bias is harder to detect (Figure 6a,b,d). A quantitative comparison is difficult as the IRT has a known dependence on internal temperature.




3.2.2. Multispectral Imagery: Comparison to Space-Born Multispectral and Hyperspectral Imagery


We compared the UAS imagery to satellite data for validation purposes over common ground features that were likely to be relatively stable—gravel pad, bare soil, and clear water (Figure 7). Two sources of multispectral satellite imagery were used for the comparison: DESIS and Sentinel-2. The DESIS hyperspectral sensor orbits on the US space station and collects data over the US at varying intervals. We downloaded a DESIS image for our area of interest, collected approximately four weeks before our mission (12 October 2021). The DESIS sensor has 235 bands of data, with five of those bands sharing a common center wavelength with Altum sensor bands. The Sentinel-2 platform, operated by the European Space Agency (ESA), consists of two satellites in complementary orbits. Each satellite carries a wide swath high-resolution multispectral imager with 13 spectral bands and collects data at a 10–60 m resolution every five days. We used Sentinel-2 data from an overpass on 11 October 2021.



Across the multispectral bands compared, the measurements taken from the Altum multispectral imager onboard the mid-sized UAS were within ±5% reflectance regardless of the surface sampled, with most samples within ±2% reflectance. The UAS measurements of the gravel pad had the best agreement to the satellite imagery, with four of five data points falling between the values of the satellite. This may have been because it was the least seasonally variable of the sampled surfaces between the sample dates, especially in the autumn, when the data were collected, which is a time period in Oklahoma in which the land surface can be markedly changed by precipitation and crop harvesting.




3.2.3. Other Validating Attributes


We can qualitatively assess the geometric and radiometric properties of imagery by inspecting the mosaics for distortion or holes in the final image. Using pre-programmed flight plans and the aircraft’s autopilot, we were generally able to achieve the necessary 75% image overlap required for aligning and mosaicking the images. The aircraft was successful in maintaining its flight path. In some cases where the aircraft flew nearly parallel with the winds, ground speed was elevated such that this overlap could not be achieved. Otherwise, using a capture rate of 2 seconds of overlap was sufficient to avoid distortion and gaps in the orthomosaics. We opted to disable hole filling to ensure that image distortion was minimized in the final mosaic.



Regarding the spatial accuracy of the orthomosaics, the Agisoft software performed an automated image-to-image alignment using the geometric information provided by the GPS inside the DLS2. No artifacts of misalignment are evident in the mosaics created from the individual image frames. The ground accuracy of the rectified orthomosaics was shifted from known features up to an offset of 18 m. To reduce this offset, ground control points can either be placed pre-flight or selected from distinct features in the image. Both methods would require human input to the workflow and were not employed here. Tight spatial accuracy was not a priority for this dataset; instead, the focus was on covering a large representative area of the sampled surface and processing with minimal human inputs. Image-to-image methods were tested to align the UAS image with a USGS orthophoto base, but the results were variable. The further refinement of these approaches is needed for incorporation into future versions of the automated workflow.





3.3. Final Products


Our final products include the multispectral data cube, thermal image, and a digital elevation model (DEM) stored as TIFF image mosaics. The multispectral reflectance imagery generated from each band can be leveraged to produce vegetative indices that shed light on different aspects of surface properties (e.g., Figure 8). The thermal imagery provides a distributed measure of skin temperature of the features in each pixel (soil, vegetation, water, etc.) The DEM provides high-resolution elevation information on both vegetation structure as well as topographic patterns across the image study area.



The final processed orthomosaics are available for download from the ARM archive (https://adc.arm.gov/discovery/#/results/s::camspec-air, accessed on 23 July 2023) [39].





4. Discussion and Conclusions


This manuscript may be used as a future reference for flying multispectral and thermal imagers on mid-sized UASs for atmospheric research. To account for variable ground speeds caused by the variable and stronger winds aloft, we recommend calculating the acquisition rate (Equation (2)) for each flight to ensure the 75% overlap required by certain post-processing routines. As we approach the threshold of the Altum’s fastest capture rate (1 Hz), the overlap requirements are limited by a ground speed of 59 m/s.



For the best calibration practices, we recommend using ground reference tarps placed in the target area to account for changing illumination conditions during extended flights. We developed an automated post processing workflow to address changing lighting conditions and the high volume of imagery collected. We assessed resulting orthomosaics against independent sources and found good agreement. While the 30–60 cm/pixel resolution of these orthomosaics is coarse compared to datasets captured on sUASs at lower altitudes (~4–10 cm/pixel) for precision agriculture science, civil engineering, etc., it is orders of magnitude finer than the data available in the atmospheric science community. Moreover, the lower spatial resolution is compensated by an increase in surface area captured. These types of datasets open new possibilities for informing and parameterizing surface energy budgets and the effects of surface heterogeneity on atmospheric processes. For example, the greater temporal flexibility of the UAS platform in this study could be used to sample evapotranspiration rates and leaf area index pre- and post-precipitation events. The future application of this processing routine can be used with the deployment of hyperspectral imagers for soil moisture detection or multispectral imagers with polarized lenses to enable target detection and classification. An ARM proposal call is scheduled to be announced in fall/winter 2024 to leverage this type of payload for scientific analysis.



As the computational complexity of models for land–atmosphere coupling increases, there is a community need for higher spatial resolution datasets to use for evaluation efforts and as initial and boundary condition data. For example, the state-of-the-art land surface model Noah-MP [40,41] has been used in convection-permitting resolutions at O(km) resolutions (He et al., 2019) [40] coupled with large eddy simulations (LES) at O(10–100 m) resolutions [41,42]. Such recent model developments will soon offer the possibility of representing land–atmosphere interactions at even finer scales, down to meters. This leaves many questions to be answered regarding the applicability of LSM model assumptions at such fine scales, requiring a large amount of evaluation data [2]. Not only are scales of modelling being refined, but new scientific questions are being posed, such as those regarding the impacts of urbanization and other human activities on the interactions between the land and atmosphere. Taken together, these considerations indicate a pressing demand for innovative data sources that can support the configuration and evaluation of current and future generations of models. Integrating UAS imagery into atmospheric modelling can play a part in meeting those demands. Reassessing what is currently known through model-based studies of land–atmosphere coupling at an unprecedentedly fine resolution can only be accomplished with commensurately higher resolution information about the surface driving conditions. This dataset will help drive advancement in the model complexity hierarchy from the idealized lower boundaries commonly used in LES today towards the highly complex and fully coupled models that the research community is progressing towards.
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Figure 1. (a) The DLS2 installed on the dorsal hatch of the ArcticShark. The Altum imager is installed on a 3D-printed bracket mount in the payload bay (not pictured). (b) The challenges of a pre-flight Altum calibration for a mid-sized UAS. The aircraft must be tilted for panel capture on the ground. Proper capture for calibration requires that the DLS light sensor and panel be in the same light. Often, the UAS cast a shadow on the panel. Instead, we chose to validate our measurements to large reflectance tarps deployed in the sample area. 
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Figure 2. Field deployment of dark (a) and bright (b) calibration tarps with 11% reflectance and 48% reflectance, respectively. 
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Figure 3. A flight plan demonstrating the alternating leg pattern. Note how waypoints 2 to 3 are not in sequential order. Because of the wide turning radius, the ArcticShark ‘jumps’ six legs to make the turns. The newer flight plan is faster and more efficient to use while flying. 






Figure 3. A flight plan demonstrating the alternating leg pattern. Note how waypoints 2 to 3 are not in sequential order. Because of the wide turning radius, the ArcticShark ‘jumps’ six legs to make the turns. The newer flight plan is faster and more efficient to use while flying.



[image: Remotesensing 15 03940 g003]







[image: Remotesensing 15 03940 g004 550] 





Figure 4. Apparent reflectance of calibration tarps across the spectral bands (shown as points) of the MicaSense sensor. Stars represent published reflectance values. Circles and triangles represent pixel values of reflectance images at different altitudes in meters. The spectral profile was collected at different altitudes to test for the effects of atmospheric scattering. On this day, we found no significant effect of atmospheric scattering, as there was no dependence on altitude. Note there is a deviation in the trend for the bright reference at altitudes 1300 and 1500 m, which we assume to be an erroneous reading from the DLS2. 
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Figure 5. 13 November 2021 flight. Comparison of the UAS IRT (vendor Apogee) and the ARM 30 m tower-based ground IRT (vendor Heitronics). Data points are compared when the FOV of the UAS IRT partially or totally overlapped with the ground IRT independent of altitude. 






Figure 5. 13 November 2021 flight. Comparison of the UAS IRT (vendor Apogee) and the ARM 30 m tower-based ground IRT (vendor Heitronics). Data points are compared when the FOV of the UAS IRT partially or totally overlapped with the ground IRT independent of altitude.



[image: Remotesensing 15 03940 g005]







[image: Remotesensing 15 03940 g006 550] 





Figure 6. (a) Bias map comparing the Altum thermal imagery with the IRT at 900 m MSL (520 m AGL) using the subsequent line flight plan shown in Figure 3; (b) scatter plots of the same comparison points; (c) bias map comparing the Altum thermal imagery with the IRT at 1740 m MSL (1360 m AGL) using the subsequent line flight plan. This orthomosaic demonstrates a sample of data wherein the orthomosaic contains a void. We used the vendor-recommended overlap setting (75% overlap) for the creation of the mosaic and DEM. The software removes images without sufficient overlap, resulting in a void. (d) Scatter plots of the same comparison points. 
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Figure 7. Comparison of UAS-acquired data with images from DESIS hyperspectral and Sentinel-2 (S2) sensors for common surfaces. The DESIS data were acquired four weeks before the UAS mission. 
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Figure 8. (a) True color rendering of sample imagery captured at 820 m AGL; (b) raster-calculated normalized difference vegetative index (NDVI) for the same scene. The sample orthomosaics produced represent a swath of land from the −97.4977 to −97.47793 degree longitudes and the 36.58585 to 36.63781 degree latitudes (WGS84). 
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Table 1. Description of mid-sized UASs.
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	Componet
	TigerShark XP
	ArcticShark





	Engine
	Herbrandson 337
	UEL 801



	Payload power available (W)
	800
	2500



	Wingspan (m)
	6.6
	6.6



	Payload Weight (max, kg)
	22
	45



	Gross Weight (kg)
	234
	295



	Time Aloft 1
	8–10 h
	8 h



	Typical True Airspeed (m/s)
	32
	32



	Nose type
	Streamline
	Bulbous







1 payload and flight profile dependent.
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Table 2. Centers and widths of the spectral bands recorded by the Altum by MicaSense.
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	Name
	Center
	Bandwidth





	Blue
	475 nm
	32 nm



	Green
	560 nm
	27 nm



	Red
	668 nm
	14 nm



	Red-edge
	717 nm
	12 nm



	Near-infrared
	842 nm
	57 nm



	Thermal
	11,000 nm
	6000 nm
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Table 3. Estimated capture rates to achieve 75% overlap of frames by altitude and ground speed.
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	AGL (m)
	AGL (m)
	Capture Rate * (s)

Gs = 33 m/s
	Capture Rate * (s)

Gs = 59 m/s





	609
	~2000
	3.1
	NA



	914
	~3000
	4.6
	2.5



	1220
	~4000
	6.1
	3.4







* While the capture rates are listed to the first decimal place, the image capture program can only be programmed in integers. Round down to determine the appropriate programmed capture rate.
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