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Abstract

:

Fire severity, which quantifies the degree of organic matter consumption, is an important component of the fire regime. High-severity fires have major ecological implications, affecting carbon uptake, storage and emissions, soil nutrients, and plant regeneration, among other ecosystem services. Accordingly, spatially explicit maps of the fire severity are required to develop improved tools to manage and restore the most damaged areas. The aim of this study is to develop spatially explicit maps of the field-based fire severity (composite burn index—CBI) from different spectral indices derived from Sentinel 2A images and using several regression models. The study areas are two recent large fires that occurred in Tunisia in the summer of 2021. We employed different spectral severity indices derived from the normalized burn ratio (NBR): differenced NBR (dNBR), relative differenced NBR (RdNBR), and relativized burn Ratio (RBR). In addition, we calculated the burned area index for Sentinel 2 (BAIS2) and the thermal anomaly index (TAI). Different tree decision models (i.e., the recursive partitioning regression method [RPART], bagging regression trees [Bagging], and boosted regression trees [BRT]), as well as a generalized additive model [GAM]), were applied to predict the CBI. The main results indicated that RBR, followed by dNBR, were the most important spectral severity indices for predicting the field-based CBI. Moreover, BRT was the best regression model, explaining 92% of the CBI variance using the training set of points and 88% when using the validation set. These results suggested the adequacy of RBR index derived from Sentinel 2A for assessing and mapping forest fire severity in Mediterranean forests. These spatially explicit maps of field-based CBI could help improve post-fire recovery and restoration efforts.
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1. Introduction


In recent decades, the likelihood of large wildfires burning at high intensity has increased in many regions of the world because of prolonged droughts and global warming [1,2,3]. Such fires often result in a heterogeneous pattern of biomass consumption [1,4,5,6], which is of great importance as it impacts several ecosystems properties, such as vegetation, soils, biodiversity, and water quality [7,8,9,10]. However, there is little information regarding the spatial heterogeneity of biomass consumed and the underlying mechanisms that regulate this variability at different scales [5,6,11,12]. Fire severity reflects the impact of fires in terms of the amount of plant biomass consumed (BC) or combustion efficiency [13,14] and has no single metric [13,15]. Therefore, various measures taken in the field such as changes in crown volume, the minimum diameter of branches remaining after fire, tree mortality, bare soil exposure, ash deposition, etc., are used as proxies for severity [13,16,17]. However, obtaining this information based only on fieldwork is a complex and expensive task, and it does not allow for obtaining spatially explicit knowledge of combustion efficiency and its effects. An effective alternative to provide spatially explicit information at a lower cost consists of using satellite images. Accordingly, and to integrate different measures of post-fire effects, Key and Benson [18] developed the composite burnt index (CBI) as a field assessment of the post-fire normalized burn ratio (NBR) spectral index derived from Landsat imagery. The CBI was originally developed and applied in the forests of the Western US and is used by interagency burned area emergency restoration (BAER) teams nationwide. In practice, the CBI index is assessed visually in situ based on the amount of fuel burnt, the level of soil carbonization, as well as the degree of vegetation recovery [18,19]. Five post-fire strata are assessed in 30 × 30 m plots: (1) substrate (material lying on the ground); (2) grasses, short shrubs, and small trees (<1 m tall); (3) tall shrubs and young trees (<5 m tall); (4) intermediate trees (5–20 m tall); and (5) large trees (>20 m tall). Assessments are made individually and then combined to obtain an overall CBI value at the plot level.



Although the CBI protocol is often used to assess the severity of forest fires, it has been criticized mainly because it does not consider differences in the percentage cover of vegetation strata [20,21]. As an alternative, De Santis and Chuvieco [22] suggested a modified version of the CBI, the so-called geometrically structured composite burn index (GeoCBI), which additionally integrates the percentage cover of each vegetation layer to improve the relationship between the CBI and the spectral severity index. In addition, some researchers in North America have proposed the weighted composite burn index (WCBI) as an alternative to the CBI. Unlike the CBI, the WCBI integrates the influences of the different vegetation strata by weighting them according to their percentage cover [20]. However, as suggested by Gallagher et al. [23], the fact that post-fire percent cover is often estimated visually can introduce a bias into the calculations that is difficult to quantify.



Satellite-derived data is an important tool for estimating fire severity regionally as changes in moisture and chlorophyll content of vegetation result in large changes in reflectance. Indeed, a fire-induced decrease in chlorophyll and moisture in vegetation leads to a decrease in visible (VIS) and near-infrared (NIR) reflectance and an increase in short-wave infrared (SWIR) reflectance [24]. In this context, several spectral indices derived from remote sensing data have been used to assess fire severity in different ecosystems [5,6,20,25,26,27,28,29]. These indices differ by the combination of spectral bands used. There are spectral indices that combine the red-NIR spectrum, including the normalized difference vegetation index (NDVI) and the enhanced vegetation index (EVI), and spectral indices that combine the spectral range NIR-SWIR, including the burned area index (BAI), the char soil index (CSI), the thermal anomaly index (TAI), the normalized burn ratio (NBR) and its bitemporal indices, including the differenced normalized burn ratio (dNBR), the relative differenced normalized burn ratio (RdNBR), and the relativized burn ratio (RBR) [18,30,31,32,33]. In addition, some authors such as [34] have suggested that indices that integrate broader spectral bands, such as the burned area index for Sentinel 2 (BAIS2), are more suitable for fire severity assessment. Despite this wide range of spectral indices, the most used index in assessing wildfire severity is the NBR and its bitemporal counterparts [1,18,25,35].



The accuracy of those indices has been assessed by examining the correlation between the CBI index values obtained in the field and their counterparts obtained from each spectral index. With this in mind, the question of which models are best suited to relate these spectral indices to the CBI data was also explored. It has been shown that in some areas the second-order polynomial regressions outperformed linear models, given the non-linear behavior of CBI with respect to spectral data and signal saturation at high-severity levels [3,5,35,36]. However, in other ones, linear models worked rather well [26,37,38]. Finally, it should be highlighted that although there is a huge bulk of literature devoted to relating CBI based on spectral severity indices., there is much less research focused on estimating the accuracy of such models in the space creating spatially-explicit maps of the CBI predicted on such indices [39].



In this study, we proposed different severity indices derived from Sentinel images as well as different regression methods to develop spatially-explicit models that predict continuous CBI values in space. Moreover, and as far as we know, this approach is the first one applied in the South Mediterranean areas of North Africa. The performance of those spectral indices and regression methods was evaluated by calculating the adjustment (R2) between the predicted and the observed CBI and the root mean square error (RMSE). The main specific objectives of this study were: (i) to calculate various severity indices from pre- and post-fire Sentinel images (i.e., dNBR, RBR, dTAI and dBAIS2), (ii) to run different regression algorithms to predict the CBI based on previous spectral indices: recursive partitioning regression (RPART), regression trees based on bagging (Bagging), boosted regression trees (BRT), and generalized additive models (GAMs), (iii) to estimate which spectral index and regression method are the most accurate to predict the CBI, and, finally, (iv) to spatialize the predicted CBI over the entire study area. This study focuses on two forest fires registered between July and August 2021 in northern Tunisia.




2. Materials and Methods


2.1. Study Areas


The selected sites include two large fires registered in northern Tunisia between July and August 2021 (Figure 1).



The Fernana (F1) fire occurred at 1:30 p.m. on 11 August 2021 in Fernana locality (Fernana delegation, Jendouba governorate). The fire lasted for two consecutive days and burned about 1500 ha (Table 1). The fire caused considerable ecological and economic damage, but there were no human casualties thanks to the early evacuation of the inhabitants of the surrounded villages by the local authorities. The vegetation cover in the region is dominated by forest tree species (Quercus suber, Quercus canariensis, Pinus pinaster, Pinus pinea L., Olea europaea, Eucalyptus sp., and Cupressus), mixed with shrubs such as Pistacia lentiscus, Myrtus communis, Phillyrea angustifolia, Erica arborea, Arbutus unedo, Acacia cyanophylla, and Calicotome villosa (Figure 2). The low shrubland consists of Ampelodesmos mauritanicus. Fernana belongs to the subhumid bioclimatic stage with temperate winters. The maximum monthly temperature recorded that year was 40 °C with a weak rainfall of 3.3 mm and a maximum wind speed of 22.5 km/h. The elevation ranges between 306 m and 756 m a.s.l.



The Takrouna fire (F2) broke out in the village of Takrouna (Sakiet Sidi Youssef delegation, Le Kef governorate) in the late evening of 25 July 2021 (around 12:30) and burned about 3000 ha over four consecutive days. Like Fernana, this fire did not cost any lives. The burnt vegetation cover consists mainly of forest stratum dominated by Pinus halepensis and shrubs of Quercus coccifera, Smilax aspera, Cistus salviifolius, Pistacia lentiscus, Calicotome villosa, Cistus monspeliensis, Drimia maritime, and low shrub species of Ampelodesmos mauritanicus (Figure 2). In terms of climate, the region largely belongs to the sub-humid stage. In summer, the region is subject to hot and drying winds (sirocco) which facilitate the spread of fires. The maximum average temperature recorded during that year was about 38.6 °C, 5.84 mm of precipitation, and a wind speed of 18 km/h. The elevation ranges from 466 m to 960 m a.s.l. Takrouna is characterized by an intermixed wild urban interface with scattered housings directly intermingling with wild vegetation.




2.2. Data


2.2.1. Satellite Imagery and Pre-Processing


Sentinel 2A Multispectral Instrument (MSI) satellite imagery for both fires was downloaded from the USGS Earth Explorer platform (http://earthexplorer.usgs.gov/; accessed on 12 October 2021); as a level-1C product with 13 spectral bands. Scenes before and after the fires were selected as close as possible to the fire ignition dates, with minimal cloud cover (Table 2). Following Achour et al. [33], the Sentinel 2A bands were resampled to a 20 m pixel size using the nearest neighbor technique to later stitch the bands together. The bands were then scaled to atmospheric background reflectance (BOA) using the iCOR plugin for SNAP software (https://remotesensing.vito.be/technology/continuously-improving-image-quality; accessed on 15 October 2021). An attractive aspect of this plugin, as noted by Key and Benson [39], is that all required information needed to perform the atmospheric correction is retrieved from the image itself or given by precomputed lookup tables (LUTs). Subsequently, all spectral bands were exported in GeoTIFF format so that they can be processed in other software packages.




2.2.2. Field Data Collection


Between October and November 2021, field surveys were conducted to quantify fire severity on both fires (Table 3). Note that the time lag between CBI sampling and post-fire image acquisition is an important factor to consider in CBI modelling as it can be a major source of uncertainty, especially if field data were collected several weeks after the fire or if rapid ecosystem recovery is a concern [35]. In this study, we did not observe any regeneration process that can distort or hide the fire effects. A random sampling strategy was used with a circular plot of 15 m radius. A total of 193 plots were created, including 84 and 109 plots for the Fernana and Takrouna test areas, respectively. Digital photographs were taken of the center of each plot and geographic coordinates were recorded using a global navigation satellite system (GNSS) receiver. Following Key and Benson [18] and Fernández-García et al. [26], the field protocol to calculate the composite burn index (CBI) consisted of scoring several variables from 0 (not burned) to 3 (severely burned) in four layers: (i) substrate, (ii) vegetation with a height of <1 m, (iii) vegetation with a height between 1 and 5 m, and (iv) trees with a height of >5 m. The CBI was determined by combining the scores of each layer for each plot. The resulting CBI scores were categorized into four burn severity levels as follows [18]: unburned (CBI: 0–0.1); low severity (CBI: 0.1–1.24); moderate severity (CBI: 1.25–2.24); and high severity (CBI: 2.25–3).




2.2.3. Spectral Indices Computation and Forest Fires Delineation


The spectral indices used in this study were: the normalized burn ratio (NBR, [40]), its relativized version RBR [31], the burned area index for Sentinel-2 (BAIS2, [34]), and the thermal anomaly index (TAI, [32]). The indices were calculated for each pair of images before and after fire (Table 4). Following the calculation of the spectral indices, the extent of each fire was delineated by thresholding the RBR index based on the Otsu algorithm [41], which is one of the best thresholding methods commonly used for image segmentation [42]. The Otsu thresholding method aims to find the optimal threshold (t) by maximizing the between-class variance in the segmented image [42].




2.2.4. Statistical Models


We examined the correlation between the CBI data and the spectral indices using different classification and regression trees or CART. Here, both fires were merged to have enough sampling points (total n = 193) and make models more robust. Accordingly, we included the initial fire of the sampling points as a categorical variable in the models.



Classification and regression trees (CART) [43] refer to decision tree models that can be used for either classification or regression. The CART algorithm constitutes the core of important algorithms such as bagged decision trees, random forest and boosted regression trees. Here, the simplest decision trees (RPART) were created by using the “rpart” model of the “train” function in the R package “caret” [44]. The “rpart” algorithm iteratively divides the dataset into smaller homogeneous groups with a set of decision rules [43]. The objective of each split is to maximize the homogeneity (purity) of each group according to the response predictor. As an output, a tree diagram is produced, with branches defined by the splitting criteria for the predictor variables and a set of terminal nodes representing the mean response of the dependent variable (in this case, the CBI) [45]. The rpart approach first builds maximal trees and then uses the complexity parameter (cp) and v-fold cross-validation to adjust the tree to an optimal size [46]. In the cross-validation technique, the data are divided into 10 randomly selected blocks of similar size, and one block is allocated for testing the predictive performance of trees developed with the remaining dataset [43]. In this study, we determined the optimum tree size considering the following parameters: 10-fold cross-validation with a complexity parameter (cp) of 0.01 and a minimum of 5 cases (minsplit = 5) in each split.



More complex and accurate decision trees were bagged decision trees (Bagging) and boosted regression trees (BRT). Bagging for classification and regression trees is one of the first machine learning ensemble algorithms designed to enhance the accuracy of CART [47]. It uses bootstrapping to create an ensemble of predictions. Bootstrap aggregation algorithm (or bagging) is a machine learning method for fitting multiple prediction models from a training dataset and then combining them into an ensemble prediction [48]. The theoretical concept behind bagging is to aggregate the results of the predictions of different base learners to produce a more accurate result. By averaging the models, bagging helps to reduce variance and minimize overfitting. Here, we fitted bagging trees using the following parameters: 70% of bagging fraction, a complexity parameter (cp) or learning rate of 0.01, and a minimum of 5 cases in each split. The bagging trees were calculated using the bagging function of the package “ipred” in R [49].



The boosted regression trees (BRTs) integrate many regression tree models (RT) using the boosting technique to optimize prediction performance [50]. In BRT models, two important parameters must be set in advance, namely the tree complexity (tc) and the learning rate (lr); both parameters determine the number of trees required for optimal prediction. In our experiments, we fitted BRT models with varying values for lr (0.1, 0.01, and 0.001) and a range of tc (3–8 nodes). Our goal here is to identify the combination of parameters that yields the lowest prediction error [51]. After checking, the parameters giving the best results were: tree complexity: 3 nodes; learning rate: 0.01; 70% of bagging fraction, and a minimum of 5 cases in each split. The relative importance of each predictor was measured based on how often the predictor was selected for splitting the data and the gain to the model resulting from the selection [49]. According to [52], a predictor is considered important if its relative importance is >= 5%. In this study, we implemented BRT models using the R package “gbm” [53] and the R code of Elith et al. [50].



In addition to the tree-based regression models mentioned earlier, we also used the generalized additive models (GAMs) [52] to relate the spectral indices to the CBI data collected from in situ sampling. In GAMs, the relationship between explanatory variables (i.e., spectral severity indices) and response variables (i.e., CBI data) is captured through fitting response curves with smoothing functions. Depending on the complexity of the data, these functions can take many forms from polynomial and quadratic to complex thin-plate spline [53]. Herein, the GAM models were fitted with soft smoothing functions (k = 10) avoiding complex fitting and using the R package “mgcv” [53].



The evaluation of the performance of the different regression models was based on the training data (70% n = 135) and the test data (30% n = 58), which allowed us to assess our ability to explain the observed data and predict the omitted data, respectively. For each model, two parameters for model accuracy were derived: (i) the root mean square error (RMSE) and (ii) the corrected goodness of fit or adjusted R2 of the fitted values for the training and test data.






3. Results


3.1. CBI Distribution


According to the CBI distribution on both fires, F1 (Fernana fire) burned under a higher intensity than F2 (Takrouna fire) (Figure 3a). In F1, 50% of the sampled points burned under high severity whereas in F2, only the 18% did, dominating the moderate conditions (58%). All the CBI classes, except unburned and low severity, were significantly different according to the spectral severity indices calculated (Figure 3b).




3.2. Models’ Predictions


The RPART model explained 88% and 87% of the CBI variance of training and test data, respectively with a root mean squared error (RMSE) less than 0.30 (Table 5 and Figure 4a). However, predictions were limited to 5 different values, because of the grouping effect of a single and short tree, which is one of the limitations of this approach. The main spectral index explaining the CBI was the RBR followed by dTAI (Figure 5a). Unburnt and low severity areas (CBI < 1.25) were characterized by low RBR (<223) values, areas burned under moderate severity by RBR values between 311–455, and high severity areas by RBR > 455 (Figure 6).



The bagging model explained more variance than RPART (Adj. R2 0.91 and 0.87, p < 0.001, for training and test data, respectively) (Table 5), and the points distribution in the scatterplot of observed versus predicted CBI values was better (Figure 4b). The spectral indices more important for explaining the CBI were the RBR followed by the dNBR. Both spectral indices gathered higher CBI variability than dTAI and dBAIS2 (Figure 5b).



On the other hand, the boosted regression trees (BRT) model explained more variance than RPART and bagging (Adj. R2 0.92 and 0.88, p < 0.001, for training and test data, respectively) (Table 5 and Figure 4c). The spectral indices more important for explaining the CBI were the RBR (65.5%) followed by the dNBR (25.9%) (Figure 5c). There was not any significant effect of the fire at which the sampling points belonged, although fire severity was slightly higher in F1 (Fernana) than in F2 (Takrouna) (Figure 7).



Finally, the generalized additive model (GAM) explained a similar variance to RPART (Adj. R2 0.88 and 0.85, p < 0.001, for training and test data, respectively), but showed higher error (Table 5 and Figure 4d). The spectral index more important for explaining the CBI was the RBR; dTAI was more significant than dNBR, and dBAIS2 was not significant (Figure 5d).




3.3. Spatialization of CBI Values from BRTs


The regression models between the observed field-based CBI and the predicted CBI values from the spatialized CBI using the BRT, indicated that fire severity in both fires was rather well predicted. In F1 (Fernana fire), the Adj. R2 was 0.82 with a RMSE of 0.37 and for F2 (Takrouna fire), the Adj.R2 was 0.76 and the RMSE of 0.34 (Figure 8). Moreover, the statistical distribution of the severity levels obtained in the maps of predicted CBI values matched quite well with the distribution of ground computed CBI (Figure 9). Nevertheless, in Takrouna fire, moderate severity (CBI: 1.25–2.24) was underestimated, increasing the proportion of low severity cases, whereas in Fernana fire, occurred the opposite, showing a slight overestimation of higher severity levels.





4. Discussion


The main findings of this study can be summarized as follows: (1) the most important spectral index explaining CBI was the RBR index, followed by dNBR; (2) the link between spectral severity indices and field-based CBI has a nonlinear character, and can be best fitted by the BRT model. The other three models show slightly less accurate predictive performance; and (3) although fire severity in F1 (Fernana) was slightly higher than in F2 (Takrouna), statistical analysis did not reveal any significant influence of the fire to which the sample points belonged. Each of these findings is discussed in more detail below.



There is considerable debate about which of the most-used spectral indices is appropriate for assessing burn severity, and under what conditions [54,55]. While some authors found a good correlation between NDVI and CBI data [56,57], the results suggest that NDVI is not sufficiently sensitive in sparsely vegetated and grassland areas [58,59,60]. Another limitation of NDVI for estimating fire severity is related to the saturation of this spectral index with high biomass values [61]. In contrast, spectral indices that include the SWIR band have shown stronger correlations with fire effects than NDVI [62,63]. The most appropriate NIR–SWIR index for estimating fire severity is the NBR [64]. This index has been used as a proxy to assess fire severity in a variety of biomes [16,22,65,66,67] becoming an operational index for estimating fire severity from satellite data. However, since fire severity depends on pre-fire vegetation conditions, Key and Benson [18] suggested using the difference between pre-fire and post-fire NBR values (dNBR).



Several studies have shown that the dNBR was the most appropriate spectral index for assessing and mapping forest fire severity [25,26,29,34,68,69]. However, it has also been demonstrated that dNBR can perform poorly as a predictor of CBI data in diverse environments with a heavy cover of shrubs and grasses [58,70]. In addition, dNBR has been shown to be strongly related to pre-fire vegetation; therefore, regions with low pre-fire green vegetation tend to display low dNBR values, regardless of fire severity [31]. For example, a pre-fire stand with 40% cover may have a moderate severity rating, while a stand with 70% cover may have a high severity rating. Epting et al. [63] found in interior Alaska that coniferous forests had higher fire severity (using dNBR) than deciduous forests and shrublands, and mean dNBR increased with increasing tree cover. The influence of pre-fire vegetation on dNBR is challenging in mixed forests, such as Mediterranean forests [71]. As an alternative, Miller and Thode [30] proposed a relative version of dNBR (RdNBR) that normalizes dNBR by the amount of pre-fire vegetation. According to Norton et al. [70], RdNBR provides greater accuracy of severity in grassland areas where low pre-fire total vegetation cover leads to relatively similar post-fire reflectivity. Since 2008, the National Forest System in California has adopted the RdNBR index as a standard for forest fire severity mapping. In this regard, good relationships have been observed between CBI and the RdNBR index [4,5,6,16,30,72]. Furthermore, in a California fire, De Santis et al. [36] found that the relationships between field severity data and RdNBR were higher (R2 = 0.68) than for dNBR, and that the variability of values dropped, particularly for high severity levels. Despite these advantages of RdNBR, the dispersion for moderate to low values was comparable to the results produced by dNBR. As Van Wagtendonk et al. [19] found, signal saturation was also noticeable for high severity levels when RdNBR was used. RBR is also a relativized version of dNBR, intended to counteract the tendency for RdNBR to lead to anomalous estimates of fire severity when pre-fire NBR is close to zero or negative [31]. Unlike the dNBR, the RBR index is less dependent on pre-fire vegetation cover and therefore can be used as a proxy for estimating fire severity across broad vegetation types and fire regimes [31,73]. A recent study by Gale et al. [72] showed a substantial difference in correlation between pre-fire NBR and dNBR (r = 0.23) and between pre-fire NBR and RBR (r = −0.03). This suggests that pre-fire NBR has a significant impact on the resulting dNBR index values, as it is a good indicator of pre-fire photosynthetic biomass as well as soil and leaf moisture [74]. Therefore, it is not surprising that in this study the RBR index has a higher performance in predicting CBI compared to the dNBR index. Our study confirms the findings of [6,31], who recommend the use of the RBR index over the dNBR index even when pre-fire vegetation cover is sparse. Such forested areas are very common in Tunisia and are likely to become more common due to climate change. In contrast, RBR may not provide an improvement over dNBR if pre-fire vegetation cover is spatially continuous.



Conversely, the performance of BAIS2 in this study was surprisingly lower than expected, considering the high efficiency reported by [34,75] in forest-fire mapping. This index takes advantage of the broader spectrum of the Sentinel 2 bands in the visible, red edge, NIR, and SWIR areas, which theoretically would have a better correlation with the CBI field data. However, according to our findings, the index does not seem to be suitable for predicting fire severity. Our findings support those of Holden et al. [8], who reported similar weak performance of BAIS2 in assessing fire severity compared to conventional spectral severity indices such as dNBR and RBR.



Similarly to BAIS2, the TAI showed a relatively low correlation with the CBI data compared to dNBR and RBR. This index was recently developed to detect fire anomalies (industrial heat sources) from Sentinel 2 imagery [32] and was used in this study to test its efficiency in predicting fire severity. However, as far as we know, this is the first study to use the TAI index to predict fire severity. Therefore, further research should be conducted to confirm or refute our findings. Finally, as indicated by Lentile et al. [16] in most studies assessing the degree of severity with standard indices of Landsat TM data (e.g., NBR, dNBR or RdNBR), thermal infrared is not used, even though it can provide very useful information on the exposed soils due to vegetation removal.



Four regression models (i.e., RPART, bagging, BRT, and GAM) were used in the study to estimate the predictive power of several severity spectral indices in fitting field-based CBI. The best relationship was obtained by the BRT model with the highest R2 (Adj. R2: 0.92 for training data) and the smallest RMSE. The RPART, bagging, and GAM algorithms also displayed a positive correlation, but with lower R2 and higher values of RMSE. The main disadvantage of RPART relied on categorizing continuous predictors at the time of node splitting, losing some of their information. The performance achieved with BRT supports recent literature showing a similar performance of this model in predicting fire severity [6] and better performance than other published machine learning models [38,76], but lower than that of Boucher et al. [77], who reported an Adj.R2 of 0.93 using the GAM model. Parks et al. [78], for example, examined the correlation between RBR and CBI data collected from 263 fires in the United States and Canada using a random forest (RF) model and reported an Adj.R² of 0.72. Similarly, Kurbanov et al. [66] used four regression models to estimate the relationship between field-based CBI and dNBR. Their results showed that the third-degree polynomial model was the best regression model with the highest R2 of 0.79. Furthermore, Zheng et al. [39] used a support vector regression (SVR) and regression analysis method (RA) to predict CBI values as a function of dNBR. The results show that the performance of SVR is more accurate (RMSE = 0.46–0.57) than that of RA (RMSE = 0.53–0.68). Taken together, these studies and our results confirm the non-linear relationship between CBI data and spectral severity indices. Being able to estimate with precision the risk of large wildfires, as well as their severity, is crucial for the agencies responsible for the prevention and extinction of wildfires. Understanding post-fire effects (severity) and fire behavior will contribute to the development of better tools for assessing and predicting the effects of fires on forest ecosystems, as well as predicting when and where a forest fire is more likely to cause major damage.




5. Conclusions


The present study was designed to predict the severity of forest fires in Tunisia by relating several spectral severity indices to CBI data collected from in situ sampling plots using different regression methods. Several findings emerge from this study. First, the RBR index was the best predictor of field-based CBI for both fires, regardless of the regression model used. Out of the four regression models tested in this study, the BRT model displayed the best performance in terms of accuracy metrics, although the difference between all models was not too pronounced. From these results, we can conclude that the RBR-based BRT model with better accuracy performance should be recommended for future research on mapping wildfire severity at least in northern Tunisia. This is an important finding, because it is not a feasible task to collect field data and build a model for every fire. However, these results may not be generalizable to other regions or consistent, at least, at the national level, given the small number of fire events investigated in this study. Further research needs to examine in more detail the relationships between spectral severity indices and CBI data for other biomes that experience a range of fire types (from surface to crown fires) and fire regimes in terms of frequency and intensity before the results of the current study can be generalized. Finally, this study highlights the importance of incorporating spectral indices and field data, and exploring non-parametric models, including machine learning algorithms, to accurately predict fire severity.
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Figure 1. Location of the selected fires in Tunisia. Sentinel 2A false color images (red: band 12, green: band 8, blue: band 4) depicting the Fernana (F1) and Takrouna (F2) fire scars. The extent of each fire (black contour polygons in the bottom panels) was delineated by thresholding the RBR index. 
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Figure 2. Field photos showing the different levels of severity assigned in the Fernana (a) and Takrouna fires (b). 
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Figure 3. (a) Percentage of occupation of the different CBI classes using the entire data set (n = 193): unburnt (CBI: 0–0.1), low severity (CBI: 0.1–1.24), moderate severity (CBI: 1.25–2.24), and high severity (CBI: 2.25–3) for both fires of Fernana (F1) and Takrouna (F2); and (b) boxplots of the different spectral severity indices in each CBI class merging both fires. Letters indicated the separability among CBI classes according to the post-hoc Kruskal-Wallis Dunn test. 
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Figure 4. Scatterplots between predicted and observed CBI values merging both fires (Fernana and Takrouna) and using only test data (n = 58) from: (a) the regression tree (RPART); (b) the bagging, (c) the boosted regression tree (BRT), and (d) generalized additive (GAM) models. 
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Figure 5. Partial dependence of CBI on the spectral severity indices used as explanatory variables from: (a) the regression tree (RPART); (b) the bagging; (c) the boosted regression tree (BRT); and (d) generalized additive (GAM) models using training data (n = 135). Here, it is shown only the significant spectral severity indices (RBR, dNBR, and dTAI). 
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Figure 6. Regression tree (RPART) model for explaining CBI based on spectral severity indices (RBR, dNBR, dTAI, and dBAIS2) used as explanatory variables. 
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Figure 7. Raw correlations between the CBI and the spectral severity indices (RBR, dNBR, dTAI, and dBAIS2) and the fire at which the sampling points belonged in the boosted regression trees (BRT). 
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Figure 8. Maps of predicted CBI values derived from the boosted regression trees (BRT) in both fires analyzed: (top) F1 (Fernana fire) and (bottom) F2 (Takrouna fire). Inset are shown the scatterplot between the field-observed and spatialized predicted CBI values using BRT. 
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Figure 9. (a) Percentage of occupation of the predicted CBI classes from the spatialized CBI using the BRT: unburnt (CBI: 0–0.1), low severity (CBI: 0.1–1.24), moderate severity (CBI: 1.25–2.24), and high severity (CBI: 2.25–3) for both fires of Fernana (F1) and Takrouna (F2); and (b) boxplots of the different spectral severity indices in each CBI class merging both fires. Letters indicate the separability among CBI classes according to the post-hoc Kruskal–Wallis Dunn test. 
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Table 1. Locations, ignition dates and extent of forest fires considered in this study.
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	Ignition Date
	Duration
	Area (ha)
	Locality





	F1 11 August 2021
	2 days
	1500
	Fernana/Jendouba



	F2 25 July 2021
	4 days
	3000
	Takrouna/Sakiet sidi Youssef/Kef
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Table 2. Some characteristics of the Sentinel 2 images used in this study.
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	Event
	Acquisition

Date
	Acquisition

Time
	Sensor
	Sun Zenith

Angle (°)
	Solar Azimuth Angle (°)





	L1C_T32SMF_A031908_20210801T102027
	Prefire F1
	01 August 2021
	10:20:27.348Z
	S2A
	24
	135



	L1C_T32SMF_A031622_20210712T101027
	Prefire F2
	12 July 2021
	12:26:47.000Z
	S2A
	21
	129



	L1C_T32SMF_A032194_20210821T102026
	Post-fire F1
	21 August 2021
	10:20:26.351Z
	S2A
	29
	144



	L1C_T32SMF_A031908_20210801T102027
	Post-fire F2
	01 August 2021
	10:20:27.348Z
	S2A
	24
	135
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Table 3. Dates and number of the training and validation datasets under different levels of severity in both the Fernana (F1) and Takrouna (F2) fires.
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Start Date

	
End Date

	
Severity Class

	
Training Points

	
Validation Points

	
Total Points






	
Fernana

	
6 October 2021

	
14 October 2021

	
Unburned

	
60

	
24

	
7




	
Low

	
10




	
Moderate

	
22




	
High

	
45




	
Takrouna

	
1 November 2021

	
5 November 2021

	
Unburned

	
77

	
32

	
0




	
Low

	
33




	
Moderate

	
58




	
High

	
18
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Table 4. List of spectral indices used in this study.






Table 4. List of spectral indices used in this study.





	Spectral Index
	Band Formula
	References





	Normalized burn ratio (NBR)
	     B 8 − B 12   B 8 + B 12     
	Key and Benson (2005) [40]



	Relativized burn ratio (RBR)
	     d N B R   N B R p r e f i r e + 1.001     
	Parks et al. (2014) [31]



	Burned area index for Sentinel 2 (BAIS2)
	(1 −       B 6  ∗ B  7  ∗ B  8   B 4      ) ∗ (    B 12 − B 8 A     B 12 + B 8 A     + 1 )  
	Filipponi (2018) [34]



	Thermal anomaly index (TAI)
	       B 12 − B 11     B 8 A     
	Liu et al. (2021) [32]
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Table 5. Predictive performance of the different regression models. RMSE: root mean squared error. P: p value of statistical confidence.






Table 5. Predictive performance of the different regression models. RMSE: root mean squared error. P: p value of statistical confidence.





	Regression Trees
	RMSE (Train)
	RMSE (Validation)
	Adj R2

Training
	Adj R2

Validation
	(Train)
	P (Validat.)





	RPART
	0.24
	0.29
	0.88
	0.87
	<0.001
	<0.001



	Bagging
	0.25
	0.28
	0.91
	0.87
	<0.001
	<0.001



	BRT
	0.22
	0.27
	0.92
	0.88
	<0.001
	<0.001



	GAM
	0.28
	0.30
	0.88
	0.85
	<0.001
	<0.001
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