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#### Abstract

The calculation of volumes for irregular bodies holds significant relevance across various production processes. This spans tasks such as evaluating the growth status of crops and fruits, conducting morphological analyses of spatial objects based on volume parameters, and estimating quantities for earthwork and excavation. While methods like drainage, surface reconstruction, and triangulation suffice for smaller irregular bodies, larger ones introduce heightened complexity. Technological advancements, such as UAV photogrammetry and LiDAR, have introduced efficient point cloud data acquisition methods, bolstering precision and efficiency in calculating volumes for substantial irregular bodies. Notably, open-pit mines, characterized by their dynamic surface alterations, exemplify the challenges posed by large irregular bodies. Ensuring accurate excavation quantity calculations in such mines is pivotal, impacting operational considerations, acceptance, as well as production cost management and project oversight. Thus, this study employs UAV-acquired point cloud data from open-pit mines as a case study. In practice, calculating volumes for substantial irregular bodies often relies on the point cloud slicing method. However, this approach grapples with distinguishing multi-contour boundaries, leading to inaccuracies. To surmount this hurdle, this paper introduces an enhanced point cloud slicing method. The methodology involves segmenting point cloud data at fixed intervals, followed by the segmentation of slice contours using the Euclidean clustering method. Subsequently, the concave hull algorithm extracts the contour polygons of each slice. The final volume calculation involves multiplying the area of each polygon by the spacing and aggregating these products. To validate the efficacy of our approach, we employ model-derived volumes as benchmarks, comparing errors arising from both the traditional slicing method and our proposed technique. Experimental outcomes underscore the superiority of our point cloud volume calculation method, manifesting in an average relative error of $1.17 \%$, outperforming the conventional point cloud slicing method in terms of accuracy.
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## 1. Introduction

The calculation of irregular volumes is a common practice in various production processes. For smaller irregular volumes, precise calculations can be achieved using methods such as drainage. However, in scenarios where there is a need to accurately
model irregular bodies while preserving fine texture information, often at the cost of computational efficiency, techniques like voxelization are commonly employed, particularly in fields like gaming and the medical sector [1,2]. Nevertheless, these methods are still not well suited for efficiently calculating the volume of larger irregular bodies. In this paper, we elucidate the challenges associated with calculating the volume of large irregular bodies, using the example of calculating excavation quantities in open-pit mining. Accurate excavation quantity calculation is pivotal for enhancing mine production monitoring and cost management, representing a fundamental task in open-pit mine surveying and acceptance [3]. In recent years, advanced methods with high accuracy and speed, such as 3D laser scanning and UAV photogrammetry, have been extensively employed for measuring excavation or settlement volumes [4-6], landslide analysis [7], and calculating mining volume [8]. These methods facilitate the rapid construction of 3D point cloud models for large-scale irregular bodies, such as open-pit mines [9]. The calculation of volume for large irregular bodies is typically achieved using specific methods. Some researchers have employed a combination of the Digital Elevation Model (DEM) with the grid method to calculate excavation volumes in open-pit mines [10]. However, this approach relies on DEM, which requires interpolating the point cloud into a grid during volume calculation. The non-continuous and non-differentiable surface characteristics of large irregular bodies can introduce errors in surface modeling using DEM, leading to deviations in the calculated volume [11,12].

Point cloud data provide denser sampling and better fitting properties, making them a more suitable choice than DEM for volume calculations. This substitution can significantly enhance calculation accuracy. Currently, methods for calculating the volume of irregular bodies using point cloud data can be broadly categorized into the inverse modeling method and the point cloud slicing method [13]. The inverse modeling method offers high accuracy in volume calculation but involves the complex construction of point cloud triangular meshes, often requiring cavity filling. Additionally, this method is computationally intensive in terms of time and space complexity [14-16]. In contrast, the point cloud slicing method utilizes the principles of calculus to divide the point cloud model into numerous micro-elements. It calculates the volume of the entire point cloud model by summing up the volumes of each individual micro-element. This approach allows for precise control of volume calculation accuracy $[17,18]$. Numerous researchers have conducted studies on this method. For instance, Hua et al. [19] proposed an improved volume calculation method based on the slicing approach. They employed the Alpha shape algorithm to construct the concave hull contour of the sliced point cloud, facilitating the measurement of rice seed volume. Zhi et al. [20] introduced a 3D point cloud volume calculation method based on the slicing approach. This method involves cutting the point cloud along the Z-axis projection coordinate system and projecting the point cloud data onto the XOY plane for volume calculation based on the projected area and slice distance. However, the accuracy of this method is significantly affected by the spacing between slices. Chang et al. [21] improved upon the traditional slicing method by implementing cuts along multiple coordinate axes and fitting the resulting slices to two curve functions. They then integrated these curves to estimate the area of each slice and calculate the volume of the object along the Z-axis. While this approach provides high precision in volume estimation, it also increases the complexity of the slicing method. Yu et al. [22] applied the slicing method to obtain crosssectional contours of point cloud models and optimized the uniformity of slice thickness. Li et al. [23] further refined the traditional point cloud slicing method for calculating volumes of irregular point clouds. They also addressed the challenge of extracting multiple contour boundaries during the slicing process and provided solutions. Liu et al. [24] maximized the benefits of nearest point search and the distance relationships among points in the point cloud. They introduced a polygon splitting and reorganization method, effectively resolving the issue of multiple contour boundaries in the point cloud slicing method. Despite these proposed solutions to common issues with the point cloud slicing method, volume calculations for large irregular bodies under complex conditions with uneven point cloud
density distributions, as encountered in point cloud data extracted from open-pit mines, may still exhibit inaccuracies in the extraction of multiple contour boundaries after slicing. This can ultimately result in reduced accuracy in volume calculations.

To address the issue of inaccurate volume calculation resulting from the limitations of the traditional point cloud slicing method, which struggles to differentiate between multiple contour boundaries and extract boundary polygons accurately, we propose an enhanced point cloud slicing method that combines Euclidean clustering and the concave hull algorithm. This method is better suited to calculating the volume of large irregular bodies under complex conditions characterized by an uneven point cloud density. Our approach involves dividing the irregular body within the mining area into regular intervals. We then segment the multiple contour boundaries of the sliced point cloud using Euclidean clustering. Subsequently, the concave hull algorithm accurately extracts the contour boundary polygons, facilitating precise calculation of the sliced point cloud's area. Finally, we accumulate the areas in the slicing order and multiply them by the slicing spacing to compute the volume of the point cloud, which represents the excavation quantity. To validate the accuracy of our method, we compare the volume calculation results obtained using our approach with those derived from the modeling method, considered as the ground truth, as well as the traditional point cloud slicing method. The results demonstrate that our method achieves higher accuracy, confirming its effectiveness in practical applications. In summary, the main contributions of this study are as follows:
(1) The point cloud slicing method, enhanced by integrating Euclidean clustering and the concave hull algorithm, effectively addresses issues related to inaccurate segmentation of multiple contour boundaries and abnormal extraction of boundary polygons that arise in traditional point cloud slicing methods. This improvement significantly enhances the accuracy of volume calculations for large irregular bodies.
(2) We propose a practical workflow for mining operations, utilizing UAVs to collect point cloud data before and after mining activities. By applying preprocessing techniques and our proposed method, we achieve automated calculation of mining quantities. This approach enhances both work efficiency and calculation accuracy compared to traditional methods.
(3) The enhanced point cloud slicing method was applied to calculate the excavation quantity of a specific open-pit mine and the results were compared with ground truth values. The average relative error of our proposed method is $1.17 \%$, surpassing the accuracy of the traditional point cloud slicing method.

## 2. Methodology

### 2.1. Methodology Overview

The experiments were conducted to calculate the volume of large irregular bodies using the proposed method, taking an open-pit mine as an example. To facilitate data acquisition, we utilized point cloud data from two time periods: before and after mining. By applying Euclidean distance criteria, we extracted non-overlapping point clouds and accurately delineated the mining area. This designated mining area constitutes a substantial irregular body, and the calculation of open-pit mining volume is transformed into volume calculation for irregular bodies using the point cloud slicing method. This transformation is elucidated by the computational principle of the point cloud slicing method depicted in Figure 1. The calculation steps incorporate Euclidean clustering and the concave hull algorithm, as illustrated in Figure 2. The algorithm workflow is outlined as follows:

- The point cloud of the irregularly extracted mining area is sliced with equal spacing in a specific direction in order to obtain a discrete series of sliced point clouds Pi .
- For the sliced point clouds with multiple contour boundaries, Euclidean clustering is used to partition the multiple contours and then the concave hull algorithm is used to search the outer contour polygons of the point cloud slices one by one. Then, the area of the sliced point cloud $A i$ is calculated by using the determinant model.
- The volume of the point cloud segments is solved using the slice area and the adjacent slice spacing. The volume $V$ of the overall point cloud is then obtained by summing.


Figure 1. Schematic diagram of point cloud slicing method. The large irregular object is first divided into a series of parallel slices. Then, by calculating the area of the polygons within each slice, the method sums up these areas multiplied by the interval between the slices to obtain an approximate volume value.


Figure 2. A flow chart of the volume measurement by the cloud slicing method in an open-pit mine. To begin with, the segmentation of irregular bodies takes place. Specifically, this involves the extraction of non-overlapping regions, which effectively identify the mining zones. Subsequently, a region growing algorithm is employed to subdivide the mining zones into numerous irregular bodies. Finally, a point cloud denoising process is carried out. Following this, the proposed enhanced point cloud slicing algorithm is employed to sequentially calculate the volume of each irregular body. The results of these individual volume calculations are then aggregated to determine the overall mining volume.

The above $P_{i}, A_{i}$, and $V$ are calculated as follows:

$$
\begin{gather*}
\operatorname{Pi}=\left\{(x, y, z) \mid Y_{\min }+i \cdot h \leq Y \leq Y_{\min }+(i+1) \cdot h, i=0,1, \cdots, m-1\right\}  \tag{1}\\
A_{i}=\frac{1}{2} \sum_{j=0}^{n-1}\left|\begin{array}{cc}
x_{j} & y_{j} \\
x_{j+1} & y_{j+1}
\end{array}\right|=\frac{1}{2} \sum_{j=0}^{n-1}\left(x_{j} y_{j+1}-x_{j+1} y_{j}\right)  \tag{2}\\
V=\sum_{i=0}^{m-1} A_{i} h \tag{3}
\end{gather*}
$$

where $(x, y, z)$ are the 3D coordinates of the data points in the point cloud; $Y_{\min }$ is the minimum value of the elevation of the point cloud; and $i$ is the index value of the slice. Moreover, $x_{j}, y_{j}$ are the coordinates of the vertices $P_{j}(j=0,1, \ldots, n)$ of the outer contour polygon $P_{i}(i=0,1, \ldots, m-1)$ of the point cloud in the slice plane; $j$ is the vertex number of the outer contour polygon of the point cloud slice; $i$ is the number of the point cloud slice; $m$ is the number of the point cloud slice of the outer contour polygon; $i$ is the number of the point cloud slice; and $m$ is the number of point cloud slices.

In the process of calculating the excavation quantity using the enhanced point cloud slicing method, two crucial aspects for ensuring the accuracy of the calculation are the precise extraction of the mining area (i.e., the point cloud irregularities) and the accurate determination of the sliced planar point cloud contours.

### 2.2. Data Extraction and Pretreatment of the Mining Area

The point cloud data for open-pit mining were acquired using UAV photogrammetry technology. Due to the complex environment and technical constraints, the coordinates of the same position can vary between two phases of point cloud data. When these data are utilized in the calculation process, errors can persistently transfer and accumulate, leading to inaccurate results.

The excavation area can be regarded as a collection of evolving coordinates derived from two distinct point cloud datasets, demarcated by non-overlapping regions, as shown in Figure 3. A point from the initial phase that corresponds to a point with similar coordinates in the subsequent phase is classified as an overlapping point. Conversely, a point that cannot establish such a correspondence is designated as non-overlapping. Consequently, the non-overlapping area between the two point cloud datasets from different time periods can be isolated. The specific extraction steps are delineated below.


Figure 3. A sketch map of extraction of the mining area. Commence by extracting the non-overlapping area of the Phase 2 point cloud in comparison to the Phase 1 point cloud. Subsequently, retrieve the non-overlapping area of the Phase 1 point cloud concerning the Phase 2 point cloud. The culmination of these outcomes shapes the mining area, as highlighted by the red annotation within the illustration.

1. Categorize the point cloud data for both time periods as follows: The first period's point cloud is denoted as $P 1$, serving as the source point cloud. The second period's point cloud is referred to as $P 2$, designated as the target point cloud.
2. Compute Euclidean distance collections, $S i=\{S i 1, S i 2, \ldots, S i j\}$ by measuring the distance from each point $P 1 i$ in $P 1$ to every point $P 2$ j in $P 2$, iterating until all pairs have been calculated.
3. Identify the minimum value, Si_min, from each collection computed in step 2.
4. Compare Si_min with a predefined threshold value. If Si_min is greater than the threshold, categorize the point as non-overlapping; otherwise, classify it as overlapping. Add the non-overlapping points to the set $A 1$, effectively extracting the non-overlapping point cloud from the first period in relation to the second period.
5. Reverse the roles of point clouds $P 1$ and $P 2$. Designate the second period's point cloud as the source ( $P 1$ ) and the first period's point cloud as the target ( $P 2$ ). Execute steps 2 through 4 to extract the non-overlapping point cloud $A 2$ from the second period concerning the first period.
6. Combine the sets $A 1$ and $A 2$ to obtain the ultimate non-overlapping area point clouds spanning both time periods.

The point cloud of non-overlapping zones may encompass multiple distinct mining areas, necessitating further division into separate mining regions. The primary approach involves grouping points with similar properties to form distinct regions. An effective method for classifying point cloud data within each region is to utilize the normal vector angle and curvature. This method offers the advantage of an intuitive geometric interpretation while preserving computational efficiency [25]. Therefore, we opted for the region growth-based point cloud segmentation method to accomplish this task.

During the interval between two-phase point cloud acquisitions, the topography outside the excavation area may change due to factors such as earth sliding and mine car crushing, which can introduce noise when extracting non-overlapping point clouds using Euclidean distance calculations between points in the two-phase point clouds. To address this problem, this paper proposes a data filtering method based on the difference in the number of point clouds with specific colors. The proposed method involves assigning two different colors to the point clouds that are obtained from the two periods. The classification result is used to create a basic unit for each class and the number of points for each color in a unit is counted. Noise is determined by comparing the difference in the number of points in the point clouds with the two colors. To distinguish between the point clouds from the different phases, the original point cloud is assigned different colors. For example, one can set the color attribute of the first period point cloud to red and the second period point cloud to green; then, we can count the number of red point clouds $n^{n u m_{r e d}}$ and the number of green point clouds num $_{\text {green }}$ in a certain category, calculate the multiplier of the number of point clouds of two colors $\delta=$ num $_{\text {red }} /$ num $_{g r e e n}$, and then set the multiplier threshold $\vartheta$. In the context of actual engineering, due to the limitation of the UAV point cloud model construction technology, the density of the two phases of the point clouds obtained is different, and the surface area of the two phases of the point clouds both before and after mining will also change, which leads to the difference in the number of scattered points of the two phases of point clouds. Therefore, the multiplier threshold $\vartheta$ should be set according to the actual point cloud data. One should then judge the size of the multiplier $\delta$ and the threshold $\vartheta$. If $1 / \vartheta<\delta<\vartheta$, it means that there are two colors of this type of point cloud. If $1 / \vartheta>\delta>\vartheta$, it means that the difference between the number of colors of the two types of point clouds is large and that it is not noise.

### 2.3. Multi-Contour Boundary Extraction

The extraction of contour boundaries is a crucial step in the slicing method and a prerequisite for calculating cross-sectional areas. Open-pit point clouds often exhibit irregular shapes and, when using multiple planes to slice them, some of the sliced point clouds may contain multiple polygonal units, thereby leading to deviations from the
actual calculated area or even incorrect results. The traditional point cloud slicing method generates contour polygons for sliced point clouds using the two-way nearest point search method [23], which follows the idea outlined below.

1. Select the starting point of the contour polygon. Pick any point in the sliced point cloud (e.g., with the smallest $x$ coordinate value) $P_{S}$ as the start point, then use its nearest point PE as the end point of the polygon.
2. $\quad$ Determine the nearest point by searching the nearest point $P$ to the point $P_{S}\left(P_{E}\right)$ among the remaining points.
3. Generate the boundary edges. Calculate the distances $d_{S}$ and $d_{E}$ from $P_{S}$ and $P_{E}$ to $P$, and then compare $d_{S}$ and $d_{E}$. If $d_{S}<d_{E}\left(d_{E} \leq d_{S}\right)$, insert the point $P$ in front of $P_{S}$ and take it as the new starting point; otherwise, extend it in the direction of $P_{E}$.
4. Search and judge the process. If the search of the points on the slice is completed, end the search, and generate the outer contour polygon boundary of the point cloud slice, otherwise go to step 2.

During large-scale engineering applications in open-pit mines, the two-way nearest point search method used to extract sliced point clouds can result in incorrect connected edges, primarily due to two reasons: First, there are multiple contour boundaries in the sliced point cloud and the two-way nearest point search method will still continue to search for the next nearest point after completing the extraction of the boundary polygon of one contour. In other words, additional contour boundary polygons are being searched, and the distance between these contours results in an anomaly of a connected edge that is quite distant, as depicted in Figure 4a. Secondly, the uneven density of the point cloud results in missing some points in the search process. In addition, the missed point will be searched last, such that it will be mistaken as the end point of the contour polygon. If the point is far away from its connected point, it will cause the contour polygon extraction error, as is shown in Figure 4b. Therefore, we first segment the multi-contour boundaries in the sliced point cloud and then extract each contour boundary polygon using the concave hull algorithm, which is conducted after the number of multi-loops in the sliced surface is correctly determined.

(a)

(b)

Figure 4. The primary reasons for anomalies in multi-contour boundary extraction using the bidirectional nearest point search method are as follows. (a) The distances between the contours of multiple contour boundaries are excessively far, resulting in the formation of a connected anomalous edge, as illustrated in (a). (b) Irregularities in the extraction of contour polygons arise from uneven point cloud density, as depicted in (b).

In the literature [23], it is proposed that the segmentation problem of multi-contour boundaries can be effectively solved using cluster analysis methods. Since the number of
tangent polycycles is an unknown quantity, K-means clustering requires a prior determination of the number of classifications [26], spectral clustering [27] and other clustering methods with similar characteristics are not applicable to the segmentation of multi-profile boundaries. Furthermore, the minimum map cut method [28] is needed in order to determine the size and location of the segmented objects, but it is also not applicable to the segmentation of the scene. Euclidean clustering [29] partitions points by the distance property between points and, in the sliced point cloud with multiple contour boundaries, the distance between each contour is necessarily larger than the inter-point distance. Therefore, this paper adopts the Euclidean clustering method for the segmentation of the multi-contour boundaries of slices.

Euclidean clustering uses the Euclidean distance between points as a similarity measurement rule. In the case that the number of classifications is unknown, firstly, set a threshold value, then the points with a spatial distance that is less than that threshold value will be classified into one category. Secondly, a Kd-tree is established for the segmented point cloud P , which can speed up the Euclidean clustering and reduce the time required; then, an arbitrary point is selected as a seed point in the point cloud $P$, and a nearest neighbor search with radius $r$ is performed on the seed point using the Kd-tree. If a point exists in the neighborhood, the point is grouped into the same clustering cluster Q . The formula for the radius $r$ is

$$
\begin{equation*}
r\left(p_{i}, p_{j}\right)=\sqrt{\sum_{k=1}^{n}\left(p_{i k}-p_{j k}\right)^{2}} \tag{4}
\end{equation*}
$$

where $p_{i}$ and $p_{j}$ are two points in the point cloud, and $p_{i k}$ and $p_{j k}$ are any points in the neighborhood of the two points.

Select new seed points in cluster $Q$, then continue to perform a neighborhood search. When the number of points in Q no longer increases, the Q clustering is finished. Set the threshold interval [Num_min, Num_max] for the number of clustering points, if the number of points in cluster $Q$ is within the threshold interval, save the clustering result. Continue to select new seed points in the remaining point cloud, perform the above steps until the point cloud $P$ is traversed and the clustering process is finished. After the above steps are completed, the process is finished.

A single contour boundary point after clustering segmentation is a set of unordered point clouds, and subsequent slicing area calculations require ordered contour boundary points. In the traditional slicing method, the two-way nearest point search method is used to sort the contour boundary points and generate the outer contour boundary polygons of the point cloud slices. However, in practical engineering applications, due to the ordering mechanism of the two-way nearest point search method, there is a situation that there is an incorrectly connected edge (its length is too long) between two contour boundaries, i.e., the edge length statistics contains outliers. Therefore, this paper proposes to use the concave hull algorithm [30] to extract its contour boundary and to generate an ordered boundary polygon, as shown in Figure 5. The specific boundary extraction process is as follows:

1. Project the point cloud onto the slice plane to form a planar point set S .
2. Construct a Delaunay triangular network $M$ based on the point set $S$.
3. Initialize the M-edge object and calculate the length of the edge and the set of neighboring triangles. The edges adjacent to the two triangles are the interior edges, those of one triangle are the boundary edges, and those of no triangles are the edges that will degenerate during the computation.
4. Add all the edges of the length that are larger than R to the queue and loop the following procedure when the queue is non-empty:
a. Take an edge, E , from the queue to obtain a unique neighboring triangle T of E .
b. Find the other two edges, E1 and E2, in T and delete T from the set of their neighboring triangles.
c. Add the newly formed boundary edges in E1 and E2 with a length that is greater than $R$ to the queue.
d. Invalidate E. If E1 and E2 are degraded, then also invalidate them.
5. Collect all valid boundaries, then form a list of edges and output.


Figure 5. Illustration of the combined Delaunay-based concave hull algorithm for contour extraction. Each slice's point cloud undergoes Delaunay triangulation. Following this, the boundaries of triangles forming convex polygons are identified. For each recognized convex polygon contour, the concave hull algorithm is employed to combine the contours into a unified boundary.

## 3. Experiment and Analysis

### 3.1. Experimental Data

We use the UAV photogrammetry technology to construct the point model of the open-pit mine. We used DJ's model M300 RTK drone and the airborne LiDAR, called Hummingbird, which is produced by the company BeikeTianHui. The height of the aerial photography was about 90 m , and the point cloud density was from 60 points to 100 points per square meter. Two sets of the data represent the surface point cloud models of two different areas of the open-pit mine, and each set includes the point cloud model of the same area. Each group includes the point cloud models of the two time points of the same area, and the acquisition interval is 30 days, the experimental data of which are shown in Figure 6. Figure 6a,b are the first and second phase point cloud data of the first group. The coordinate system is the WGS84 coordinate system, among which the first phase data contains $28,068,437$ scattered points and the second phase data contains $14,065,581$ scattered points; furthermore, the scope of the two phases' point clouds is the same. Figure $6 \mathrm{c}, \mathrm{d}$ represent the first and second phase point clouds of the second group of point clouds, respectively. The coordinate system is the Beijing 54 coordinate system, in which the first phase data contains $9,138,105$ scatter points, and the second phase data contains $8,449,406$ scatter points. Furthermore, the range size of the second phase's point clouds is larger than that of the first phase's point clouds.


Figure 6. The experimental data. (a) Point cloud data from the first phase of the first group. (b) Point cloud data from the second phase of the first group. (c) Point cloud data from the first phase of the second group. (d) Point cloud data from the second phase of the second group.

### 3.2. Extraction and Pre-Processing of Mining Area Point Cloud

In this paper, the method described in Section 2.2 is used to process the two sets of experimental data separately in order to extract the mining area within the point cloud of the open-pit mine, the extraction results of which are shown in Figure 7. Taking the first set of point clouds as an example, Figure 7a,d are the original point clouds of the two phases of the first set of the experimental data. When using the non-overlapping point cloud extraction method to process Figure 7a,d, the extraction results are shown in Figure 7b,e, respectively. Since the number of open-pit mining and stripping works calculated in this paper is the volume of the enclosed body that is enclosed by the non-overlapping point clouds of the two phases, the extraction results of the two phases need to be combined. As such, Figure 7c,f in the figure are the top view and elevation view of the combined results, respectively.

The data required by the slicing method are generally continuous and closable point cloud blocks. Further, the extracted non-overlapping point clouds are collections of the multiple point cloud blocks (Figure 7c,i), such that it is also necessary to segment the multiple point cloud blocks before using the slicing method to calculate the point cloud volume. In this paper, the point cloud collection is classified using the region-growth-based point cloud segmentation method described in Section 2.1. The classification results of the two sets of point clouds are shown in Figure 8a,c.


Figure 7. Non-overlapping point cloud extraction results. (a) First phase of the original point cloud in the first group. (b) First phase of non-overlapping point clouds in the first group. (c) Top view of the merging of non-overlapping point clouds in the first group during two periods. (d) Second phase of the original point cloud in the first group. (e) Second non-overlapping point cloud in the first group. (f) Bottom view of the merging of non-overlapping point clouds in the first group during two periods. (g) First phase of the original point cloud in the second group. (h) First phase of non-overlapping point clouds in the second group. (i) Top view of the merging of non-overlapping point clouds in the second group during two periods. (j) Second phase of the original point cloud in the second group. (k) Second non-overlapping point cloud in the second group. (1) Bottom view of the merging of non-overlapping point clouds in the second group during two periods.


Figure 8. Point cloud preprocessing results. (a) The first group of point cloud classification results. (b) The first group of point cloud denoising results. (c) The second group of point cloud classification results. (d) The second group of point cloud denoising results. It is important to highlight that, within the classification results, as depicted in ( $\mathbf{a}, \mathbf{c}$ ), distinct colors have been employed to designate various categories, each corresponding to an autonomous irregular body. In terms of denoising results, as depicted in (b,d), it is evident that there are significantly fewer noise points in comparison to those present in ( $\mathbf{a}, \mathbf{c}$ ).

Due to the inconsistent range of the point cloud data in the two periods, there is noise in the classification results. For example, Figure 7i,l shows the top view and the elevation view of the non-overlapping point clouds that are extracted from the second group of point cloud data, respectively. In addition, it can be seen from the figure that there are discrete noisy points in the non-overlapping point cloud and that the points in the outermost circle of the non-overlapping point cloud are all green in both the top view and the elevation view. This indicates that this part of the point cloud is the only non-overlapping point that is extracted in one period, and that there are no data in this region in another phase of the point cloud. Therefore, the denoising method described in Section 2.1 is used to denoise the classification results of the two phases. By counting the number of scattered points of the different colors in each type of point cloud of a set of data and calculating their number difference multipliers, it is found that the number difference multipliers of noisy point clouds are all greater than 3 . Therefore, the threshold parameter $\vartheta$ is set to 3 , and the processing results are shown in Figure 8. By comparing the point clouds both before and after denoising, it can be seen that the method can effectively eliminate the noisy point clouds and thus provide a reliable database for the slicing method.

### 3.3. Enhanced Slice Method Point Cloud Volume Calculation

The excavation quantity of open-pit mining can be interpreted as the spatial variation of the surface of the mining area. The point cloud after denoising is the point cloud block
that is enclosed by the surface point cloud of each mining area both before and after the open-pit mining, thus converting the calculation of open-pit mining volume into the volume calculation of the point cloud. We adopted the slicing method to calculate the volume of the point cloud, which consists of four steps: (i) the slicing of point cloud data; (ii) the extraction of multi-profile boundaries; (iii) the calculation of cross-sectional areas; and (iv) the calculation of point cloud volumes. We selected an irregular object to describe the four steps above.

### 3.3.1. Slicing Point Cloud Data

The slicing method is one of the micro-element methods, and the size of the slice spacing not only impacts computational accuracy but also dictates the algorithm's computational efficiency. Theoretically, a smaller slice spacing yields higher computational accuracy. However, excessively small slice spacing increases algorithmic time complexity, while overly large spacing diminishes computational accuracy. Therefore, in this paper, after conducting multiple experiments and considering both computational accuracy and operational efficiency, we determined the optimal slice spacing to be 0.5 m . Additionally, we employed this spacing to slice the point cloud, resulting in 769 slices. Some outcomes of this process are depicted in Figure 9. Subsequently, the point cloud within each slice was projected onto the middle plane between the two slice planes to extract multiple contour boundaries from the sliced point cloud.


Figure 9. Partial point cloud data and their slicing results. (a) Unsegmented point cloud dataset. (b) Point cloud dataset after slicing in the cutting plane illustrated in (a), showcasing the existence of both single-contour boundaries, as observed at $\mathrm{d}=165$, and multi-contour boundaries, as evidenced by $\mathrm{d}=137$.

### 3.3.2. Multi-Contour Boundary Extraction

Sliced point clouds are generally disordered point clouds and their existing point cloud ordering structures cannot be used as contour boundaries. Moreover, due to the complex topography of open-pit mines and irregular point cloud shapes, sliced point clouds are very likely to have multiple contour boundaries (e.g., Figure 9b, d=137), which leads to excessive errors in section area calculation. To address these issues, the proposed method is used to extract multiple contour boundaries from the sliced point cloud. The Euclidean
clustering method is used to segment the multiple contours in the sliced point cloud. For the segmented disordered contour point cloud, the contour boundaries are extracted using the concave hull algorithm. The extraction results are shown in Figure 10. As can be seen from the figure, the enhanced point cloud slicing method can accurately segment the multi-contour boundary (e.g., Figure $10(\mathrm{~d}=3.8,63.5,114.5,137)$ ), and the extracted slice point cloud contour is also completely correct, providing a reliable prerequisite for the calculation of contour area.


Figure 10. The multi-contour boundary extraction results. The point clouds within the slices might encompass multiple contours. To address this, the Euclidean clustering method is applied for the segmentation of these numerous contours. Subsequently, the concave hull algorithm is employed to independently extract the boundaries of each contour from the point cloud. Taking the instance of $\mathrm{d}=38$ in the illustration, the Euclidean clustering algorithm segregates the left and right contours within the slice. Following contour extraction, two closed polygons are accurately generated.

### 3.3.3. Cross-Sectional Area Calculation

In this paper, we use the Shoelace Theorem described in Section 2.1 to calculate the cross-sectional area of the slice plane. Taking the slice point cloud with $\mathrm{d}=9.5 \mathrm{~m}$ as an example, the point cloud contour extracted by the concave envelope algorithm contains 158 ordered scattered points, which the coordinates are as follows: $(691,236.38,358.04)$, $(691,235.31,355.88),(691,236.06,355.25), \ldots,(691,238.06,358.07),(691,237.12,358.07)$, and then the coordinates and Formula (2) are used to calculate the contour area of the slice point cloud, as shown in Formula (5):

$$
\begin{equation*}
A_{d=9.5}=\frac{1}{2} \sum_{j=0}^{158-1}\left(x_{j} y_{j+1}-x_{j+1} y_{j}\right)=950.65 \tag{5}
\end{equation*}
$$

Similarly, the contour area of the rest of the slice point cloud is calculated, and some of the results are shown in Table 1.

Table 1. The results of partial position-sliced cross-sectional areas for the same selected region.

| No | Slicing <br> Position | Actual <br> Area/ $\mathbf{m}^{2}$ | No | Slicing <br> Position | Actual <br> Area $/ \mathbf{m}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathrm{~d}=9.5$ | 941.39 | 5 | $\mathrm{~d}=114.5$ | 3928.04 |
| 2 | $\mathrm{~d}=38$ | 1246.47 | 6 | $\mathrm{~d}=125.75$ | 3775.72 |
| 3 | $\mathrm{~d}=63.5$ | 2710.73 | 7 | $\mathrm{~d}=137$ | 2383.83 |
| 4 | $\mathrm{~d}=90.5$ | 4109.29 | 8 | $\mathrm{~d}=165$ | 933.82 |

### 3.3.4. Point Cloud Volume Calculation

The irregular point cloud selected in this experiment was divided into 769 slices. The volume of each slice can be obtained by multiplying the contour area of each slice point cloud calculated in Section 3.3.2 by the slice spacing, and the stripping amount of each mining area can be obtained by summing the volume of each slice. The volume calculation results of some slices are shown in Table 2.

Table 2. Partial point cloud volume calculation results using the enhanced slicing method.

| Index of Slice | Slicing Position | Computed Slice Volume $/ \mathbf{m}^{\mathbf{3}}$ |
| :---: | :---: | :---: |
| 1 | $\mathrm{~d}=0.5$ | 7.014 |
| 2 | $\mathrm{~d}=1.0$ | 8.488 |
| 3 | $\mathrm{~d}=1.5$ | 13.858 |
| $\ldots \ldots$ | $\ldots \ldots$. | $\ldots .$. |
| 768 | $\mathrm{~d}=376.00$ | 4.694 |
| 769 | $\mathrm{~d}=376.50$ | 1.940 |

By summing the volumes of each section in Table 2, the total volume of irregular objects can be calculated as $835,475.17 \mathrm{~m}^{2}$. Similarly, we can calculate the volume of the other irregular cubes in the phase-point cloud.

### 3.4. Comparison with Traditional Point Cloud Slicing Method

To validate the accuracy and efficiency of our proposed method, this section con-ducts a comparison with the traditional point cloud slicing method. We generated 3D models of each excavation section using Geomagic Studio (modeling method) and em-ployed the 3D model volume as the reference for comparing various methods. Additionally, to further demonstrate the advantages of the concave hull algorithm in polygon edge extraction, we conducted a comparative experiment. This experiment involved assessing the efficiency of polygon edge extraction by contrasting the concave hull algorithm, augmented with the Delaunay triangulation method, against the polygon segmentation and reassembly method.

### 3.4.1. Comparison of Multi Contour Boundary Extraction

In order to showcase the efficacy of the proposed method in extracting multi-contour boundaries, we conducted a comparative analysis among three scenarios: the scatter plots and contours of the original unsorted slices, the point clouds and contours after sorting using the two-way nearest point search method, and the point clouds and contours after sorting using the method introduced in this paper. Partial representative results of these comparisons are visually presented in Figure 11. In Figure 11a, we present the scatter plots of the original unordered point cloud slices alongside their corresponding contours. These visuals clearly depict notable discrepancies in the contour boundary polygons of the sliced plane boundaries, regardless of whether they consist of single or multiple contours. Moving on to Figure 11b, this graph illustrates the segmentation of sliced point clouds exhibiting multiple contour boundaries, facilitated by the employment of the Euclidean clustering method. This is subsequently followed by the sorting of dispersed points on the sliced plane, leading to the extraction of contour results through the utilization of the two-way nearest point search method. Notably, it is evident from the figure that, when dealing with sliced
point clouds characterized by a uniformly distributed contour boundary point density, the two-way nearest point search method adeptly extracts the contour boundaries of these sliced point clouds (as evidenced in Figure 11b for $d=165$ ). However, for sliced point clouds that showcase an uneven distribution of contour points, the two-way nearest point search method fails to accurately arrange the scattered points associated with the contour boundaries (as depicted in Figure 10b for $d=38,90.5,137$ ). Shifting focus to Figure 11c, we offer a depiction of the scattered points located on the sliced plane, along with their corresponding contours. This representation arises from the application of the proposed method discussed within this paper. As part of this approach, the initial step involves the use of the Euclidean clustering method to segment the multiple contour boundaries. Subsequently, the concave hull algorithm is applied to extract these contour boundaries. Upon reviewing the figure, it becomes evident that the segmentation of multiple contour boundaries within the sliced point clouds is notably accurate (as observed in Figure 11c for $d=38,63.5,137$ ). Furthermore, the results pertaining to the sorting of boundary points are found to be remarkably precise. This collectively underscores the efficacy of the proposed method in segmenting multiple contour boundaries on sliced planes, thereby ensuring the precise extraction of contour boundary polygons.


Figure 11. Comparison of multi-contour boundary extraction results using different methods within the sliced point clouds. (a) Scatter profile of the original sliced point cloud and its default sorted contours. (b) Contours sorted using the traditional point cloud slicing method. (c) Contours sorted using the proposed enhanced point cloud slicing method. It is evident that our method provides more accurate results when dealing with uneven point cloud densities and the presence of multiple contours within the slices (e.g., $d=138, d=37$ ).

### 3.4.2. Comparison of Cross-Sectional Area Calculation

In the step of cross-sectional area calculation in the experiment, we also used the traditional point cloud slicing method to calculate the slicing planes in Section 3.3.2, and the calculation results are shown in Table 3.

Table 3. Area calculation accuracy between the proposed method and the traditional approach.

| Slicing Position | Actual Area/m ${ }^{2}$ | Traditional Point Cloud Slicing Method Area/m ${ }^{2}$ | Enhanced Point Cloud Slicing Method Area/m ${ }^{2}$ | Relative Error of the Traditional Point Cloud Slicing Method/\% | Relative Error of the Enhanced Point Cloud Slicing Method/\% |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{d}=9.5$ | 941.39 | 950.65 | 950.65 | 0.98 | 0.98 |
| $\mathrm{d}=38$ | 1246.47 | 946.35 | 1260.73 | 24.08 | 1.14 |
| $\mathrm{d}=63.5$ | 2710.73 | 2563.18 | 2735.54 | 5.44 | 0.92 |
| $\mathrm{d}=90.5$ | 4109.29 | 2869.72 | 4144.27 | 30.17 | 0.85 |
| $\mathrm{d}=114.5$ | 3928.04 | 3937.9 | 3943.13 | 0.25 | 0.38 |
| $\mathrm{d}=125.75$ | 3775.72 | 3804.14 | 3804.14 | 0.75 | 0.75 |
| $\mathrm{d}=137$ | 2383.83 | 1485.85 | 2387.26 | 37.67 | 0.14 |
| $\mathrm{d}=165$ | 933.82 | 941.54 | 941.54 | 0.83 | 0.83 |

In cases where the actual area is projected from the sliced planar scatter points onto the plane, it is manually vectorized to create planar scatter contour polygons. The polygon area is then calculated using relevant software as the reference value for determining absolute and relative errors. From the data presented in the table, it is evident that, for sliced point clouds with a more uniform point cloud density (e.g., $\mathrm{d}=9.5,114.5,125.75,165$ ), both the traditional point cloud slicing method and the enhanced point cloud slicing method yield relative errors of contour polygon areas within $1 \%$. This suggests that both methods can accurately extract contour polygons from sliced point clouds. Conversely, for sliced point clouds with uneven density (e.g., $\mathrm{d}=38,63.5,90.5,137$ ), the relative error of contour polygon areas extracted by the traditional point cloud slicing method is larger. In contrast, the relative error of contour polygon areas extracted by the enhanced method is less than $1.2 \%$. This indicates that the enhanced method is more suitable for extracting contour polygons from sliced point clouds with uneven density, demonstrating its superiority over the traditional point cloud slicing method in this context.

The main reason for this error is that, in the large-scale projection of the open-pit mine, the mining area is large and the ground is undulating, so that, in the process of extracting the polygons of the slice plane contour, the contour cannot be accurately extracted from the area with a large degree of ground concavity and short distance, leading to a certain error in the area calculation. The area of the sliced planar contour polygons cannot be extracted accurately for the areas with large ground relief and short distances, thus resulting in certain errors in the calculations. However, the absolute errors of the calculation results can meet the accuracy requirements; further, the relative errors can be controlled below $1.2 \%$, which can meet the accuracy requirements of the actual open-pit mining volume calculation. The primary reason for this error is the extensive nature of open-pit mining projects, characterized by large mining areas and undulating terrain. Accurate extraction of contour polygons from the slice plane becomes challenging in regions with significant ground concavity and short distances, leading to inaccuracies in area calculations. Although obtaining precise sliced planar contour polygon areas in areas with substantial ground relief and short distances can be challenging, the absolute errors in the calculation results still meet the required accuracy standards. Moreover, the relative errors can be maintained below $1.2 \%$, which aligns with the accuracy requirements for practical open-pit mining volume calculations.

### 3.4.3. Comparison of Point Cloud Volume Calculation

To evaluate the accuracy and reliability of the method proposed in this paper for openpit mining volume calculations, we selected several irregular blocks from the classification results of two sets of point cloud data. We performed these calculations using both the traditional point cloud slicing method and the enhanced point cloud slicing method. Figure 12 illustrates the selected point cloud and its three-dimensional model, while Tables 4 and 5 present the results of the volume calculations.


Figure 12. The chosen point cloud data and their respective 3D modeled results. (a) Depicts the first group of point cloud data. (a1-a8) Correspond to the modeled outcomes of the eight subsets of point clouds within (a). (b) Represents the second group of point cloud data. Likewise, (b1-b9) correspond to the modeled outcomes of all irregular bodies within (b).

Table 4. Comparison of results and accuracy for calculating the volume of the first group of point cloud data.

| Point Cloud <br> Serial Number | Modeling Method <br> Volume $/ \mathbf{m}^{3}$ | Traditional Point <br> Cloud Slicing <br> Method <br> Volume $/ \mathbf{m}^{3}$ | Slice Method <br> Volume/ $\mathbf{m}^{3}$ | Relative Error of <br> the Traditional <br> Point Cloud <br> Slicing Method/\% | Relative Error of <br> the Enhanced <br> Point Cloud <br> Slicing Method/\% |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a1 | $36,208.19$ | $33,799.44$ | $36,025.30$ | 6.65 | 0.51 |
| a2 | $414,880.44$ | $402,798.03$ | $420,520.21$ | 2.91 | 1.36 |
| a3 | $17,048.50$ | $13,097.49$ | $16,623.47$ | 23.18 | 2.49 |
| a4 | $108,175.28$ | $97,901.53$ | $107,930.93$ | 9.50 | 0.23 |
| a5 | $25,438.97$ | $22,395.62$ | $24,712.33$ | 11.96 | 2.86 |
| a6 | 8410.14 | 7047.13 | 8394.63 | 16.21 | 0.18 |
| a7 | $10,922.42$ | 7511.08 | $11,103.48$ | 31.23 | 1.66 |
| a8 | $820,913.03$ | $726,134.21$ | $835,475.17$ | 11.55 | 1.77 |

Table 5. Comparison of results and accuracy for calculating the volume of the second group of point cloud data.

| Point Cloud Serial Number | Modeling Method Volume/m ${ }^{3}$ | Traditional Point Cloud Slicing Method Volume/m ${ }^{3}$ | Slice Method Volume/m ${ }^{3}$ | Relative Error of the Traditional Point Cloud Slicing Method/\% | Relative Error of the Enhanced Point Cloud Slicing Method/\% |
| :---: | :---: | :---: | :---: | :---: | :---: |
| b1 | 446,229.99 | 352,648.54 | 434,473.97 | 20.97 | 2.63 |
| b2 | 77,430.82 | 72,141.67 | 76,804.89 | 6.83 | 0.81 |
| b3 | 180,884.95 | 169,572.10 | 180,961.12 | 6.25 | 0.04 |
| b4 | 170,941.48 | 159,884.40 | 169,831.03 | 6.47 | 0.65 |
| b5 | 272,074.44 | 255,381.54 | 271,756.67 | 6.14 | 0.12 |
| b6 | 170,232.95 | 163,264.25 | 166,888.61 | 4.09 | 1.96 |
| b7 | 22,383.55 | 18,142.17 | 22,509.83 | 18.95 | 0.56 |
| b8 | 6969.85 | 6222.12 | 7055.81 | 10.73 | 1.23 |
| b9 | 10,090.01 | 9429.14 | 9939.45 | 6.55 | 1.49 |

### 3.4.4. Comparison of Point Cloud Contour Boundary Extraction Algorithms

When extracting polygon contour boundaries within the slices, there are various edge extraction algorithms available. Taking into account both algorithm accuracy and efficiency, we first uniformly slice several irregular point cloud bodies. We then randomly select slices of different types and compare the speed of point cloud contour extraction within the slices and the accuracy of volume calculation using the extracted results. We compare the computational efficiency of the bidirectional nearest neighbor search algorithm, the polygon classification and reconstruction method, and the concave hull algorithm used in proposed technique. The results are presented in Table 6. It is important to note that the hardware platform employed for this comparison encompasses an Intel 10th Core i7 processor with a GTX 1650 graphics card. The interpreter environment utilized is Python 3.6.

Table 6. Comparison of different point cloud boundary extraction algorithms.

| Point Cloud Slice <br> Number | Number of Contours in <br> the Slice | The Time of the <br> Bidirectional Nearest <br> Neighbor Search <br> Algorithm/ms | The Time of the Polygon <br> Classification and <br> Reconstruction <br> Method/ms | The Time of the Concave <br> Hull Algorithm <br> (Proposed Method)/ms |
| :---: | :---: | :---: | :---: | :---: |
| s1 | 1 | 1.9690 | 2.4319 | 1.8616 |
| s2 | 1 | 0.7821 | 1.4755 | 0.9968 |
| s3 | 3 | 1.6324 | 1.9976 | 4.9851 |
| s4 | 2 | 1.8992 | 1.8253 | 1.9951 |
| s5 | 2 | 1.9936 | 2.3841 | 1.9944 |
| s6 | 1 | 1.8281 | 1.2347 | 0.9973 |

### 3.4.5. Comparison of Computational Time for Algorithms

We conducted a comparison of the computational efficiency between the enhanced point cloud slicing method and the traditional point cloud slicing method. The corresponding results are displayed in Table 7.

Table 7. Comparison of computational time for algorithms.

| Point Cloud Serial Number | The Time of the Traditional Point Cloud Slicing Method/s | The Time of the Enhanced Point Cloud Slicing Method/s | Point Cloud Serial Number | The Time of the Traditional Point Cloud Slicing Method/s | The Time of the Enhanced Point Cloud Slicing Method/s |
| :---: | :---: | :---: | :---: | :---: | :---: |
| a1 | 14.03 | 12.35 | b1 | 396.68 | 374.05 |
| a2 | 375.53 | 365.78 | b2 | 35.63 | 33.12 |
| a3 | 4.87 | 3.58 | b3 | 118.2 | 116.37 |
| a4 | 61.26 | 56.46 | b4 | 86.32 | 82.14 |
| a5 | 15.54 | 14.63 | b5 | 219.65 | 214.48 |
| a6 | 2.98 | 1.71 | b6 | 47.75 | 44.56 |
| a7 | 8.23 | 6.82 | b7 | 4.01 | 3.51 |
| a8 | 582.95 | 568.31 | b8 | 1.01 | 0.93 |

### 3.5. Analysis of Results

Based on the comparison and analysis of the volume calculation results and computational time presented in Tables 4-6, the following conclusions can be drawn:
(1) Higher Accuracy. The enhanced point cloud slicing method demonstrates superior accuracy in volume calculation for large irregular bodies compared to the traditional point cloud slicing method. As shown in Tables 2 and 3, the traditional point cloud slicing method exhibits significant calculation errors (e.g., point clouds a3, a7, b1, b7, etc.), and other methods with relatively stable calculation results also have relative errors of around $6 \%$, which does not meet practical application requirements. In contrast, the enhanced point cloud slicing method proposed in this paper shows stable and reliable errors, most of the absolute error is kept below $500 \mathrm{~m}^{3}$, and the minimum absolute error is $15.509 \mathrm{~m}^{3}$. The relative errors are all below $3 \%$, the relative errors of the calculation results of the first group of point clouds are up to $1.38 \%$, and the relative errors of the calculation results of the second group of point clouds are up to $1.05 \%$, indicating that the volume calculation accuracy of the enhanced point cloud slicing method is high.
(2) Higher Efficiency. The enhanced point cloud slicing method is faster and more efficient compared to the traditional method. As shown in Table 4, the traditional point cloud slicing method utilizes a bidirectional nearest point search to determine the polygon contour after slicing the point cloud, while the enhanced point cloud method further improves computational efficiency by incorporating the concave hull algorithm. This enhancement allows for more efficient and accurate volume calculations for large irregular bodies, making it a valuable tool for practical applications such as open-pit mining volume calculations.
It can be concluded that, compared to the traditional slicing method, the enhanced point cloud slicing method effectively addresses the volume calculation problem of large irregular objects with uneven point cloud distribution. By resolving the multi-ring effect, it achieves superior calculation accuracy, while the incorporation of the concave hull algorithm enhances computational efficiency. Additionally, the inclusion of preprocessing techniques makes this method well suited for engineering applications involving volume estimation of large irregular bodies, such as mining volume calculation and earthwork quantity estimation.

## 4. Discussion

In this paper, the traditional point cloud slicing method is enhanced by integrating the Euclidean clustering method during the slicing phase and utilizing the concave hull algorithm during the contour extraction phase. This improvement addresses challenges arising from irregular point cloud density and the occurrence of multiple contours within slices, which can result in inaccurate extraction of external contour polygons. The algorithm proposed in this study is characterized by fewer constraints. To underscore the practicality of the approach, the calculation of excavation volume in an open-pit mine is employed as an illustrative example. This necessitates the acquisition of point cloud data before and after excavation phases, achieved through platforms equipped with laser scanners, such as UAVs as demonstrated here, or through methods like oblique photogrammetry. These data facilitate the automated calculation of excavation volume.

In terms of result accuracy, the traditional point cloud slicing method employs a bidirectional nearest point search algorithm. However, this method can be affected by uneven point cloud density within large irregular bodies or the presence of multiple contours within slices. This can lead to point cloud sorting errors and subsequent incorrect contour extraction in the slices, resulting in volume calculation inaccuracies [24]. To address this issue, our enhanced point cloud slicing method first divides each slice into multiple polygons, resolving issues with abnormal extraction of multi-contour boundaries. Subsequently, the concave hull algorithm is used to extract the contours of each polygon. By ignoring the internal point cloud density during contour extraction, the concave hull algorithm
overcomes the limitations of the traditional point cloud slicing method, which often demands high data quality [30]. To demonstrate the practicality of our approach, we employ a complex scenario involving excavation volume calculation in an open-pit mine. We selected 17 distinct point cloud sets for testing, each encompassing diverse environmental features of open-pit mining areas and effectively representing the characteristics of large irregular bodies. Through comparative analysis, it can be concluded that the relative error in volume calculation for each point cloud subset remains within $3 \%$, with an average relative error of $1.22 \%$. These results indicate that the enhanced point cloud slicing method is well suited for volume calculation of large irregular bodies using point cloud data.

In terms of algorithmic computational efficiency, during the contour extraction phase of the sliced point clouds, the method proposed in this paper demonstrates comparable computation time to the bidirectional nearest point search method, using the same environmental conditions and parameter settings. However, real-world point cloud distributions are frequently characterized by unevenness. In such scenarios, our algorithm showcases enhanced stability during the search process, leading to shorter average computation times in test experiments with diverse datasets. This implies that the enhanced point cloud slicing method enhances computational efficiency in practical applications by improving stability to a certain extent.

The enhanced point cloud slicing method still presents several limitations. Firstly, it might yield notable absolute errors in the calculation of specific point clouds (e.g., point cloud blocks a3 and a5 in the first group, as well as point cloud block b1 in the second group). These errors can be attributed to the larger areas and significant variations in the contour boundaries of these particular point clouds, which result in inaccurate computations of cross-sectional areas. Secondly, the use of point cloud slicing for volume calculation unavoidably introduces computational errors, as this approach simplifies volume calculation by multiplying slice cross-sectional areas with a fixed spacing, disregarding the continuous volume variation. In our experiments, the algorithm employed a uniform slice spacing, limiting its capability to retain finer details in regions with substantial crosssectional area variations and unnecessarily elongating computation time in areas with minor fluctuations. Implementing an adaptive slicing technique, where the slice distance is automatically adjusted based on the gradient of area changes, can aid in retaining more intricate details within irregular bodies and enhance the precision of calculations. Although this approach cannot entirely eliminate the inherent errors in point cloud-based calculations, it will steer our forthcoming research, which will focus on the exploration of automated slicing adjustment algorithms.

## 5. Conclusions

To overcome the limitations of the traditional point cloud slicing method and achieve more accurate volume calculations for large-scale irregular objects, this paper introduces an enhanced point cloud slicing algorithm. The conventional method struggles to effectively segment multiple boundary contours, leading to lower calculation accuracy. The proposed approach combines the Euclidean clustering algorithm and the concave hull algorithm. Euclidean clustering is employed to segment multiple contours within each slice, while the concave hull algorithm accurately extracts the boundary polygons for each contour. To validate the algorithm's efficacy in calculating volumes for complex, large irregular bodies, we utilize point cloud data from two phases of an open-pit mine excavation as an illustrative example. During this process, we employ color-based preprocessing techniques to enhance point cloud denoising, facilitating automated handling. Comparative analysis of the calculation results between the traditional point cloud slicing method and our enhanced approach, using excavation volume data obtained from modeling as a reference, reveals significant discrepancies in the traditional method's excavation quantity calculations. In contrast, the enhanced point cloud slicing method achieves relative errors of less than 3\% for excavation volume calculations in each mining area, with an average relative error of $1.38 \%$. These findings underscore the high precision of the enhanced method. By integrating
our proposed preprocessing techniques, the enhanced point cloud slicing algorithm can effectively address engineering challenges, such as excavation quantity and earthwork volume calculations.
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