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Abstract: The ultra-short baseline (USBL) positioning system has been widely used for autonomous
and remotely operated vehicle (ARV) positioning in marine resource surveying and ocean engineering
fields due to its flexible installation and portable operation. Errors related to the sound speed are a
critical factor limiting the positioning performance. The conventional strategy adopts a fixed sound
velocity profile (SVP) to correct the spatial variation, especially in the vertical direction. However,
SVP is actually time-varying, and ignoring this kind of variation will lead to a worse estimation
of ARVs’coordinates. In this contribution, we propose a two-step sound speed correction method,
where, firstly, the deviation due to the acoustic ray bending effect is corrected by the depth-based
ray-tracing policy with the fixed SVP. Then, the temporal variation of SVP is considered, and the
fixed SVP is adaptively adjusted according to the in situ sound velocity (SV) measurements provided
by the conductivity–temperature–depth (CTD) sensor equipped at the ARV. The proposed method is
verified by semi-physical simulation and sea-trail dataset in the South China Sea. When compared
to the fixed-SVP method, average positioning accuracy with the resilient SVP be improved by 8%,
21%, and 26% in the east, north, and up directions, respectively. The results demonstrate that the
proposed method can efficiently improve the adaptability of sound speed observations and deliver
better performance in USBL real-time positioning.

Keywords: sound speed correction; temporal variation; USBL positioning; in-situ measurements

1. Introduction

Underwater positioning technology plays a vital role in autonomous and remotely
operated vehicles (ARVs) to smoothly cruise, avoid obstacles, and carry out underwater
operations. Due to the strong penetration of acoustic signals in the ocean environment,
Underwater Acoustic-Dominated Positioning Systems (UAPS) show absolute superiority
in the ocean [1–4]. According to the baseline length of the acoustic array, UAPS is broadly
categorized into Long Baselines (LBL), Short Baselines (SBL), Ultra-Short Baselines (USBL),
and Mixed-Baseline systems [5–7]. The USBL positioning system has the advantages of
small size, flexible installation, and portable operation, which makes it widely applicable
for ARVs’ acoustic positioning for shallow water environments and for providing aided
integrated navigation for deep water missions [8,9]. The USBL positioning system mainly
includes a meter-level-sized acoustic array composed of one transmitter and multiple
receivers, mounted at the bottom of the support ship and the responder unit installed
on the ARV. The transmitter sends the inquiry signals to the responder, and the receivers
receive the feedback interrogating signals from the responder; hence, the time-of-arrival
(TOA) or phase-of-arrival (POA) of traveling acoustic signals for each receiver in one ask–
answer cycle has been recorded. Generally, the time difference of arrival (TDOA) or phase
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difference of arrival (PDOA) between array elements can be calculated to determine the
relative positions of the target in the coordinate system of the acoustic array [6].

Factors affecting the relative positioning accuracy of USBL systems involve angle
misalignment error, acoustic timing accuracy, uncertainty related to sound speed struc-
ture (SSS), and marine environmental noise [10–13]. As for sound speed observation, it is
typically measured by sound velocity profilers or conductivity–temperature–depth (CTD)
sensors before or after the survey or by expendable CTD (XCTD) or expendable bathyther-
mograph (XBT) during the survey [9]. Based on these available discrete sound velocity
profile (SVP) data, empirical sound velocity values (SVV), such as weighted mean SVV or
Harmonic SVV, are routinely used in practical offshore engineering [14]. However, the fixed
sound speed value is unable to describe the changing features of the sound speed structure
in the vertical direction. Actually, sound velocity varies through the entire water column,
and acoustic rays bend towards positive sound speed gradients [15]. To palliate these
misfits, scholars have developed ray-tracing methods, the equivalent sound speed profile
(ESSP), effective sound velocity (ESV), and the look-up correction table method, etc., to mit-
igate the effects of acoustic spatial refraction [16–20]. Nevertheless, these aforementioned
methods are commonly conducted based on a specific historical SVP. The assumption
of a fixed SVP tends to result in two errors: deviation from the actual slant range and
deviation from a specific path due to temporal variations of SSS, especially in shallow
water, where the sound velocity is highly temporally and spatially variable than in deep
water environments [1,21]. To obtain a high spatiotemporal resolution of SSS observations,
the moving vessel profiler (MVP) has been developed and has an advantage in continuous
and real-time observation for frequent, high-density profiles. MVP is commonly used for
seafloor mapping, hydrographic, and oceanographic surveying [22–24]. In addition to
the independent profiler, CTD and pressure sensors equipped on ARVs can also provide
the sound speed observation and diving depth of the submarine’s location. These in-situ
measurements contain the real-time sound speed information corresponding to the water
through which the submarine is actually cruising, and these measurements are expected to
make a contribution to sound speed temporal variation analysis and correction.

Temporal variation of sound speed structure results in evident positioning uncertainty
for marine geodetic measurements, which primarily rely on an acoustic approach for
localization. In LBL positioning mode or seafloor geodetic network (SGN) calibration,
investigations on SSS modeling have garnered considerable attention in terms of functional
model establishment [25–30] and stochastic model refinement [31,32]. With regard to
typical GNSS-acoustic (GNSS-A) data post-processing for seafloor static positioning, the
comparatively exact modeling correction method is essentially based on sufficient and
repeated observations which are easily available when employing ships, buoys, wave
gliders, or unmanned aerial vehicles (UAVs) to continuously conduct GNSS-A surveying
towards the static seafloor targets [33–35]. However, it is a challenge to establish an accurate
model of SSS correction for USBL positioning of dynamic ARVs due to limited observations
corresponding to specific locations and times of ARVs.

This paper aims to provide a novel two-step sound speed correction method to over-
come the shortcoming where USBL positioning accuracy degrades due to the entire effect
of the temporal and spatial variations in shallow water. Different from previous works,
both vertical spatial variation and temporal variation of SSS are considered in the real-time
correction processing strategy. Specifically, the spatial acoustic bending effect is weakened
by the first “rough correction” based on historical SVP, and the temporal variation effect
is further rectified through the second “refined correction” based on the real-time sound
speed information provided by the CTD sensor equipped in the ARV.

The organization of the paper is as follows: In Section 2, the fundamental principle of
USBL positioning is presented. In Section 3, the proposed two-step sound speed correction
method is discussed in detail, including the acoustic ray bending correction and temporal
sound speed correction. In Section 4, a series of semi-physical simulations based on the sea
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trail dataset were carried out to assess the performance of the proposed two-step correction
method. Finally, conclusions are summarized in the last section.

2. Materials and Methods
2.1. USBL Positioning Algorithm for ARV

The submersible ARV system combines autonomous navigation and remote control
capabilities. In the cable-controlled remote mode, ARV utilizes optical fiber micro-cables for
real-time remote control to explore detailed seafloor terrain, shallow subsurface structures,
and seafloor surface targets and to take samples of specific targets [35,36]. Furthermore, it
can perform autonomous exploration tasks in a hybrid mode of autonomous and remote
control. Through real-time transmission of on-site operation information via optical fiber
micro-cables, the operator can switch between autonomous navigation and real-time remote
control at any time, efficiently and flexibly completing operational tasks. Generally, the
main procedure of conducting a mission involves three phases: the descent phase, the
surveying cruise, and the ascending phase, as shown in Figure 1. During the surveying
phases, the positioning performance of the USBL system will directly impact the level of
task execution for the ARV.
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Figure 1. Sketch map of ARV surveying phases in shallow water. Acoustic array of USBL is mounted
at the bottom of the surveying ship. The acoustic transponder is equipped at the ARV. The blue arrow
represents the direction of movement, and the yellow curve and round-trip zigzag represent the
spiral lifting trajectory and cruise track, respectively.

As for the USBL positioning principle, it is typically divided into two categories. For
single-frequency narrowband signals, USBL generally locates the target by measuring the
phase difference of arrival (PDOA) of different array elements when receiving feedback
from the target, while for more widely used broadband signals, USBL adopts time difference
of arrival (TDOA) between different array elements to position the underwater target.
Without loss of generality, the positioning principle based on TDOA will be depicted as
shown in Figure 2. According to the planar approximation of acoustic waves, as in the
classical approach presented in reference [37], the direction and the distance between the
transponder and the acoustic array are available to compute the relative positions expressed
in the ship body frame.
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The sub-system of the USBL device typically measures the travel time (ti,p) between the
receiver (i) of the USBL array and the transponder (p) mounted on the target by generalized
cross-correlation time delay estimation, and is given by

ti,p = tr
i − ts

t + εt (1)

where ti,p is the round-trip observed traveling time; for the sake of simplicity, the index p is
omitted hereinafter. ts

t represents the sending time of acoustic signals from the transmitter,
tr
i denotes the receiving time of feedback acoustic signals for receiver i from the transponder,

and εt denotes random and systematic measurement noise involving hardware time delay
and common mode noise.

Resorting to the planar wave approximation shown in Figure 1, modified after mature
product introduction [38,39], we can present the TDOA between two receivers, i and j, as

τ(i,j) = ti − tj = −
1
vp

dT(BXi − BXj) + ετ (2)

where vp is the referenced sound speed generally calculated according to the historical
sound speed profile, BXg is the position of receiver g on the ship body frame, τ(i,j) is
the TDOA between receivers, and d is the normalized directional vector of transponder
p (‖d‖2 = 1). ετ stands for the differential noise for the transponder–receiver pair.

Considering all N possible combinations of USBL array receivers, the vector of TDOA
can be generated by

τ = Dt (3)

where τ = [τ(1,2) τ(1,3) · · · τ(N−1,N)]T, t is the traveling time measurement from all
receivers given by t = [t1 t2 · · · tN ]

T, and D is the difference operator with the size of
(N − 1)× N shown as

D =


1 −1

1 −1
. . .

1 −1

 (4)
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Combining Equation (2) with Equation (3) and based on the least square principle, the
direction vector d for the transponder p is given by

d̂ = −vpS#Dt (5)

where S# =
(
STS

)−1ST , S = DX stands for the relative positions of combinations of
receivers, X is the position matrix for all receivers with the size of N × 3. Note that besides
the classical positioning strategy based on TDOA, available direction-of-arrival (DOA)
observations along with the TOA make a contribution to centimeter-level repeatability in
the locations of geodetic seafloor transponder [37].

According to the planar wave approximation, the range between transponder p and
the origin of the body frame can be calculated by averaging the range estimates from all
receivers. The estimate for receiver k, k ∈ {1, . . . , N} is given by

ρ̂k = vptk +
BXT

k d (6)

The relative position of a transponder p depicted in the ship body frame can be
computed by

BXp = ρ̂pd̂p (7)

where ρ̂p is typically obtained by averaging Equation (6) for all receivers, ρ̂p = 1
N ∑N

k=1 ρ̂k.
On the condition of available attitude measurements provided by the Inertial Navi-

gation System (INS) and the absolute positions of the USBL array in the Earth-Centered,
Earth-Fixed (ECEF) frame, the absolute positioning information of the target can be ob-
tained. It is noted that the absolute positioning accuracy of the USBL is influenced by
acoustic timing noise, referenced SVP errors, uncertainty about GNSS positioning, attitude
measurements, bias of USBL installation, and calibration errors.

2.2. Acoustic Ray Bending Correction for USBL Positioning

The relative geometric distance between a transmitter and a receiver is easily trans-
formed by the traveling time of acoustic signals and typical SSV, as shown in Equation
(5). However, the referenced SSV tends to result in systematic errors in acoustic ranging
measurements because of the ray-bending effect. Ray-tracing theory, which is based on
geometrical acoustics deduced by the Helmholtz equation in the Cartesian system, is com-
monly applied to track the real bent acoustic path. The general expressions of the horizontal
propagation distance (r) and traveling time (t) of acoustic signals are as follows:

r =
∫ zp

zt

pv(z)

[1− p2v2(z)]1/2 dz (8)

t =
∫ zp

zt

1

v(z)[1− p2v2(z)]1/2 dz (9)

where v(z) denotes the sound speed at depth z, p is the Snell-satisfying ray parameter,
and zt and zp stand for the depth of the transmitter and transponder, respectively. Note
that these expressions are under the assumption that the complex sound speed profile is a
stratified medium with a constant sound speed gradient.

Combined with the acoustic timing measurements and the known real-time positions
of the transmitter, the direction angle provided by the USBL system can be used to track
acoustic rays on principle, which is defined as one kind of ray tracing direct problem [18].
However, the departure angle of the ray with respect to the vertical plane is referred to as
the incident angle, which does not entirely reflect the true direction (α1) of the target as
the result of the curved propagation trajectory, as shown in Figure 3. Actually, this angle
bias will cause the traced location deviation of the target. In addition to the bearing, as
an important data source, depth measurements obtained by the equipped pressure sensor,
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typically with the superior accuracy of 0.01% range [40], are applied to solve the direct
problem, which can be depicted by

(Xs, C, α0, τmax) 7→ (XR, s) (10)

(Xs, C, z0, τmax) 7→ (XR, s) (11)

where Xs and XR are the positions of the source and receiver, C is the fixed SVP infor-
mation, α0 and z0 are incident angle and depth observations provided by the USBL and
the pressure sensor installed in the ARV, τmax denotes the traveling time of the acoustic
signal, and s stands for the propagation path length. Observed bearing information can be
transformed to obtain the incident angle based on the necessary procedure of coordinate
system conversion, which is not within the scope of this contribution but can refer to a series
of investigations [41,42]. It is noted that Equation (10) is workable if the incident angle is
the initial condition, and Equation (11) is applicable if the depth is the initial condition.
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Figure 3. Comparison of ray tracing direct problem based on the obtained incident angle information
(a) and the depth observations (b). The target determined by the black straight lines stands for the
true location with respect to the incident angle (α1) and depth (z1), while that determined by the
purple lines denotes the tracked result with respect to the incident angle (α2) and depth (z2).

The procedure to solve the aforementioned direct problem is to adopt an incremental
accumulation strategy, in which the traveling time of acoustic signals is accumulated layer
by layer based on the stratification of SVP. If the incident angle is initial, as depicted
in Equation (10), the acoustic path can be inferred towards the receiver and stopped
according to the timing observations, which is the maximum threshold. If additional depth
information is available, as shown in Equation (11), there is one more step to determine the
initial angle by the dichotomy method using the cutoff depth values when compared with
the aforementioned case.

Based on the characteristics of the water medium, the initial conditions, and a stopping
parameter (traveling time in this scenario), the unique propagation path is tracked and
depicted by the direct ray-tracing procedure, and the horizontal distance (H1) of the target
is determined simultaneously. Since the relative directional vector between the ship and
underwater ARV is available by the USBL system, the traced horizontal distance can be
converted to the geometric distance. If the additional depth information is obtainable, the
slant distance is converted according to the trigonometric geometric relationship. Thus,
the converted geometric distance vector (G1) between the transmitter and the target is
available. Equation (5) is rewritten as

d̂1 = −S#DG1 (12)
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Compared with Equation (5), the ranging bias due to the referenced SVV could be
weakened by the acoustic ray bending corrected distance observations. Combined with
Equations (6) and (12), the positions of ARV can be determined by USBL observations.

2.3. Temporal Sound Speed Correction for USBL Positioning

A ray-tracing strategy based on the fixed SVP shows superiority in positioning perfor-
mance when compared with the referenced SVV commonly adopted in ocean engineering.
However, in shallow water, ARVs tend to conduct missions for dozens of hours; meanwhile,
the SVP presents temporal variation features due to the changing temperature and depth,
as shown in Figure 4, modified after reference [43]. The left subfigure is generated based
on the SVP data recorded every 15 s, over a 48 h period, from 14 m to 70 m depth, with 4 m
spacing, while the right subfigure is plotted according to CTD data collected at about 1 m
resolution from 116 m to 496 m. The fixed SVP could not contain the temporal variation
information of SSS; thus, the aforementioned ray-tracing method lacks the potential to
correct the time-varying effect of SVP and limit the real-time positioning ability of USBL
toward the targets in shallow water.
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Given the time-consuming and observation frequency of the sound velocity profiler, it
is not easy to collect the real-time vertical-sectional profiles. The only possible access to
on-site sound speed information relies on the equipped CTD sensor in the ARV. In this
paper, these real-time SVVs are used for temporal sound speed correction in the ARV
surveying scenario for shallow water environments. Due to the limited surveying spatial
scale of ARVs and the unavailability of the impossible horizontal gradient of sound speed
information, temporal correction is conducted under the assumption of homogeneity of SSS.

In-situ sound speed measurements obtained by the equipped sensor of ARV provide
the possibility and support to adjust the fixed SVPs, which ignores the time-dependent
characteristics. In general, the sound speed varies with each layer: the near-surface layer
is more variable than the abyssal one, for example, so the correction function should be
estimated for each layer. However, the geometric path of an acoustic wave is almost a
straight line because of the smallness of the refractive index [44]. For this reason, the
positioning result depends mainly on the average sound speed of all layers. In this analysis,
the second step correction of sound speed is not set for each layer but is set uniformly for
all the layers. The correction is calculated by the weighted average of the difference of
SVV from referenced SVP and SVV from in-situ observations at the same depth index. To
weaken the random error effect of on-site measurements, a moving window is applied to
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ensure the smooth changes of SVV according to the authentic physical characteristics of
sound speed variation.

∆V(t) =
1
M

M

∑
m=1

Pm

(
Vre f (zm)− Vsitu(zm, tm)

)
(13)

where Vre f is the fixed reference SVP, Vsitu is the in-situ SVV series, M is the width of
the moving window, Pm is the weight factor, Pm = pm·km, pm denotes the degree of time
correlation between the observation epoch and selected sampling time in the moving
window, and km guarantees the robust capability. Once the correction values have been
updated, the SVP will be adjusted accordingly, and the corresponding ray-tracing process
will be executed again. The unique propagation path is tracked and depicted by the
direct ray-tracing procedure, and the horizontal distance (H2) of the target is determined
simultaneously. Note that the ray-tracing process is based on resilient SVPs rather than
single fixed SVPs. Similarly, the slant distance is converted from the horizontal distance.
Thus, the converted geometric distance vector (G2) between the transmitter and the target
is available. Equation (5) is rewritten as

d̂2 = −S#DG2 (14)

Compared with Equation (12), the ranging bias due to the timing-variant SVP could
be further attenuated by the correction of sound speed temporal variation. Combined with
Equations (6) and (14), the positions of ARV can be determined by USBL observations.

3. Results

To evaluate the positioning performance of the proposed two-step sound speed correc-
tion method, a sea dataset was collected in the South China Sea on 12 April 2022 at a depth
of approximately 300 m. The survey was conducted aboard the HYDZ-9 (Hai Yang Di
Zhi-9), a ship with dimensions of 87.07 m in length and 17 m in width. During the survey,
the sea-surface support ship sailed within the target area while towing the Wenhai-1 ARV,
as depicted in Figure 5a, at a specific altitude above the seafloor to carry out surveying
tasks. The dataset includes various observations: GNSS measurements provided by Veripos
APEX, ship attitudes provided by POS MV 320 of Applanix company (Richmond Hill, ON,
Canada), ARV real-time positions provided by the HiPap 102PMGC from the Kongsberg
company, real-time sound speed information provided by the CTD sensor installed in the
ARV, depth observations provided by the Valeport miniIPS pressure gauge, the height of
the ARV above the seafloor obtained by Valeport VA500 altimeter, and sound speed profiles
obtained by MVP 300 developed by AML Oceanographic company, as shown in Figure 5b.

The support ship followed the designated routes on the sea surface while the towed
ARV conducted a round-trip cruise towards the seafloor at a fixed height mode. Figure 6a
illustrates the complete 3D trajectory of both the ARV and support ship, while Figure 6b
displays their horizontal movement tracks. Additionally, Figure 6c depicts the time series
of the ARV’s vertical movement, which includes the descent phase, surveying cruise, and
ascend phase. Throughout the cruise, the ARV maintained a distance of approximately
50 m from the seabed, and its trajectory showed fluctuation characteristics attributed to the
undulating seabed.

During the sea trial, relatively high-density SVPs are collected approximately every
40 min using the MVP between 07:00 A.M. and 10:00 A.M. on the following day (day + 1).
The rendered sound speed profile series, based on the data obtained from 37 profiles, is
illustrated in Figure 7. It is evident that the sound speed near the sea surface is significantly
faster than that near the seabed, primarily due to temperature variations in the seawater.
To obtain acoustic timing observations between the transmitter and the receivers, a semi-
physical simulation is employed, as raw timing observations collected by the USBL system
are not available. The entire 5-receiver array is compactly assembled within a space of
0.25 square meters, and the designed location layout is shown in Figure 8 as an example.
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Figure 8. (a) External view of the portable USBL; (b) layout sketch map of receivers in the USBL array.
Blue dots denote for the elements of the acoustic array, and the red point shows the array’s center.

The conventional approach of using empirical sound speed values is widely employed
in the field of ocean engineering applications due to its simplicity and convenience. How-
ever, this constant speed value leads to deviations in both the actual slant range and the
trajectory due to refraction effects. To address these challenges, the acoustic ray-tracing
strategy shows promise by offering different processing procedures based on variant ini-
tial conditions, such as incident angles or water depth. To evaluate the performance of
direct ray tracing based on both initial conditions, extensive tests were conducted, and
the accuracy was assessed in terms of tracing distances. Figures 9 and 10 illustrate the
traced results, where the blue and magenta dot lines represent the horizontal and verti-
cal distances, respectively. The error bars depict the standard deviation (STD) based on
100 iterations of tests.
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Figure 9. The common logarithm of the distance difference between the traced and geometric
values is evaluated under the initial condition of the incident angle. Specifically, (a) illustrates the
distance difference with respect to variable incident angles, assuming a 1◦ angle bias. Additionally,
(b–d) presents the distance difference based on the variable incident angle biases corresponding to
incident angles of 30◦, 45◦, and 60◦, respectively.
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Figure 10. The distance difference between the traced and the geometrical values is evaluated under
the initial condition of the depth observations. Specifically, (a) illustrates the distance difference
regarding variable incident angles at the water depth of 500 m. Additionally, (b–d) shows the distance
difference based on variable depth with respect to incident angles 30◦, 45◦ and 60◦, respectively.

To begin with, the direct tracing performance is evaluated based on the initial angle
conditions. There are inevitable deviations between the departure angle of the ray with
respect to the vertical plane and the geometric line-of-sight directional angle of the target.
For instance, when considering an incident angle bias of 1◦ at a water depth of 500 m,
the traced distances between the acoustic source and the target are obtained. In Figure 9,
the longitudinal axis is presented on a logarithmic scale, and the error bars are plotted
at 10 times the standard deviation (STD). Figure 9a illustrates the difference between the
tracked paths and the geometric paths concerning the incident angle series. As the assumed
fixed angle bias increases, the horizontal difference rises significantly with the angles, while
the vertical difference remains less sensitive to the variation in angle bias. Notably, at a 60◦

incident angle, the deviation of horizontal distance exceeds 15 m. Figure 9b–d shows the
distance difference due to various angle biases based on incident angles of 30◦, 45◦, and
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60◦, respectively. Holistically, an increase in angle bias results in greater deviations in the
traced distance. For an incident angle of 45◦, variable angle biases have a similar influence
on both horizontal and vertical distances. For an incident angle of 30◦, angle biases have a
greater impact on the horizontal distance compared to the vertical distance. Conversely, for
an incident angle of 60◦, the opposite trend is observed.

Next, the direct tracing performance is evaluated based on the initial depth conditions.
The typical observation accuracy of the pressure sensor is 0.01% of the water depth. For
instance, with a water depth of 500 m, we obtain the traced distances between the acoustic
source and the target. The horizontal distance deviations are susceptible to both small and
large incident angles, while the vertical distance difference mainly depends on the accuracy
of the depth sensor, as shown in Figure 10a. Figure 10b–d illustrates the distance differences
for various water depths at incident angles of 30◦, 45◦, and 60◦, respectively. Within a series
of water depths, the difference between the traced distance and the authentic distance
remains evident within ±15 cm in both horizontal and vertical directions, demonstrating
higher reliability for target locations. Therefore, we highly recommend adopting the depth-
based direct ray-tracing strategy. In the following sections, this approach will be utilized
for acoustic ray bending corrections.

The aforementioned correction method relies on a fixed SVP. However, the time
taken for acoustic signals to travel from a specific source to a static target varies due to
the temporal fluctuations in the SSS. By incorporating time-varying SVPs, as depicted in
Figure 7, and considering the receiver’s installation geometry, as shown in Figure 8b, we
obtain more reliable travel time observations based on matched SVPs. Figure 11 illustrates
the differences between timing observations based on time-variant SVPs and those based
on fixed SVPs, revealing variances on the order of a few milliseconds. This discrepancy is
generally larger than the USBL timing accuracy and can lead to systematic ranging errors,
thus compromising the USBL positioning performance if the temporal variation of SSS is
not considered. Given the limited array space and the assembly of five receivers, the time
differences corresponding to these receivers exhibit similar changing trends.
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R1~R5 denotes five receivers in the USBL acoustic array.

To analyze the authentic temporal variation features of SSS, we have plotted hourly
selected SVPs from a data series collected by the MVP within a truncated water depth
of 300 m, as depicted in Figure 12. The plot aims to present the general trends without
sacrificing generality. Within the top 40 m scale, the sound speed changes slowly, indicated
by the pink block. However, beyond a water depth of 40 m, the sound speed slows down
rapidly, represented by the green zones. Notably, within the purple zones, which constitute
the majority of the profiles, the temporal variation of sound speed exhibits regular and
stable patterns. These areas account for the primary changes in the traced traveling time
based on the variant SVPs.
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Figure 12. Comparison diagram of hourly sampling SVPs.

CTD sensors installed on the ARV can provide real-time, on-site sound speed infor-
mation, which is crucial for further correcting temporal variations relative to fixed SVPs.
Figure 13 illustrates selected sound speed values and the corresponding ARV depth at ap-
proximately 40 min intervals during the sailing period. The in-situ sound speed undulation
shows a consistent pattern with the fluctuations in submarine topography, particularly
during the surveying phase. The in-situ SVV measurements reveal a strong correlation
between sound speed and depth when the ARV conducts a 50 m undulating survey over the
seabed at a depth of 300 m. Each acoustic-ranging epoch is associated with a specific SVP
that matches the real path traveled by the acoustic signals. The measurements provided by
the CTD sensor serve as anchor points, depicting the relatively stable variation in the time
series of SVPs in shallow water.

Remote Sens. 2023, 15, x FOR PEER REVIEW 14 of 18 
 

 

 
Figure 13. Time series of on-site sound velocity values and ARV depth. 

To verify the effectiveness of correction of sound speed temporal variation by using 
the in-situ sound speed information, the equivalent sound speeds for a total of 37 profiles 
are calculated and compared with the corresponding SVs at the typical depths, as shown 
in Figure 14. From the bottom to the top of the color bar, it indicates the chronological 
order of observations. It shows relatively stable and roughly translational features of tem-
poral variation of sound speed structure at water depth greater than 100 m, which is a 
foundation to use the in-situ SVs to correct the fixed SVP. Figure 14b,c presents the SVs 
corresponding to the epoch of the SVP series at the depth of 1 m and 300 m, respectively. 
The efficient SVs of each fixed SVP corresponding to the full depth are calculated and 
depicted in Figure 14d. It indicates that the SV at the water layer near the seafloor is more 
representative of temporal variation trends. Without losing generality, tested depth series’ 
are further selected. The corresponding SVPs are generated, and ESVs are calculated ac-
cordingly. Then, we calculated the correlation coefficient between the in-situ SVs and the 
ESVs of the fixed SVPs. Table 1 lists the statistical results. The in-situ SVs measurements 
provided by ARV, which is generally cruising within a water depth range of 250 to 300 m 
for this offshore experiment, according to Figure 6, are strongly related to the ESVs. It is 
reasonable to utilize the in-situ measurements to correct the temporal variation of sound 
speed structure. 

Table 1. Correlation between the in-situ SV at different depths and ESV for the corresponding water 
depth scope. 

No. 1 2 3 4 5 6 7 8 9 
depth (m) 5 10 20 50 100 150 200 250 300 
correlation 0.9998 0.9999 0.9971 0.8665 0.4235 0.5382 0.6864 0.8401 0.8939 

Figure 13. Time series of on-site sound velocity values and ARV depth.

To verify the effectiveness of correction of sound speed temporal variation by using
the in-situ sound speed information, the equivalent sound speeds for a total of 37 profiles
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are calculated and compared with the corresponding SVs at the typical depths, as shown
in Figure 14. From the bottom to the top of the color bar, it indicates the chronological
order of observations. It shows relatively stable and roughly translational features of
temporal variation of sound speed structure at water depth greater than 100 m, which is
a foundation to use the in-situ SVs to correct the fixed SVP. Figure 14b,c presents the SVs
corresponding to the epoch of the SVP series at the depth of 1 m and 300 m, respectively.
The efficient SVs of each fixed SVP corresponding to the full depth are calculated and
depicted in Figure 14d. It indicates that the SV at the water layer near the seafloor is
more representative of temporal variation trends. Without losing generality, tested depth
series’ are further selected. The corresponding SVPs are generated, and ESVs are calculated
accordingly. Then, we calculated the correlation coefficient between the in-situ SVs and the
ESVs of the fixed SVPs. Table 1 lists the statistical results. The in-situ SVs measurements
provided by ARV, which is generally cruising within a water depth range of 250 to 300 m
for this offshore experiment, according to Figure 6, are strongly related to the ESVs. It is
reasonable to utilize the in-situ measurements to correct the temporal variation of sound
speed structure.
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Table 1. Correlation between the in-situ SV at different depths and ESV for the corresponding water
depth scope.

No. 1 2 3 4 5 6 7 8 9

depth (m) 5 10 20 50 100 150 200 250 300
correlation 0.9998 0.9999 0.9971 0.8665 0.4235 0.5382 0.6864 0.8401 0.8939

Three calculation methods are performed.

M1—the ARV’s position was calculated by using the constant sound speed value method.
M2—the ARV’s position was calculated by using the typical correction method based on
fixed SVP.
M3—the ARV’s position was calculated by using the proposed two-step sound speed
correction method.

Positioning errors in the east, north, and up directions are shown in Figure 15. The
constant sound speed approach introduces systematic ranging errors due to the disparity
between the geometric distance and the curved acoustic path. The positioning errors
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with the M1 method are represented by the purple histogram and display a multimodal
distribution, especially in the north direction. The multimodal phenomenon is partially
alleviated by applying the ray-tracing method, which accounts for acoustic ray bending
errors, resulting in improved positioning performance. Furthermore, the proposed two-
step sound speed correction method shows even better results. Intuitively, the frequency
histogram’s mode with the M3 method is smaller than that observed with either the M1 or
M2 methods, indicating more accurate and consistent positioning outcomes.
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Table 2 presents the detailed statistics of positioning errors using three different
methods. The M1 method exhibits an evident positioning deviation of more than 1 m in the
north direction. On the other hand, the fixed SVP method shows an average improvement
of 22% in positioning accuracy in the east direction, 40% in the north direction, and 7% in the
up direction compared to the initial fixed SVV method. The ray-tracing policy demonstrates
superior horizontal positioning improvement, especially in the north component, which
is significantly influenced by the depth-based direct ray-tracing strategy. The positioning
accuracy in the vertical component slightly improves due to the observation capability of
the depth sensor, effectively reducing the main effect resulting from acoustic ray bending.
The residual error source at the ranging level is attributed to the temporal variation of sound
speed information, even after accounting for the acoustic ray bending effect. To address this
limitation, we propose a two-step method that adjusts the fixed SVP based on in-situ sound
speed measurements. With this approach, the positioning accuracy in the east, north, and up
directions significantly improves by 28%, 53%, and 31%, respectively, compared to the fixed-
SVV method, and by 8%, 21%, and 26%, respectively, compared to the fixed-SVP method.
Judging from the standard deviation (STD) values, the proposed two-step correction
method demonstrates a more stable positioning performance than the traditional fixed-
SVV and fixed-SVP methods; this provides significant advantages in accurate sampling,
submarine docking, and precise obstacle avoidance during underwater operations.

Table 2. Positioning performance for three methods (unit: m).

Methods
Average STD

E N U E N U

M1 0.779 1.467 0.866 0.806 1.829 0.689
M2 0.606 0.879 0.803 0.689 0.974 0.547
M3 0.559 0.691 0.594 0.600 0.913 0.558

4. Conclusions

To enhance the real-time positioning accuracy of the USBL system for towed ARVs,
this article proposes a two-step sound speed correction method by dynamically adjusting
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the SVP based on the in-situ sound speed measurements. The aim is to mitigate the impact
of fixed sound speed on acoustic ranging errors. After validating the method through semi-
physical simulations and sea-trial datasets, the following conclusions have been drawn:

1. The difference in horizontal distance between the geometric path and the curvature
route is more susceptible to the incident angle bias than to the depth bias when using
the direct ray-tracing method for acoustic ray bending correction. Therefore, it is
highly recommended to employ the depth-based direct ray-tracing strategy;

2. SVPs corresponding to the main layers of the depth profile exhibit relatively stable
temporal variations. The in-situ sound velocity measurements, which contain the
temporal variation information, allow for dynamic adjustments to the fixed SVP;

3. When compared with the fixed-SVV method, the fixed-SVP method, which adopts the
depth-based ray-tracing policy and significantly corrects horizontal deviation caused
by the acoustic ray bending effect, leads to improved averaged positioning accuracy
in the east, north, and up directions by 22%, 40%, and 7%, respectively;

4. Additionally, the two-step resilient-SVP method, which further corrects SVP timing-
variant errors, demonstrates improved averaged positioning accuracy in the east,
north, and up directions by 8%, 21%, and 26%, respectively, when compared to the
fixed-SVP method; this indicates that the two-step resilient-SVP method enhances the
adaptability of sound speed observations and shows better performance in real-time
USBL positioning.
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