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Abstract: Lidar has emerged as an important technology for the high-precision three-dimensional
remote sensing of the ocean. While oceanic lidar has been widely deployed on various platforms,
its underwater deployment is relatively limited, despite its significance in deep-sea exploration
and obstacle avoidance for underwater platforms. Underwater lidar systems must meet stringent
requirements for high performance, miniaturization, and high integration. Single-photon lidar, by
elevating the detection sensitivity to the single-photon level, enables high-performance detection
under the condition of a low-pulse-energy laser and a small-aperture telescope, making it a stronger
candidate for underwater lidar applications. However, this imposes demanding requirements for
the data acquisition system utilized in single-photon lidar systems. In this work, a self-developed
multi-channel acquisition system (MCAS) with a high-resolution and real-time histogram statistics
capability was developed. By utilizing field-programmable gate array (FPGA) technology, a method
that combines coarse counters with multi-phase clock interpolation achieved an impressive resolution
of 0.5 ns and enabled a time of flight duration of 1.5 µs. To address counting instability, a dual-counter
structure was adopted in the coarse counter, and real-time histogram statistics were achieved in the
data acquisition system through a state machine. Furthermore, the non-uniform phase shift of the
clock was analyzed, and a correction algorithm based on code density statistics was proposed to
mitigate the periodic modulation of the backscattered signal, with the effectiveness of the algorithm
demonstrated through experimental results. The robustness and stability of the MCAS were validated
through an underwater experiment. Ultimately, the development of this compact acquisition system
enables the implementation of underwater single-photon lidar systems, which will play a crucial role
in underwater target imaging, obstacle avoidance in underwater platforms, and deep-sea marine
environment monitoring.

Keywords: digital data acquisition; single-photon underwater lidar; time-correlated single-photon
counting; time-to-digital converter

1. Introduction

Oceanic lidar technology has become a crucial supplement to passive ocean color
remote sensing and has been applied in various areas [1], including underwater topog-
raphy [2], measurement of inherent optical properties and apparent optical properties of
the ocean [3], assessment of phytoplankton [4], colored dissolved organic matter [5], and
bubbles [6]. Additionally, it has been utilized in the study of upper ocean dynamics and
other related applications [7]. Furthermore, due to the ability of lidar to penetrate the
air–water interface, it possesses flexibility for deployment and has been applied on various
platforms such as ships [8], unmanned aerial vehicles (UAVs) [9], aircraft [10], and even
satellites [11]. However, the deployment of lidar underwater is extremely limited, despite
its importance in underwater scientific exploration, maintenance of underwater equipment,
and monitoring of water environments in deep-water regions [12]. This is primarily due to
the fact that, in order to enhance the signal-to-noise ratio (SNR), lidar technology employs
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lasers with high pulse energy and large-aperture telescopes. However, the limited energy
supply and constrained space on underwater platforms, such as autonomous underwater
vehicles (AUVs), pose challenges for the underwater deployment of lidar systems.

Fortunately, the advent of single-photon detection technology has promoted the
underwater deployment of lidar [13,14]. This technology enables lidar systems to achieve
long detection ranges and high temporal-spatial resolution using only a low-pulse-energy
laser and a small-aperture telescope, thereby realizing a compact, lightweight, and highly
integrated design that facilitates deployment on underwater platforms, such as AUVs.
Furthermore, the single-photon detection technique has been applied in atmospheric remote
sensing [15–17], distributed fiber optic sensing [18,19], underwater target imaging [12], and
more recently, in marine lidar systems [20–23]. Compared to single-photon atmospheric
lidar systems, which can detect distances of several km or even tens of km with spatial
resolutions in the m range, underwater lidar systems have a maximum measurement range
of about a hundred meters and require spatial resolutions in the cm range. As a result, the
acquisition of electrical signals from single-photon detectors has introduced new demands
on digital acquisition cards. Therefore, this work aims to develop a high-precision, multi-
channel data acquisition system (MCAS) specifically tailored to meet the requirements of
single-photon underwater lidar.

Until now, a variety of acquisition systems based on digital schemes have been de-
veloped for single-photon lidar, including commercially available options such as EASY-
MCS [24], Pico-Quant’s Hydraharp series [25], Swabian Instrument’s Time Tagger Ultra [26],
and IdQuantique’s ID900 Series [27]. However, to meet the specific criteria for an acquisi-
tion system in underwater single-photon lidar applications, an optimized design scheme is
required. These requirements include a GHz/s sampling rate (providing distance resolu-
tion in the order of tens of cm), µs sampling duration (enabling unambiguous detection
beyond 100 m), a minimum of three channels, real-time histogram statistics functionality,
and consideration of power consumption and size constraints for underwater applications.

Various schemes have been explored. One approach is the multi-phase clock separation
method, which utilizes the clock manager within the FPGA to generate multiple clock
combinations with phased delays, allowing for the monolithic integration of hundreds
of channels [28]. However, this method typically has a time resolution lower than 500 ps
due to the limited number of clocks. Another technique is the Vernier delay line (VDL)
technique, which can achieve a maximum time resolution of 30 ps [29]. The stability of the
delay units in the two measurement delay lines is crucial for this technique, but designing a
stable delay line can be challenging. A delay chain interpolation method involves sending
a start signal to multiple delay units with the same delay, allowing them to propagate
sequentially. When the stop signal arrives, the number of propagated delay units is counted
to achieve fine time measurement. This method is widely used when a resolution higher
than 100 ps is required [30–32]. There are also FPGA-based delay chain methods that
achieve high resolution, but with limited sampling duration. For example, one method
based on an FPGA delay chain achieves a resolution of 1.7 ps, but has a sampling duration
of only 6.25 ns. Another FPGA-based delay chain achieves a measurement resolution of
10 ps, but has a sampling duration of only 20 ns [33].

After exploring the above-mentioned options, this work proposes and demonstrates
a novel scheme based on a novel coarse counting and multi-phase clock interpolation
technology. A multi-phase clock interpolation technique is applied, which improves the
sampling precision from 5 ns achieved solely via coarse counting, to 0.5 ns. The designed
solution successfully implements a three-channel acquisition system with a high sampling
rate of 2 GHz and a data acquisition duration of 1.5 µs.

Furthermore, when a digital data acquisition system is used to collect lidar backscat-
tered signals, due to the integral nonlinearity of the data acquisition card, i.e., the small
difference in bin widths, the lidar backscattered signals appear periodically modulated.
Many correction algorithms have been proposed to correct the lidar backscattered signals,
including code density [34], direct correction [35], multiple measurements [36], and sliding
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window [37]. Through discrete Fourier transform (DFT) analysis, this work studied the
mechanism of the periodic modulation of backscattered signals caused by the integral
nonlinearity of data acquisition, and proposed a corresponding correction algorithm. Fi-
nally, the feasibility and stability of the data acquisition system were verified through the
operation of the single-photon underwater lidar.

2. Principle and Implementation of the MCAS

Figure 1 illustrates the block diagram of the MCAS, which is composed of three
subsystems: coarse time, fine time, and histogram.
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Figure 1. Block diagram of the MCAS. RAM: random access memory; FIFO: first in first out. 
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Step 1: After powering on and initializing the MCAS, Coarse counter-1 and Coarse coun-

ter-2 count independently according to the rising and falling edges of the 200 MHz 
clock signal, respectively. 

Step 2: Upon receiving the synchronization signal (START), which represents the initia-
tion time of the laser pulse emission, the fine time value of the fine time module and 
the coarse time value of the coarse time module are obtained and combined to form 
the time tags of START. 

Step 3: The same process is carried out for the stop signal (STOP), which indicates the 
recorded time of the detected event, specifically the arrival time of the lidar backscat-
tered photon, to obtain the time tags of STOP. 

Step 4: The time tags of the STOP signal are subtracted from the time tags of the START 
signal, and the result is stored in a first in first out (FIFO) memory. 

Step 5: Steps 3 and 4 are repeated for each STOP signal until the START signal appears 
again, and then Step 2 is performed to update the time tags value of the original 
START signal. 

Step 6: Histogram statistics on the time tags in the FIFO memory is performed synchro-
nously. The start time of each emitted laser pulse is recorded as the start tags, the stop 
time when a backscattered photon is detected is recorded as the stop tags, the time 
difference between each stop tag and its corresponding start tag is calculated as the 
photon time-of-flight, and a histogram of all photon time-of-flights is generated [38]. 

Figure 1. Block diagram of the MCAS. RAM: random access memory; FIFO: first in first out.

The working procedure is as follows:

Step 1: After powering on and initializing the MCAS, Coarse counter-1 and Coarse counter-
2 count independently according to the rising and falling edges of the 200 MHz clock
signal, respectively.

Step 2: Upon receiving the synchronization signal (START), which represents the initiation
time of the laser pulse emission, the fine time value of the fine time module and the
coarse time value of the coarse time module are obtained and combined to form the
time tags of START.

Step 3: The same process is carried out for the stop signal (STOP), which indicates the
recorded time of the detected event, specifically the arrival time of the lidar backscat-
tered photon, to obtain the time tags of STOP.

Step 4: The time tags of the STOP signal are subtracted from the time tags of the START
signal, and the result is stored in a first in first out (FIFO) memory.

Step 5: Steps 3 and 4 are repeated for each STOP signal until the START signal appears
again, and then Step 2 is performed to update the time tags value of the original
START signal.

Step 6: Histogram statistics on the time tags in the FIFO memory is performed syn-
chronously. The start time of each emitted laser pulse is recorded as the start tags, the
stop time when a backscattered photon is detected is recorded as the stop tags, the
time difference between each stop tag and its corresponding start tag is calculated
as the photon time-of-flight, and a histogram of all photon time-of-flights is gener-
ated [38]. Statistical results will be sent to the Send FIFO memory, and then perform
the next histogram statistics.

Step 7: The data in Send FIFO memory of the MCAS are then sent to a computer or storage
device via the serial port.
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2.1. Timing Principles of the Time-to-Digital Converter

To simultaneously achieve a long measurement range and high time resolution, the
MCAS utilizes a time-to-digital converter (TDC) that combines coarse time and fine time
techniques. Coarse time utilizes a double counter structure, as depicted in Figure 2a, to
effectively avoid the metastability of the counter when it changes. Clk_0_ns is used as the
clock of the coarse counter. Coarse counter-1 counts on the rising edge of the clock, while
Coarse counter-2 counts on the falling edge. When the Hit signal appears, the value of
Coarse counter-2 or Coarse counter-1 is selected as the coarse time tag value of the Hit
signal, depending on whether the Hit signal appears in the first half period or the latter half
period of the coarse counter clock, thus ensuring that the coarse time tag value is stable.
For instance, when the Hit signal appears at Hit-1 (light green part) as shown in Figure 2a,
the value of Coarse counter-2 is stable, while the value of Coarse counter-1 is unstable near
the rising edge of the counter clock. Therefore, the value of Coarse counter-2 is selected as
the coarse time value of Hit-1. When the Hit signal appears at Hit-2 (light blue part), the
value of Coarse counter-1 is stable, while the value of Coarse counter-2 is unstable near the
falling edge of the counter clock. Consequently, the value of Coarse counter-1 is selected
as the coarse time value of Hit-2. By employing the double coarse counter structure, the
metastable problem caused by the synchronous acquisition of the coarse counter value at
the counting moment of the coarse counter is avoided, thereby ensuring that the coarse
counter value at any moment is reliable.
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Fine time utilizes the multi-phase clock sampling technique, which is an interpolation
technique based on phase-shift clock signals that are implemented through the FPGA. It is
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worth noting that to ensure synchronization, both the coarse clock and the fine clock are
derived from the same base clock. This method is based on employing the phase-locked
loop (PLL) incorporated in the FPGA to generate a clock signal with a precise frequency
and phase shift. Using the signal to be measured, clock signals are sampled in multiple
phases. By combining the levels of the multi-phase clock, the fine timing of the signal can be
derived. As illustrated in Figure 2b, the PLL incorporated in the FPGA is used to generate
five clock signals (Clk_0_ns, Clk_1_ns, Clk_2_ns, Clk_3_ns, and Clk_4_ns) with a frequency
of 200 MHz (±20 ppm) and different phases, each 1 ns out of phase with the previous
clock. When the event Hit-1 appears in the light green section, the level combination
[Clk_4_ns Clk_3_ns Clk_2_ns Clk_1_ns Clk_0_ns] of the five clocks sampled at this time is
11001, and the corresponding time tag is 0.5 ns. Similarly, when the event Hit-2 appears
in the light blue section, the level combination of the five clocks sampled at this time is
11000, and the corresponding time tag is 5 ns. Therefore, with a clock period of 5 ns, the
MCAS achieves a time resolution by dividing the 5 ns clock period into 10 equidistant
parts, each interval corresponding to 0.5 ns. The measurement resolution can be enhanced
by increasing the number of phase shifts within a single period. However, the number of
multi-phase clocks that can be employed is restricted by the process level of the FPGA.
This method is relatively straightforward to implement for time interval measurements
that require a precision of 0.5 ns.

2.2. Principle of the Histogram Statistics

MCAS executes the function of generating real-time histogram statistics for the time
tags produced by the TDC module. It then forwards the statistical results to the Send
FIFO memory. The statistical principle of the single-photon distribution histogram em-
ploys a design method based on the FPGA state machine. The state machine, depicted in
Figure 3, comprises seven modes, namely, Init_mode, Idle_mode, Read_mode, Wait_mode,
Write_mode, Storage_mode, and Clear_mode, along with their corresponding mode tran-
sition conditions. Init_mode initializes the system and assigns statistical parameters for
proper configuration. Idle_mode waits for gaps or intervals between time tags to ensure
synchronization and timing. Read_mode accesses the histogram statistics RAM using
received time tags to retrieve stored statistical data. Wait_mode ensures that the correct
data are obtained by waiting for values to be read into registers from the corresponding
addresses in the histogram statistics RAM. Write_mode updates or writes new histogram
statistics data at the appropriate addresses. Storage_mode transfers completed histogram
statistics within the designated time frame to the Send FIFO memory for storage and
retrieval. Clear_mode resets the statistical data by clearing the results from the previous
frame in the histogram statistics RAM, preparing for the next cycle of data collection.

As shown in Figure 3b, the length ‘N’ of the random-access memory (RAM) cell relies
on the number of bins of the histogram that needs to be statistically analyzed. For instance,
if we need to analyze the distribution of all STOP signals within 500 ns from the START
signal, and given that the resolution of MCAS is 0.5 ns, we would require a RAM cell with
a length of 1000 points. The specific workflow is as follows:

Step 1: Upon power-up and initialization, the MCAS requests a RAM cell of length ‘N’,
which depends on the number of bins of the histogram that need statistical analysis.

Step 2: Once the RAM cell is cleared, the MCAS transitions from Init_mode to Idle_mode.
Step 3: In cases where the FIFO RAM still has stored time tags, the MCAS reads these tags

and uses them as addresses to locate corresponding RAM cells. The MCAS then reads
the value stored within these cells, increases the value by one, and then stores it back
to the original location. However, if the FIFO RAM is empty, the MCAS remains in
Idle_mode.

Step 4: If the statistical time has not yet reached the set value, and the FIFO RAM is
not empty, the MCAS continues executing Step 2. Once the statistical time reaches
the set value, the MCAS transfers the statistical results to Send FIFO RAM for the
corresponding RAM cell. After the transfer is completed, the RAM cell is cleared,
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and MCAS returns to Idle_mode to commence the next cycle of histogram statistics.
Ultimately, the number of time tags (i.e., photon counts) at different distances are
recorded. This allows for the creation of the histogram depicting the photon count
distribution at various distances, as collated from multiple laser pulses, as depicted in
Figure 3b.
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2.3. Performance Verification

The key parameters of MCAS are shown in Table 1. To test the resolution of MCAS,
an arbitrary function generator AFG31000 (Tektronix Inc., Beaverton, OR, USA) with a
root mean square (RMS) jitter of 2.5 ps, timing resolution of 10 ps, peak-to-peak voltage of
±5 V, and a rise/fall time of less than or equal to 3.5 ns was employed to generate START
signals at 1 MHz and STOP signals at 10 MHz. Then, these two signals were connected
to the corresponding channels of MCAS for 1 s histogram statistics. Adjusted delay times
of the STOP signal with the increments of 0.5 ns were used to generate the histogram
statistics, as shown in Figure 4. Figure 4b is a local zoom-in of Figure 4a from 500 ns to
504 ns. The statistical results derived from the distribution histogram demonstrate that the
corresponding STOP signals undergo corresponding delays in steps of 0.5 ns, indicating
that the MCAS achieves a time resolution of 0.5 ns. Furthermore, the histograms exhibit
a triangular shape with a certain width, characterized by a full width at half maximum
(FWHM) of approximately 1 ns. This broadening effect is primarily caused by the limited
precision resolution of the arbitrary function generator and MCAS.
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Table 1. Key parameters of the MCAS.

Parameter Value Parameter Value

Range 1500 ns Maximum input frequency 200 MHz
Digital resolution 500 ps Input impedance 50 Ω

Input channels 3 Input signal range 0–5 V
Minimum pulse width 5 ns Trig level range 0–4.5 V

No loss of pulse Yes Minimum pulse height 60 mV
Data interface Usart Histogram statistics Yes

Dead time 5 ns Size (L ×W × H) 90 × 90 × 20 mm3
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To verify the consistency and voltage stability of the three channels in the MCAS
prototype, a signal generator (AFG31000 series) was employed. The generator was used to
generate START signals at 1 MHz, while STOP signals at 10 MHz were utilized as input
signals for the three channels of the MCAS. The histogram accumulation time was set to
1 s, and the average value of the temporal distance between the first STOP pulse and the
corresponding START signal was calculated for each channel as the measurement result.
The measurements for the three channels were performed independently. After 42 h of
continuous measurement, the results depicted in Figure 5 revealed a consistent shift of
~4 ps per hour across all three channels. These measurement results indicate that the three
channels of the MCAS demonstrate excellent consistency and voltage stability.

To verify the temperature stability of the MCAS, the operating temperature of the
MCAS was increased from 30 ◦C to 60 ◦C during the aforementioned experimental process.
The statistical shift results depicted in Figure 6 demonstrate a consistent shift of ~1.1 ps per
◦C across all three channels, indicating that the three channels of the MCAS exhibit excellent
temperature stability. It is worth noting that the discontinuities observed at 6, 18, and 33 h
in Figure 5 are the result of temperature variations in the surroundings. To investigate this,
a temperature stability experiment was conducted, with the results depicted in Figure 6
validating this hypothesis. The drift of the difference with temperature shown in Figure 6
is due to the influence of temperature on the stability of the crystal oscillator, which in turn
affects the operational clock of the MCAS system. To address this issue, temperature control
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was implemented for the underwater lidar system. The temperature drift was controlled
within a range of ±1 ◦C.
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3. Application of MCAS in the Single-Photon Underwater Lidar

The MCAS prototype is utilized in a single-photon underwater lidar system, as il-
lustrated in Figure 7. This system is specifically designed for the measurement of the
optical parameters of water. The single-photon underwater lidar is composed of a green
pulse laser, an optical receiver section, several single-photon avalanche diodes (SPADs), a
MCAS, and an auxiliary control section (controller). The 532 nm laser emits a pulse with a
pulse duration of 3 ns and a repetition rate of 340 KHz. The distance resolution of a lidar
system is determined by the laser pulse width, the response speed of the detector, and the
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sampling rate of the MCAS. The narrow pulse width, combined with a high-sampling-rate
MCAS, contributes to the measurement of lidar backscattered signals with higher spatial
resolution. The laser system employs a master oscillator power amplifier (MOPA) structure,
which incorporates a single-mode pulsed seed laser operating at 1064 nm. The seed laser
undergoes two stages of amplification, first through a single-mode ytterbium-doped fiber
amplifier (SM-YDFA) and then through a high-power ytterbium-doped fiber amplifier
(HP-YDFA). The amplified laser output then passes through a lithium borate crystal (LBO),
which converts the 1064 nm fundamental frequency light to 532 nm green light using
second harmonic generation. Finally, up to 1.0 W of average power is achieved with the
beam divergence of 0.5 mrad.
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Figure 7. (a) Schematic diagram of the single-photon underwater lidar. SM-YDFA: single-mode
ytterbium-doped fiber amplifier; HP-YDFA: high-power ytterbium-doped fiber amplifier; LBO:
lithium borate; DM: dichroic mirror; MMF: multimode fiber; SPAD: single-photon avalanche diode;
MCAS: multi-channel acquisition system; FG: function generation; PC: personal computer; L1–9:
lens. (b) Internal photo of the single-photon underwater lidar. (c) Photo of the single-photon lidar in
operation underwater.

To achieve a miniaturized and robust structure for the single-photon underwater lidar,
a fiber-connected configuration was adopted. To avoid saturation of the single-photon
detector caused by strong signals in the near field, the single-photon underwater lidar
employs a separate transmit-receive configuration. Due to the influence of the geometric
overlap factor, the near-field signals of the lidar are attenuated, enabling the measurement
of a wide dynamic range. The backscattered signal from the water is coupled in a 105-um
multimode fiber (MMF) by a collimator with a 27.5 mm focal length, which corresponds to
the field of view (FOV) of ~3.8 mrad. This narrow receiving FOV in our lidar system offered
a significant backscattering noise suppression. The distance between the transmitted laser
and received collimator is ~15 mm. The optical receiver segment receives the backscattered
signal and isolates it into elastic, Raman from water, and fluorescence elements through a
combination of filters and dichroic mirrors. The elastic, Raman, and fluorescence channels
have center wavelengths of 532 nm, 650 nm, and 685 nm, respectively. Due to the narrow
spectrum of the elastic backscattered signal, a 0.1 nm bandwidth filter was chosen for the
elastic channel to better suppress background noise. However, both the Raman spectra
of water and the fluorescence spectra of phytoplankton, when excited by a laser, exhibit
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broad signal characteristics [39,40]. To minimize interference from other substances excited
by the laser and effectively suppress background noise, a Raman filter with a bandwidth
of 6 nm and a fluorescence filter with a bandwidth of 10 nm were selected. The profile
data from these three channels are utilized to invert the inherent optical properties (IOPs)
of the water, the water depth, and the concentration profile of Chlorophyll a [13,14,23].
Compared to other oceanic lidar systems, the single-photon underwater lidar enables the
detection of optical property profiles in water bodies using small-aperture and narrow-FOV
optical telescopes. This allows the lidar attenuation coefficient (Klidar) to approach the beam
attenuation coefficient (c) as an IOP, rather than the diffuse attenuation coefficient (Kd) as an
apparent optical property (AOP) [41]. Additional, by employing single-photon detection
technology, weak Raman profiles and laser-induced fluorescence profiles in water bodies
can be detected. On one hand, this enables the identification of substances in the water,
such as oil spills [13]. On the other hand, it allows for more accurate inversion of optical
parameters in the water [23]. The associated data processing and inversion algorithms will
be discussed in subsequent articles.

Each of these components is then detected by a corresponding SPAD (SPCM-AQRH-
16, Excelitas Technologies Corp., Waltham, MA, USA,). The timing jitter of the SPAD is
approximately 0.5 ns. The output of the SPAD is then connected to the MCAS. It is worth
noting that after the single-photon detector detects a single photon, it outputs a single
electrical pulse signal. The MCAS then discriminates this pulse, counting it as 1 when
the voltage of the pulse exceeds the set discrimination threshold, and as 0 otherwise. The
pulse count from the single-photon detector, which corresponds to the number of detected
photons, is equal to the count obtained by the MCAS. The dark count rate of the single-
photon detector is ~100 counts per second (cps). After histogram statistics, the MCAS
sends the collected photon signals via the serial port to a computer for display. The photo
of the single-photon underwater lidar is shown in Figure 7a. The lidar chamber, made of
high-pressure resistant titanium alloy, enables the lidar to operate underwater. The optical
window of the lidar is made of sapphire lens, which can maintain >96% transmission under
high pressure. During the assembly, the entire set of lidar components, including the laser,
collimator, MCAS, etc., was first mounted onto an aluminum plate. Subsequently, the
entire aluminum plate assembly was installed into the lidar chamber. The pressure inside
the chamber was ~1 atm. The cylindrical lidar has a diameter of 20 cm and a length of
40 cm. The average power consumption of the lidar is ~80 W, and it weighs 15 kg. The key
parameters of the lidar are presented in Table 2.

To accurately capture signals for evaluating the overall performance of the MCAS, a
high-resolution multi-channel TDC (time-to-digital converter) from Swabian Instruments
(Stuttgard, Germany) is utilized. The electrical signals from the detector are split using a
1 × 2 splitter, with one path connected to the MCAS and the other path connected to the
TDC. The TDC offers a resolution of 1 ps, 9 ps RMS jitter, and 22 ps half-peak width jitter.
This configuration enables the simultaneous acquisition of the lidar backscattered signals.

For operational convenience, the underwater lidar was initially used to sense the
atmospheric aerosol signal. Figure 8a demonstrates the atmospheric signal obtained from
the elastic channel, captured simultaneously using both MCAS and Swabian Instruments. It
should be noted that when using this lidar system for atmospheric sensing, the fluorescence
and Raman signals from the atmosphere are very weak. Therefore, only the results from
the elastic channel are provided. Figure 8b,d illustrate the results of applying the DFT
to Figure 8a,c, respectively. The results demonstrate a strong correspondence between
the data acquired by MCAS and Swabian Instruments. However, during the frequency
domain analysis, the acquisition results of the MCAS reveal the presence of four prominent
harmonic signals alongside the fundamental signal, exhibiting a frequency difference of
200 MHz between the harmonics.

Through analysis, it was found that the harmonic signals observed were generated by
the phase-shift clock of the FPGA. The intended phase difference between each clock was
set to 1 ns. However, due to limitations in the PLL of FPGA, which involves the number of
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divisions and multipliers, it was not possible to generate a clock signal with an exact phase
difference of 1 ns. In this particular study, the MCAS system employed the FPGA chip
EP4CE75F23C8, resulting in an actual phase-shift clock with a phase difference of 1.04 ns.
As a consequence, the width of each bin in the TDC was not precisely 0.5 ns, leading to
the presence of the harmonic components depicted in Figure 8d. It should be noted that
the harmonics are artifacts generated by the system and are not part of the real signal.
Consequently, an algorithm has been proposed to correct these harmonics.

Table 2. Key parameters of the single-photon underwater lidar.

Parameter Value

Wavelength of the laser 532 nm
Pulse duration 3 ns

Pulse repetition rate 340 KHz
Pulse energy of the laser 2.94 µJ

Focal length of the collimator 27.5 mm
FOV of the collimator 3.8 mrad

Detection efficiency at 650 nm 52%
Detection efficiency at 685 nm 48%
Detection efficiency at 532 nm 50%

Dark counts of the detector 100 cps
Maximum detection range of the elastic channel >50 m
Maximum detection range of the Raman channel >15 m

Maximum detection range of the fluorescence channel >15 m
Spatial resolution 0.33 m
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4. Correction of Backscattered Signal

As analyzed above, the width of each bin in the TDC cannot be perfectly consistent due
to various factors, including the PLL limitations and the influence of layout, power, voltage,
temperature, and other parameters in FPGA. Fortunately, the spectrum in Figure 8d shows
that the difference fluctuates periodically, with a period of 5 ns (corresponding to 10 Bins).
Therefore, a method is proposed to obtain correction coefficients for 10 consecutive bins
using the code density method to correct the raw data. The code density method uses a large



Remote Sens. 2023, 15, 5216 12 of 16

number of uniformly distributed random pulses as input for the STOP signal. By counting
the number of random pulses that fall into each bin, the code density is determined. A
wider bin width results in a higher count of random pulses assigned to that bin. Specifically,
the arbitrary function generator (AFG31000 series) is utilized to generate a 1.003 MHz
START signal and a 30 MHz STOP signal. These signals are then connected to the respective
START and STOP channels of the MCAS. Since the frequencies of these two signals are not
integer multiples of each other, the rising edge of the STOP signal is randomly positioned
relative to the START signal. This ensures that the input random pulses uniformly fall
within the range of 0.1 to 1.003 µs.

By counting the number of STOP pulses Ck (the subscript k represents the k-th bin)
obtained from each bin of the first 10 bins after a cumulative time of 100 s, the correction
coefficient of the k-th bin Rk can be obtained from Equation (1), and the correction coefficient
of all bins of the MCAS can be obtained from their periodic relationship according to
Equation (2).

Rk = Ck/
10

∑
k=1

Ck (1 ≤ k ≤ 10) (1)

Rk+10 = Rk (2)

As shown in Figure 9a, the correction coefficients of the first 10 bin widths are obtained
by the code density method for all the elastic, Raman, and fluorescence channels. By
dividing each data point collected by the MCAS system by its corresponding correction
coefficient, the corrected MCAS data can be obtained. The comparison between the pre-
corrected and post-corrected lidar backscattered signals is illustrated for all the elastic,
Raman, and fluorescence channels in Figure 9b. To enhance the clarity of the corrected
results, a segment of the backscattered signal from the Raman channel is presented in
Figure 9c,d. The figures clearly demonstrate that the corrected data show a much smoother
profile, with a noticeable reduction in the presence of harmonics. This indicates a substantial
improvement in the correction process.
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5. Validation Experiment

To assess the robustness of the MCAS, an experimental study was conducted using
a single-photon underwater lidar system equipped with the MCAS. The experiment was
carried out in a swimming pool at the Xiang’an campus of Xiamen University (24.37′N,
118.18′E). The size of the pool is 50 × 25 × 2 m3. After continuous observation for 300 s, the
elastic, Raman and fluorescence signals of the water body were measured, and are shown
in Figure 10.
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Figure 10. The backscattered elastic (a), Raman (c), and fluorescence (e) signals obtained from
the swimming pool experiment using the oceanic single-photon lidar equipped with the MCAS
system. (b,d,f) The statistical results of the photon numbers in the corresponding positions of the
three channels.

As shown in Figure 10a–c, the MCAS can reliably capture the elastic, Raman, and
fluorescence backscattered signals from the single-photon underwater lidar. As shown
in Figure 10b, the average photon count of the elastic signal at the swimming pool wall
50 m away from the lidar over a duration of 250 s is 245, with a standard deviation of
23. Similarly, Figure 10d illustrates that the average photon count of the Raman signal at
a distance of 1.5 m from the lidar is 323, with a standard deviation of 20. Furthermore,
Figure 10f demonstrates that the average photon count of the fluorescence signal at a
distance of 1.8 m from the lidar is 38, with a standard deviation of 6. In the absence of
significant noise, the photon counts collected by the underwater single-photon lidar follow
a Poisson distribution. Furthermore, the elastic backscattered signal obtained through
the elastic channel of the lidar is used to calculate the Klidar, using the slope method [42].
To mitigate the influence of geometric overlap on the inversion, the lidar backscattered
signal is extracted from a range of 15 to 30 m, with a value of 0.07 m−1. In comparison,
the in situ device AC-9 (WET Labs, Inc., Philomath, OR, USA) measures the coefficient c
at 532 nm to be 0.072 m−1. These values are very close, validating that in situations with
narrow FOV and small aperture, the measured Klidar tends towards c [41]. Additionally, the
elastic signal reveals a strong echo signal from the swimming pool wall at approximately



Remote Sens. 2023, 15, 5216 14 of 16

55 m, demonstrating the potential of the underwater single-photon lidar for precise water
depth detection and underwater target imaging. Moreover, the Raman signal can be
utilized for the inversion of the particle beam attenuation coefficient [23]. Furthermore, the
fluorescence backscattered signal will be used for the inversion of the absorption coefficient
of phytoplankton (aph) at 532 nm and chlorophyll concentration in the water, which will be
discussed in upcoming articles.

6. Conclusions

Underwater lidar is a crucial technology for marine sensing. The development of
underwater lidar faces significant challenges due to limitations in volume and power
consumption. In this work, a compact underwater lidar capable of operating at a depth
of 1 km using single-photon detection technology is proposed. This advancement also
brings new requirements for data acquisition cards utilized in single-photon underwater
lidar systems.

To address this demand, this work proposes and demonstrates the MCAS, which
combines coarse and fine time resolutions to meet the requirements of resolution and
detection range for underwater single-photon lidar. Additionally, the work introduces
histogram statistics into the MCAS, enabling lightweight communication data and suitable
data storage. Furthermore, the study analyzes the periodic modulation caused by non-
uniform phase shifts in the clock and proposes a code density method to address this issue.
After conducting a lidar observation in a swimming pool, the experimental results confirm
that the MCAS exhibits excellent stability.

In future work, a higher-resolution MCAS will be developed. Additionally, single-photon
underwater lidar will be applied in various fields, including underwater optical parameter
sensing, imaging and tracking of underwater targets, and mapping of deep-sea topography.
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