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Abstract: Inland shipping is of great significance in economic development, and ship surveillance
and classification are of great importance for ship management and dispatch. For river ship detection,
ultrahigh-frequency (UHF) radar is an effective equipment owing to its wide coverage and easy
deployment. The extension in range, Doppler, and azimuth and target recognition are two main
problems in UHF ship detection. Clustering is a necessary step to get the center of an extended target.
However, it is difficult to distinguish between different target echoes when they overlap each other in
range, Doppler, and azimuth and so far practical methods for extended target recognition with UHF
radar have been rarely discussed. In this study, a two-stage target classification method is proposed
for UHF radar ship detection. In the first stage, grid-based gradient descent (GBGD) clustering is
proposed to distinguish targets with three-dimensional (3D) information. Then in the second stage,
the inverse synthetic aperture radar (ISAR) imaging algorithm is employed to differentiate ships
of different types. The simulation results show that the proposed method achieves a 20% higher
clustering accuracy than other methods when the targets have close 3D information. The feasibility
of ISAR imaging for target classification using UHF radar is also validated via simulation. Some
experimental results are also given to show the effectiveness of the proposed method.

Keywords: ultrahigh-frequency (UHF) radar; target detection; clustering method; inverse synthetic
aperture radar (ISAR); extended target

1. Introduction

Inland shipping is indispensable to trade, transportation, and tourism. With the fast
growth of inland shipping, the surveillance of ships becomes a more and more important
task which is of great significance for the management and dispatch of ships [1]. Meanwhile,
ship target classification and identification are also of great significance in providing
support for a good inland shipping environment [2]. Ultrahigh-frequency (UHF) radar is
an effective equipment for ship detection [3,4] which is also capable of river hydrological
monitoring [5]. These dual uses make UHF radar play a more important role in inland
river monitoring than other ship surveillance means.

The other means for inland ship surveillance include automatic identification system
(AIS) [6,7], video surveillance [8-10], wireless sensor network [11], and synthetic aperture
radar (SAR) imaging [12-14]. Limitations are obvious in these methods. Small ships are
often not subject to surveillance by AIS since only those big enough ships are demanded to
be equipped with AIS. Video surveillance is susceptible to weather conditions such as rain
and snow. Wireless sensor network often has a high cost since it demands lots of sensors
and the detection range is short. SAR system can provide a high resolution but it is difficult
to perform real-time monitoring and the cost is much higher. In contrast, UHF radar is
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more suitable for inland ship detection due to its low cost of setup and maintenance and
long detection range (up to >1 km) [15].

In UHF radar inland ship detection, one main problem is that the range and azimuthal
resolution are much smaller than the ship size (e.g., 100 m). The ship echoes will occupy
more than one resolution cell and form an extended target (or point cloud) on the range-
Doppler spectrum (RDS) [16] as well as the angular spectrum. To handle such extended
targets, specific target points should be detected first. The range and Doppler of target
points can be obtained from the RDS by constant false alarm rate (CFAR) methods which
are commonly used for ship detection [3,17]. For small-aperture UHF radar as used in
this study, direction finding [18,19] is then performed for each target point to determine
the specific positions of the ship, which also leads to extension in the azimuthal domain.
Consequently, clustering is necessary to get the accurate position of a ship, and then the
cluster centers are used to obtain the necessary state parameters of the ship. By monitoring
the motion parameters of each target, the positions of the targets can be obtained. Moreover,
in order to facilitate more efficient tracking and management of various vessels, we aim at
detecting and recognizing the targets.

In recent years, ship detection with deep learning (DL) methods has attracted great
attention due to their promising performance in classification accuracy [20-22]. However,
DL methods require substantial labeled data for training. Because the dataset is quite
few, ship detection with UHF radar is hard to implement with DL methods. Therefore,
the classical modeling method is a practical choice.

There are already some methods for clustering extended target points, but some
may not be directly used for ship detection with UHF radar. Chi et al. proposed a new
extended target tracking method based on clustering by fast search and find of density peaks
(CFSFDP) algorithm [23]. It relies on a centralized density distribution of the extended
target points (high-density points surrounded by low-density ones), but the density in radar
RDS in this study is nearly uniformly distributed. Li et al. partitioned the extended target
measurement set with a clustering algorithm based on kernel fuzzy C-means (KFCM) [24],
but it requires a preset number of clusters which is impossible in ship detection. So far,
the clustering methods suitable for UHF radar mainly include two-dimensional (2D) and
three-dimensional (3D) approaches. One popular 2D clustering method suitable for target
points with uniform density is the density-based spatial clustering of applications with
noise (DBSCAN) [25]. Kuang et al. also proposed another 2D clustering method for
extended target clustering with UHF radar [26]. One problem in the 2D clustering methods
is that, it may be incapable of distinguishing between different targets when they are close
in a 2D (e.g., range and Doppler) space. Therefore, clustering methods based on 3D (e.g.,
range, Doppler, and azimuth) information have also been proposed to obtain the clustering
center for extended target [27,28]. Thresholds are used for clustering in three dimensions,
but [27] groups the extended target points sequentially whereas [28] associates the points
on neighboring grids with iteration. However, they still cannot distinguish the targets
efficiently when the range, Doppler, and azimuth of different ships are all close.

To address this problem, a grid-based gradient descent (GBGD) clustering algorithm
is proposed here to achieve the cluster center of extended ship targets detected by UHF
radar. Firstly, the 3D space of range, Doppler, and azimuth are divided into grids and
a normalization is performed. Then, grid resolutions are adjusted to pre-cluster and
remove some obvious interference points. Finally, the clusters are grouped according to the
relationship between the target motion state and the steepest gradient descent on the grid.
This is why the proposed GBGD clustering algorithm can distinguish targets with similar 3D
information, whereas the traditional 2D and 3D clustering methods cannot. And, it allows
the detection to be adapted to more scenarios. Since it is extremely difficult for the radar to
distinguish between targets with the same location and speed, the situation discussed here
is generally limited to targets with similar ranges and Doppler but different azimuths.

After the clustering, the positions of the targets can be obtained. To further deter-
mine the target types, it is essential to perform target classification. So far, research and
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discussions on the identification and classification of ship targets with UHF radar have been
quite few. Target classification approaches have been tried based on optical images [29-33]
and SAR and inverse synthetic aperture radar (ISAR) images [32-34]. Wherein, Karine et al.
recognized radar targets using salient keypoint descriptors and multitask sparse repre-
sentation based on X-band SAR or ISAR images [32]. Ni et al. achieved high-precision
classification for ISAR images using contrastive learning [33]. Musman et al. presented
a capability for automatic recognition of ISAR ship imagery [34]. It is evident that ISAR
imagery has become an effective means for target classification. Therefore, we try to apply
the ISAR imaging approach to differentiate different target types with UHF radar.

Consider the scenario of inland ship detection, the long integrated time, low target
velocity, and simple motion model are beneficial to ISAR imaging since they can offer a high
cross-range resolution in theory. However, there are still some challenges which need to
be addressed. UHF radar has a relatively lower resolution compared with high-resolution
radar, especially in range resolution, which makes it difficult to differentiate target types
in the range domain. Moreover, in the context of inland ship target detection, there is
significant interference from river clutter and shoreline clutter. To perform better ISAR
imaging, it is necessary to eliminate clutter interference based on the target’s position. Due
to the temporal stability of shore clutter and river clutter, they typically exhibit minimal
variations over a radar dwell. This similarity can lead to a situation in ISAR imaging where
the overall similarity is high, but the envelopes of certain parts of the target cannot be
properly aligned. Therefore, it is necessary to perform extended target point detection and
clustering to obtain the target’s extent before proceeding with the ISAR imaging process.
In this study, the ISAR imaging method is applied, which allows for achieving a relatively
high cross-range resolution, enabling the extraction of the lateral structural distribution of
the target at a specific angle, which serves as the basis for distinguishing different types
of targets.

The remainder of this paper is organized as follows. Section 2 describes the character-
istics of the UHF ship detection and the ISAR signal model. The specific proposed methods
are presented in Section 3. Results of simulations and real data are given in Section 4.
Section 5 gives some discussions. Section 6 gives a brief conclusion.

2. Characteristics of Extended Ship Target and ISAR Signal Model
2.1. Characteristics of Extended Ship Target

The schematic diagram of inland ship detection with a UHF radar is shown in Figure 1.
Assume that the antenna baseline is parallel to the riverbank and in each radar dwell ship
sails in the river with uniform linear motion. Let R be the distance between the ship and
the radar, 6 the azimuth of the ship with respect to the perpendicular of the riverbank, v
the speed, and v, the radial velocity. The relationship between v and v, is given by:

vy = U - sind. 1

The UHF radar is able to position the ship by the estimates of R, v;, and 6. v, and
R can be read from the RDS as shown in Figure 2. In this study, the UHF radar works at
340 MHz with a chirp bandwidth of 10 MHz. The corresponding resolutions of the range
and radial velocity are 15 m and 0.086 m/s, respectively. Since the resolution is often much
finer than the ship length, extension occurs in range, Doppler, and azimuth.

As can be seen from Figure 2, due to the relatively high resolution of UHF radar,
the ship echo occupies more than one cell in the RDS. When there are more than one ship
with similar ranges and Dopplers, it is difficult to distinguish them from the RDS. However,
a 3D clustering method is able to handle this if the azimuths are significantly different.
When two or more ships have similar radial velocities, ranges, and azimuths, the existing
3D clustering methods can no longer distinguish between them. In this study, we consider
using the motion state as a basis to distinguish between different ships. The azimuth is
6 € (—90°, 90°) and sin 0 changes monotonically. The radial velocity depends on both the
magnitude and direction of the speed. According to the sign of radial velocity, the state
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of motion can be divided into approaching and leaving the radar. Therefore, it is possible
to distinguish between different targets that cannot be distinguished by the 3D clustering
methods in the RDS with their motion features.

Bank

River

Bank
-90° 90°

Radial velocity (m/s)

Figure 2. RDS with an extended ship target collected by a UHF radar.

2.2. Characteristics of ISAR Signal Model

To perform ISAR imaging, the UHF radar ship detection scenario can be simplified as
the target moving in a straight line at a uniform velocity on a 2D plane like Figure 3a. where
© is the angle between the radar line of sight and ship moving direction at the beginning,
A® is the angle of rotation during the whole observation time. The target moves from
left to right along the horizontal dashed line in Figure 3a (from a to b). The movement
of the target can be divided into two parts, i.e., radial motion (from a to c) and angular
rotation (from c to b). The part of the radial motion is useless for ISAR imaging, it should
be compensated. Figure 3b shows the process of a specific scatter point in the target
rotating between adjacent echoes. Where O is the center of rotation of the target, the x
and y axes represent the cross-range and range dimensions respectively. The direction
of the radar wave is the same as the y-axis. In this scenario, the radar waves are plane
waves and propagating from below, as indicated by the row of arrows below the x-axis
in Figure 3b. p is the scattering point before rotating while p” is after rotating. x, and y,
are the coordinates of the scattering point p relative to O. r( is the distance between p and
O. 0 is the angle between p and x axis, 66 is the angle of rotation. During such a rotation,
the radial displacement of the scattering point can be written as:

Ar =rg -sin(0) — rg - sin(6 + 60)

=g - [sin(0) — sin(0 + 46)]. @)

The formula of a derivative is

fl(x): lim f(x-l—AX)—f(X), (3)

Ax—0 Ax
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where the f(x) here is sin(8), and the 56 is close to 0 between adjacent echoes. Equation (3)
is rewritten as:

sin(0 + 06) — sin(6)

in’(0) = li , 4
sin (6) = Jim, 50 @)
cos(8) = sin(6 + 60) — sm(@)l 5)
o6
sin(6 + 80) —sin(0) = —46 - cos(6). (6)
Substitute Equation (6) into Equation (2) and Ar can be obtained as:
Ar = —rp - 60 - cos(). ?)
According to Figure 3b:
xp =10 - cos(6), 8)
Yp = 19 - sin(0). )
Substitute Equation (8) into Equation (7), Ar can be rewritten as:
Ar = —xp - 66. (10)
The phase difference of the adjacent echoes caused by radial displacement is
47
Ap = - - Xp - 00. (11)

Equation (11) illustrates the phase difference between two adjacent echoes is pro-

portional to the x;,. There is a phase rotation factor e(= %) that differs between two
adjacent echoes. As the scattering point undergoes continuous rotation, the resulting
change in the echo’s phase is manifested as Doppler. Assuming that the scattering point
continues to rotate till receiving N echoes, the phase difference is:

4
AgoN:an.AwaHN, (12)
where Ax is the cross-range difference between the scattering point before rotating and after
rotating. When Ay > 271, it is considered that two different targets can be distinguished,

so the cross-range resolution is:

A

Pa = 51’ (13)

where Af is the angle of rotation during the whole observation. The range resolution is:

c

Pr=5p- (14)

When the A® is too large, migration through the resolution cell of scattering points will
affect the image quality. Hence, it is typically necessary for the target size and resolution to
fulfill the following criteria:

25 ADy
{p R (15)

papr > 22=.

In the UHF radar inland ship detection scenario, the condition of Equation (15) is
satisfied. The specific parameters are shown in Section 4: A is 0.88 m, D, and D, are 100 m
and 20 m, p, and p; are 5.13 m and 15 m, respectively. By substituting these parameters
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into the equation and performing the calculation, it can be confirmed that Equation (15)
holds true.

y
RLOS T \
//
/// e
// /// p(Xpr Yp)
RLOS 80 7 _rg
0 — A® Scatter /:/&’/ 2}
________ - S Center |~
o X
Radar
Normal
Wave
@) (b)

Figure 3. Figures show the theory of ISAR imaging. (a) Schematic diagram of the target moving
decomposed into motion and rotation. (b) Schematic diagram of the scattering point rotation of
adjacent two echoes.

3. Proposed Methods
3.1. Clustering Algorithm

In this study, the clustering algorithm is performed after the candidate extended target
points in the RDS are obtained by a CFAR detector. As shown in Figure 4, there are three
main steps in clustering, i.e., normalization, pre-clustering, and gradient descent clustering.

Echo signals

CFAR
Detector

Estimating
Target
parameters

algorithm

I
|
I
I Clustering
|
I

Figure 4. Flow chart of target cluster center estimation.

3.1.1. Normalization

The proposed clustering algorithm needs information in three dimensions, which
should be normalized first. The RDS has divided the extended target points into a 2D grid
with a range cell of Ar and a Doppler cell of Av. Azimuth is then added with an azimuthal
cell of Aa to form a 3D grid. The set of the extended target points, T, in the 3D grid can be
denoted as:

T ={(m,n,0)|me[l,M],nel[lN]0c[-90°90°}, (16)
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m; = [Vi/Av]
n; = [R;/Ar] i=12,... K (17)
0; = [A;i/Aa]

where M and N are the numbers of cells in Doppler and range, K is the total number of
extended target points, R;, V;, and A; are the range, radial velocity, and azimuth of the
i-th target point T;, and m;, n;, and 6; are the normalized coordinates, respectively. [-]
represents the ceiling operator.

3.1.2. Pre-Clustering

¢ Divide the grid into several big chunks. The chunk sizes here are chosen as 8 cells for
range and Doppler and 20 cells for azimuth.

¢  Calculate the attribute parameters of each chunk, including the mean and variance of
the range, Doppler, and azimuth.

* Remove discrete false points based on azimuth concentration and the number of
points in each chunk. The extended target points are numerous, and their azimuth
distribution is concentrated, while the false points perform the opposite characteristics.
These properties can be used as a basis to eliminate false points. The associated chunks
are then grouped into the same cluster.

3.1.3. Gradient Descent Clustering

The azimuths of extended points in each cluster given by pre-clustering are first or-
dered. Then each point is tested whether it matches the conditions for association with
the existing clusters. The association conditions include range, Doppler, azimuth, and gra-
dient descent direction. For each 2D grid point (m, n), there exists a scalar g(m,n) = 6.
The gradient of Doppler on the 3D grid is given by:

8m+1n — &mmn

Vgm = T Am (18)
where Am is the distance in the Doppler cell between the two points. Since the target points
are searched by azimuth in descending order, the gradient is also in descending order.
The gradient descent direction can be considered as an associated condition. The specific
process of gradient descent clustering is outlined in Algorithms 1 and 2. The entire work-
flow of the proposed clustering method is depicted in Figure 5, which shows the proposed
clustering method is comprised of three stages: (1) normalization, (2) pre-clustering, and
(3) Gradient descent Clustering.

Algorithm 1: GBGD-Cluster

Data: P is a candidate target point on the 3D grid. Q is a set of clusters given by
pre-clustering. Z is a set of clusters created for GBGD-Cluster.
for each P in cluster Q; do
for each existing cluster Z; do
if (Associate (P, end cell of Z; ) ) then
‘ append P to the end of Z;

‘ create a new cluster starting with P
end
end

1
2
3
4
5 else
6
7
8
9

end
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Algorithm 2: Associate (b, ¢)

Data: Ty, T;;, and Ty are the thresholds for m, n, and 6 in Equation (16),
respectively. Set T,, = 4, Ty, = 2, Ty = 7. C is an existing cluster created by
GBGD-Clustering.

Input: cell under processing b. the end cell of an existing cluster ¢

1 flagl = (|my —me| < Ty).

2 flag2 = (|ny —ne| < Ty).

3 flag3 = (|6 — 6c| < Tp).

flag4 = direction from c to b is the same as direction of the C with c;

'S

5 if ( all flags are true ) then
6 return true
7 else
8 ‘ return false
9 end
g 4 ™
El [ oo : _=g
N Yy
< /,;80
b
Doppler h

Figure 5. The process of the GBGD-clustering algorithm in 3D grid. Different colors represent
different clusters and the down arrow means the scanning direction in the azimuth dimension.

3.2. ISAR Imaging Method

The primary purpose of this work is to demonstrate the effectiveness of applying
ISAR imaging methods to UHF radar inland ship detection and classification scenarios.
As a result, we use the classical range-Doppler imaging algorithm to generate ISAR images,
and the concepts of envelope alignment and phase compensation will be introduced
below [35,36].

3.2.1. Envelope Alignment

During the coherent integrated time (CIT), the target is constantly moving. It may lead
to signals from the same scattering point being centered at different range cells in different
echoes. To align these signals from the same scattering point, it is necessary to shift the
signals from different echoes to bring them together in the same range cell. This process is
envelope alignment.

The envelope alignment method used here is the typical peak method [37]. Firstly,
the first strong peak of the strongest pulse within the CIT is taken as the reference. Next,
the peaks of other pulses are aligned to the reference peak in the range domain. This
method is employed because ship targets generally have higher energy than the clutter. It
should be noted that the clutter should be removed before envelope alignment to avoid
failure of using the peak method in real data.

3.2.2. Phase Compensation

After envelope alignment, the phases of the echo signals are disordered, which makes
imaging difficult without phase compensation. Since all range cells share the same initial
phase sequence, a dominant scattering point can be selected to estimate the phase difference
between different echoes for phase compensation. Moreover, multiple dominant scattering
points can improve SNR and enhance the accuracy of phase compensation. So, we use the
multiple dominant scattering points method to compensate phase. The specific steps of the
method are illustrated below. Firstly, it is necessary to eliminate phase components that
vary with the number of the echo to ensure the phase coherence of dominant scattering
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points. Then, phase compensation is performed by estimating the initial phase sequence
with these dominant scattering points.

Assume that the rotation angle is small and the target rotates at a constant speed,
the k-th range cell with only one scattering point. The echo envelope can be written as:

sp(m) = Kk(m)ef(‘/’k()*%m"k*ék(m)*“Y"’) m=0,1,.M-1, (19)

where x;(m) and j(m) are the amplitude and phase caused by the weak clutter and noise.
M is the number of all echoes. v, is the initial phase, ¢y is the phase when m = 0, and x
is the distance in cross-range axis. Let the m-th echo which shown in Equation (19) multiply
the conjugate of the (m — 1)-th echo, the result is given by:

sk(m) - s (m — 1) = g (m)ip(m — 1) CTHFALMTAI) 01, M—1, (20)

where Ay, = Y — Ym—1 is the difference of initial phase. Al (m) = {x(m) — {x(m — 1)
is the phase difference between the adjacent echoes caused by noise and clutter. It can be
seen that there is no ¢y in Equation (19) and the 4T”mxk become 47”xk which is no longer
relevant to m. Moving the peak of cross-range data of each range cell to the middle of the
image. It can eliminate the 4T”xk. Then do the conjugate multiplication. N is the number of
all dominant scattering points. The Equation (20) is rewritten as:

Ex(m) =si(m) - s (m — 1)e 7%

. 1)
=i (m)xe(m — 1)/ Aek(m+am)  p— 12 N,

If noise and clutter satisfy the Gaussian distribution, the value of the initial phase
difference can be estimated from Equation (21) using the maximum likelihood estimation
method. The result is written as:

N i
Ay =arg| Y sp(m) - s (m — 1)e*]47x’< . (22)
k=1

After phase compensation, the moving target can be converted into a rotating target,
which can be used for ISAR imaging.

4. Results

This section will respectively give the simulation results of the proposed clustering
algorithm and the ISAR imaging in UHF first. Then the field experimental results will be
shown to illuminate the effectiveness of the proposed methods.

4.1. Simulation Results
4.1.1. The GBGD-Clustering Algorithm

The detection scenario of the simulation is shown in Figure 1, and simulated radar
parameters are introduced in Table 1.

Table 1. The simulated radar parameters.

Parameters Value
Frequency, fo 340 MHz

Pulse width, T, 0.04s
Bandwidth, B 10 MHz

Pulse repetition time, PRT 0.041 s

Number of integrated pulses, M 128
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In the simulations, the partition-based detection method is employed for adaptive
CFAR detection. Cells average CFAR method is used in regions with weaker clutter on
both sides, while the CFAR method joint time dimension is used in the region with stronger
clutter in the middle of the RDS, The CFAR detectors are implemented with a nominal
probability of false alarm rate Pfa = 0.2 x 10~3. The proposed clustering method parameters
are described in Section 3, including pre-clustering with a range and Doppler of 8 cells,
azimuth of 20 cells. For the subsequent gradient descent clustering, the threshold for range,
Doppler, and azimuth are empirically set to 4, 2, and 7, respectively.

Four ships are simulated to evaluate the clustering algorithms, as shown in Figure 6.
The signal-to-noise ratios (SNR) are all set to be 30 dB. The ships’ center motion parameters
are given in Table 2. These ships can be divided into two pairs. The pair of Target 2 and
Target 3 simulates the scenario that 3D coordinates are all close and the other pair is in the
condition that the range and Doppler parameters are close while the azimuths are different.
Intermediate frequency (IF) signals are simulated according to these parameters. Then,
the IF signals are added to the actual river clutter echoes without ships. Since the real
width of the river is about 500 m, there are 41 range cells selected here to match the actual
situation. Figure 6a shows the detected points which are indicated by black “+” in the RDS.
The real positions and azimuths of each target in the range-Doppler matrix are shown in
Figure 6b and Figure 6¢ respectively.

Table 2. The range, radial velocity, and azimuth of simulated targets center.

Target Value Target #1 Target #2 Target #3 Target #4
R (m) 323.1221 272.5765 223.3154 378.2689
Target parameters V (m/s) —2.346 0.5372 0.672 —1.599
A(°) 48.9818 12.5918 —15.3926 —43.0374
40 '
Target #4
- = 30 Target #2 |
S S 4 A
5 %20 |
101 Target #1 N
Target #3
0 n L
0 50 100 0 50 100
Doppler Cell Doppler Cell
(@) (b)
40
= 30 20 O
[5) SN—
) i k=
£ 20 L 0 g
5 " §
~ ; <
10 -50

20 40 60 80 100 120
Doppler Cell

(0)

Figure 6. Setting of the simulated targets. (a) Extended target points obtained by the detector in RDS.
(b) The real positions of targets in the range-Doppler matrix. (c) The azimuths of target points.
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The performances of the four clustering algorithms, i.e., DBSCAN [25], 3D group
sequentially (3DGS) clustering [27], grid-based (GB) clustering [28], and GBGD-clustering,
which can be used for UHF radar detection, are shown in Figure 7. In each subfigure,
the classes of targets are represented by colored symbols. As shown in Figure 7a, only two
targets are detected, indicating that the targets with adjacent range and Doppler parameters
cannot be distinguished using the 2D clustering method. Figure 7b,c shows that the targets
with adjacent range and Doppler parameters can be discriminated using the azimuth
information. It is noteworthy that only the proposed GBGD-clustering algorithm can
distinguish all the targets, as shown in Figure 7d. The 3DGS-clustering and GB-clustering
methods are not able to distinguish target 2 and target 3 since their azimuths are also close.
It can be preliminarily shown that the proposed method outperforms the others.

40 ; ' 3 40

9%

o
w2
(=)

\

Range Cell
)
S

50 100 0 50 100

Range Cell
[\e}
(e}

—_
[«)

—_

[w]

(=)
o

0
Doppler Cell Doppler Cell
(a) (b)
40 40
= 30 = 30
S % 3 1
$ 20 & 20 ’
g g
~ ~
10 10
0 : : 0 : :
0 50 100 0 50 100
Doppler Cell Doppler Cell
(c) (d)

Figure 7. Results of four clustering methods with simulated data. Different colors represent different
targets obtained by the clustering method in each subfigure. (a) DBSCAN. (b) 3DGS-clustering.
(c) GB-clustering. (d) GBGD-clustering (proposed).

For the three 3D methods, the clustering accuracy (Acc) and the offsets between the
cluster centers and the real target centers are evaluated by 300 Monte Carlo trials under
the conditions mentioned in Figure 6. The results are listed in Table 3. The Acc is a classic
external validation index for clustering.

It can be seen from Table 3 that the three methods achieve similar results in terms of
Acc and the target center offset. This is because Target 1 and Target 4 have significantly
different azimuths, and all three 3D clustering methods can distinguish them. However,
for Target 2 and Target 3, the offset obtained by the proposed method remains close to
0, while the other two methods appear significant deviations in both range and azimuth.
Furthermore, the GBGD method also achieves an Acc value closest to 1. So, in general,
the proposed method obtains the best performance in Acc and offset. Moreover, only the

proposed GBGD clustering method can correctly differentiate targets with close azimuths,
e.g., Target 2 and Target 3.
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In order to further verify the stability of the proposed method, 300 Monte Carlo trials
are conducted under different SNR conditions. Target 2 is selected as the observation object
in the following simulations since it has the most prominent improvement.

Table 3. The Acc and target center offset for three 3D clustering algorithms. Bold numbers indicate
better ones.

Clustering

Algorithm 3DGS GB GBGD
Target Acc 0.5965 0.6727 0.9979
AR (m) —0.9924 0.2769 0.2769
Target #1 AV (m/s) 0.0006 —0.0012 —0.0012
AA(°) —0.0971 0.0445 0.0445
AR (m) 26.8438 20.8284 —0.6354
Target #2 AV (m/s) —0.1096 —0.0845 —0.0044
AA (°) 12.2482 11.1209 —0.1292
AR (m) —25.0277 —19.9638 —0.1863
Target #3 AV (m/s) 0.0916 0.0789 0.0042
AA (°) —13.4646 —10.695 —0.112
AR (m) —0.0166 —0.0166 —0.0166
Target #4 AV (m/s) 0.0012 0.0012 0.0012
AA (°) 0.0156 0.0156 0.0156

Figure 8 shows the results of Acc. It can be seen that the clustering accuracy of the
proposed GBGD clustering method increases as the SNR increases, and is remarkably
higher than the Acc of the other two methods, i.e., 35% higher than the 3DGS-clustering
and 20% higher than the GB-clustering. According to Figure 6c, both Target 2 and Target 3
have some extended points around 0° in azimuth. At a high SNR level, the azimuth
estimation has a higher accuracy, which makes targets 2 and 3 more tend to be associated
together and hard to distinguish by the GB-Clustering method. When the SNR is low,
the increased errors in the azimuth estimation of these points may increase the opportunity
of exceeding the association threshold, which finally results in an accurate clustering on
the contrary. But in general, compared with other methods, the proposed method has a
significant improvement in Acc in the SNR range of 22 to 32 dB. As shown in Figure 8,
the difference between the proposed method and its counterparts grows greater with the
increase of SNR, which further proves the superiority of our proposed method.

100 M—-@—G—O
q 3DGS
90 | —#—GB |
—6— GBGD

S 80f
Q
2 L

70 f

60 1

22 24 26 28 30
SNR (dB)

Figure 8. Acc versus SNR result of Monte Carlo simulations.

Figure 9 shows the relative deviations of the target center. Since the azimuths of
Target 2 are close to 0°, the relative deviations of azimuth are too large to show. So, only
the relative deviations of range and Doppler are shown here. The green, blue, and red
lines represent the 3DGS, GB, and GBGD clustering methods, respectively. The lines with
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plus symbols indicate the relative deviation in the range dimension, while the lines with
diamond symbols represent the relative deviation in the Doppler dimension. According to
Figure 9, the relative deviations in both range and Doppler exceed 5% (considering only
magnitude, regardless of sign) at any SNR, while those deviations of the proposed GBGD
method are all within 2%. Because a relative deviation closer to 0 indicates a more accurate
clustering result. The proposed GBGD method performs better in both range and Doppler
at any SNR, especially when SNR > 28 dB. Therefore, the proposed method is the most
effective under the conditions for Target 2 and Target 3.

104-_ . + 7
S 5*%
45 { Doppler
E Il } 1
E 0F t } D
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22 24 26 28 30
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Figure 9. The relative deviations of target center versus SNR result of Monte Carlo simulations.
4.1.2. ISAR Imaging

The simulated radar parameters are the same as Table 1. Three target point clouds
are simulated to verify the effectiveness of the ISAR imaging method for the UHF radar,
whose parameters are shown in Table 4. Assume that the target sails along the straight line
of the river at a constant speed with a velocity of 3 m/s, and the target is 350 m away from
the river bank. The window of observation range is within 30 m, which means a window
of observation time is within 10 s. Figure 10a shows the 2D ISAR image, where the three
targets are not points but lines since the range resolution is about 15 m. The Hamming
window used in the fast-time dimension makes this effect more obvious. However, in the
scenario of UHF radar inland ship detection, where ships approach, pass, and move away,
the target posture is often nearly perpendicular to the radar normal. For a ship with a
width of a few tens of meters, it is difficult to distinguish the target structure in the range
dimension. Attention can be focused on the cross-range dimensional structure of the target.
Since the cross-range resolution is much smaller than the range resolution, the structure of
the target in the cross-range dimension can be distinguished and used for classification.

4
10 . . . . x10
151 X 134
8 Y 4
= 5 Z 101544
8 6 c10f X115 [
o [} Y 4
5 ° Z55917.4
x 4 8 ! ° ]
2 ¢

50 100 150 200 250 50 100 150 200 250
Cross-range cell Cross-range cell
(a (b)

Figure 10. Simulation results of three scattering points. (a) ISAR image; (b) the energy distribution
in cross-range.
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Table 4. Simulated three scattering points parameters.
Point No. Cross-Range (m) Range (m) Scattering Coefficient
1 0 350 2
2 50 350 15
3 —50 350 1

According to Figure 10, the three targets are separable in the cross-range dimension.
Hamming windows are used both in the range and cross-range dimensions, so the main
lobe is broadened in both dimensions, which affects the amplitudes of close peaks. However,
the energy of each point is consistent with the preset scattering coefficients generally.

As can be seen from Figure 10b, there are 19 cells between points 2 and 3 in the cross-
range dimension. The cross-range resolution is shown in Equation (13). According to the
simulated parameters, the A is 0.88 m and the A#f is given by:

A8 = 2 arctan(15/350) = 0.0857 rad. (23)

Substituting A and Af into Equation (13), the cross-range resolution is 5.13 m. The dis-
tance between points 2 and 3 is 97.47 m. Compared to the set position, the error is about
2.53 m. So, the error is within one cross-range cell, which is acceptable. In summary,
the ISAR imaging method is effective for UHF radar inland ship detection and the cross-
range dimension of ISAR image can reflect the target structure in this dimension. It is very
suitable to be used in the scenario of inland ship detection.

To further demonstrate that different types of targets can be differentiated by ISAR
images, two different target models with distinct scattering distribution are used to the
subsequent simulation, as shown in Figure 11.

5 5
i) ©
&= & 1
o 1)
8 8 R,
g i 2os
T R
] o
] i
e @ 0]
-5
0
. 5 30
20
10 10 0 10 10 10 0 10
Number of samples in width Number of samples in width
Number of samples in length Number of samples in length
(a) (b)

Figure 11. Two types of scattering distribution simulated in cross-range. (a) Target of type A; and
(b) Target of type B.

Figure 12 shows the scenario of detection in this simulation. The red triangle at (0,0)
represents the UHF radar, and the normal direction of the receiving array is parallel to
the range axis. The positions of the simulated scattering points are indicated by black
circles. The distribution of these scattering points is illustrated in Figure 11, with a length
of 100 m and a width of 20 m. The spacing in length and width are 5 and 10 m, respectively.
Taking the scattering point at the lower left corner as the reference, the distance from
the riverbank is 300 m, and the distance from the radar normal is 45 m. The target is
moving in the direction of the arrow with a velocity of 3 m/s. Comparisons are made for
three sets of conditions. The distances between the target and the river bank are 300 m,
and the cross-range distances between the target and the radar are 45 m, 50 m, and 55 m,
respectively. For the convenience of description, the three sets of simulations are numbered
1,2, and 3, respectively, and the two types of targets are named type A and type B. So, Al in
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the following article represents the result of the type A target in the scenario of simulation 1,
and so on. Because the ISAR images are greatly affected by the posture of the target and
the direction of observation, the selected positions to evaluate the ISAR images should be
close. The correlations between the targets of the same type and those between targets of
different types are compared.

500

400 -

A

0
—500 0 500
Cross-Range (m)

Figure 12. The scenario of ship target detection in a river. The red triangle, black circles, and the black
arrow represent the UHF radar, the scattering points of the simulated target, and the sailing direction
of the target, respectively.

The 2D outlines can be observed by the 2D ISAR images shown in Figure 13d—£,i,j.
However, the types of ships cannot be distinguished yet. Differences between the cross-
range images of different target types are obvious. In (a)—(c), the left parts of the target have
higher peaks than the right parts, while this situation changed in (g)—(i) where the right
parts have higher peaks than the left parts. Left and right are divided from the middle of
the cross-range. The target move state is shown in Figure 12. And from Figure 3, the target
rotates counterclockwise relative to the radar. The scatter points on the right side of the
target are moving away from the radar. Thus, the image of them should be on the left of
the ISAR image, and vice versa. The differences in the cross-range images can be used to
distinguish the targets of different types.
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Figure 13. Cont.
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Figure 13. The results of two types of targets in three simulations. (a—c) Cross-range images of
Al, A2, and A3, respectively; (d—f) ISAR images of A1l to A3; (g—i) Cross-range images of Bl to B3;
(j-1) ISAR images of B1 to B3.

In order to better evaluate the correlations between targets of different types and
those between targets of the same type, the root-mean-square-error (RMSE) and cosine
similarity (CS) are calculated and listed in Table 5. The RMSE reflects the average deviation
between two images. Since here we only pay attention to the energy distribution which is
influenced by the simulation settings, the values can be regarded as a relative value and
thus is dimensionless. A larger RMSE value indicates greater dissimilarity between the two
images. In Table 5, the first row represents the target types for comparison, and the first
column represents the experiment type for comparison. For example, the values labeled
A-A and 1-2 indicate the RMSE and CS results between Type A in Experiment 1 and Type A
in Experiment 2.

According to the rows labeled “1-2” and “2-3” in Table 5, it is clear that the RMSE
of the same type of targets is smaller than the different types of targets in the adjacent
two experiments. In the “A-B” column last three values are the RMSEs of different types
of ships in the three same experiments. That also proves that the correlation between
different types of targets is less obvious. The same conclusion can be drawn from CS
in Table 5. The difference is that CS is not as sensitive to large discrete values as RMSE,
which is calculated based on the difference in Euclidean distance within each cell between
two images

Table 5 demonstrates that the correlation between targets of the same type is higher
than it for targets of different types. A threshold is thus capable of identifying different types.
These illustrate that the ISAR imaging method for UHF radar inland ship classification is
effective and feasible.

Table 5. The RMSE and CS results of several comparisons for two types of targets in three experiments.

A-A B-B A-B
Target Type
RMSE Ccs RMSE CS RMSE ()
1-2 7524.6 0.9613 9477.0 0.9299 19,883 0.7107
2-3 9321.6 0.9394 8781.6 0.9402 13,239 0.8700
1-1 0 1 0 1 17,443 0.7835
2-2 0 1 0 1 16,813 0.7908

3-3 0 1 0 1 13,771 0.8623
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500 Monte Carlo trials are conducted under different SNR conditions to investigate
the SNR threshold for classification. There are three comparisons are selected which are
Al1-A2, A1-B2, and A1-Bl.

The results of CS and RMSE with SNR in three comparisons are shown in Figure 14.
In the simulation, the ISAR image consists of two parts, i.e., clutter and target echo. When
the SNR is low, a low RMSE is obtained because the RMSE is mainly produced by the
difference of clutter in two ISAR images. However, when the SNR reaches a high level,
the target echo becomes the dominant component of the ISAR image. Thus, the targets
with different types will produce a higher RMSE under high SNR condition. The same
conclusion can be drawn from CS curves. According to Figure 14, the classification of
target types can benefit from a higher SNR, especially when the SNR exceeds 20 dB. When
the SNR is about 21 dB, the CS of the same type of target is about 0.06 more than that of
different types of targets, and that of RMSE is below 6230.
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Figure 14. The results of RMSE and CS with SNR in three comparisons. (a) The RMSE versus SNR.
(b) The CS versus SNR.

RMSE
CS

4.2. Real Data Results
4.2.1. The Clustering Results

Figure 15 shows an RDS containing echoes from two ships. One is at about 480 m
with a radial velocity of about —2.52 m/s, which means that it is sailing away from the
radar. The other is at about 300 m with a radial velocity of about 1.38 m/s, approaching the
radar. It can be seen that the clusters have been correctly grouped by the proposed method,
and the cluster centers obtained are reasonable. The grid in Figure 15c¢ is the same as that
introduced in Section 4. The final cluster centers are indicated by ‘+” in Figure 15d.
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Figure 15. Cont.
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Figure 15. Field data clustering with the proposed method. (a) RDS of the Field data. The dashed
lines are dividing lines between the strong and weak clutter regions and the area between the two
lines is the strong clutter region. (b) Detected target points. (c) 3D grid of the targets. (d) Cluster
centers of targets. The black plus signs represent the clustering centers in the RDS.

4.2.2. The ISAR Imaging Results

The experimental data collected from the Yangtze River hydrological station in 2016 are
employed to validate the practical feasibility of ISAR imaging with UHF radar.
Figure 16a shows the range compression result. If a total of 512 pulses are integrated
for Doppler processing, the overall integrated time will be about 21 s which is a bit long
for ISAR imaging, because the target may rotate a large angle and cause severe migration.
Furthermore, the target’s energy increases throughout the entire integrated time. In the
first half of the duration, the energy of the target is quite weak and almost undetectable.
The overall SNR would lower and affect the quality of ISAR imaging if the whole inte-
grated time is selected. Therefore, echoes from the 257th to the 512th chirps are selected
for analysis.

In the field data, there are strong river clutters and echoes from the river bank. They
hardly change over time (in such a radar dwell) and have a strong correlation. To minimize
the effects from clutters, it is necessary to crop the data. The clustering results in Figure 16b
provide parameters for the target (bottom right). The estimated radial velocity is 1.269 m/s,
the center of the target is approximately located in the 11th range cell, and the estimated
angle is —25°. According to Figure 16a, it can be observed that the clutter from the bank is
mainly located on the 3rd to 5th range cells. For better clearance, the data from the 6th to
the 18th range cells are shown in Figure 16c separately.

Figure 17 shows the cross-range image and 2D ISAR image of the field data. They are
very similar to the simulation results in Figure 13, which indicates that the results from real
data coincide well with those from the simulation and prove the feasibility of employing
the ISAR imaging method for UHF radar. In Figure 17a, the energy of the left part of the
target is higher than that of the right part. Considering the target parameters obtained from
the preceding clustering results, the target’s radial velocity is positive, indicating motion
toward the radar. The speed of the target is approximately 3 m/s in the direction from
left to right combining the results of both radial velocity and azimuth. This implies that
after motion compensation the target would rotate counterclockwise, causing the scattering
points on the right side to move away from the radar. Consequently, they should be located
on the left side in Figure 17a, and vice versa. Therefore, the actual target’s cross-range
structure is opposite to what is depicted in Figure 17a, there should be a stronger scattering
on the right side. In summary, we can now not only obtain the motion state parameters
of the target but also depict the target’s cross-range structure distribution. This can serve
as the foundation for future target identification and classification. It further proved that
using ISAR images for target type differentiation in UHF radar inland ship detection is
feasible and effective.
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Figure 16. Results of the range compressed. (a) Range compression result for the entire dataset.
(b) Result with clustering method. The black plus signs represent the clustering centers in the RDS.
(c) Range compression result after data cropping.
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Figure 17. The ISAR imaging results of real data. (a) The energy distribution in cross-range. (b) The
ISAR image of three scattering points.

5. Discussion

In the above simulations, the proposed clustering method can distinguish targets
when the 3D information of targets is close. Furthermore, the proposed clustering method
maintains a higher performance across a wide range of SNRs in terms of accuracy and rela-
tive deviation. Subsequently, the simulations show that ISAR imaging methods are suitable
for the scenario of inland ship detection with UHF radar. According to the comparisons of
CS and RMSE, the cross-range structure of the targets obtained through ISAR imaging can
be utilized to distinguish between different target types.

It is essential to discuss some factors that may impact the accuracy of the proposed
methods. On one hand, since the GBGD clustering method uses the 3D information of a
target, and the azimuth error increases significantly as the SNR decreases, the deteriora-
tion of azimuth may lead to poor performance in gradient descent, which degrades the
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effectiveness of the clustering method. On the other hand, as for ISAR imaging, the results
of a target can be quite different among viewing angles. Besides, as mentioned earlier,
the ISAR imaging method achieves a higher lateral resolution in the radar normal direction.
Therefore, we considered a reference scenario that a ship target appears in the area near
the radar normal to verify the effectiveness of ISAR imaging with UHF radar. However,
the efficiency of the method in any direction remains a challenge.

The results obtained from real data are not as comprehensive as those from the
simulated data. Currently, our empirical data set is not yet extensive enough to provide
substantial support for the proposed methods. At this stage, we can only demonstrate
the effectiveness of the methods by showing their alignment with the simulated results.
In the future, we plan to conduct more comprehensive experiments to further validate the
superiority of the proposed methods.

Furthermore, the primary focus of this paper is the exploration of applying the ISAR
method to the detection and differentiation of inland ships with UHF radar rather than
the improvement of a specific method. So, we have not considered other ISAR imaging
methods to compare. According to these limitations, our future endeavors will involve
expanding the range of application scenarios and exploring the utilization of improved
ISAR imaging methods to enhance classification accuracy.

6. Conclusions

In this paper, a clustering method based on grid gradient descent is proposed, and the
application of the ISAR imaging method in UHF radar is discussed. The proposed clustering
method combines a pre-clustering method that divides the grid into chunks and a grid-
based gradient descent clustering algorithm. To associate the extended target points, it
not only uses the information from the common three dimensions, say range, Doppler,
and azimuth, but also incorporates the gradient descent direction of the target motion
state on the 3D grid to perform clustering. Simulations and field data are used to verify
the effectiveness and applicability of the proposed method in UHF radar ship detection.
Specifically, the proposed method achieves a 20% higher clustering accuracy and 3% lower
relative deviations than the existing methods according to the simulations. By applying the
clustering method, the target motion parameters and its area in the range dimension can
be obtained, which makes it possible to avoid a significant amount of clutter by cropping
the raw data. From the simulations, the ISAR image of the target can be obtained correctly
with UHF radar. Based on the ISAR images, different types of targets can be distinguished
according to the energy distribution in the cross-range dimension. The ISAR image of the
real data also illustrates the effectiveness of the method. To sum up, this study proves the
feasibility and efficiency of combining target detection and classification for UHF radar.
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