

  remotesensing-15-01591




remotesensing-15-01591







Remote Sens. 2023, 15(6), 1591; doi:10.3390/rs15061591




Article



Remote 3D Displacement Sensing for Large Structures with Stereo Digital Image Correlation



Weiwu Feng 1, Qiang Li 1, Wenxue Du 1 and Dongsheng Zhang 2,*[image: Orcid]





1



College of Civil Engineering and Architecture, Zhejiang University of Water Resources and Electric Power, Hangzhou 310018, China






2



Shanghai Key Laboratory of Mechanics in Energy Engineering, Shanghai Institute of Applied Mathematics and Mechanics, School of Mechanics and Engineering Science, Shanghai University, Shanghai 200444, China









*



Correspondence: donzhang@staff.shu.edu.cn







Academic Editor: Henrique Lorenzo



Received: 9 February 2023 / Revised: 10 March 2023 / Accepted: 13 March 2023 / Published: 15 March 2023



Abstract

:

The work performance of stereo digital image correlation (stereo-DIC) technologies, especially the operating accuracy and reliability in field applications, is not fully understood. In this study, the key technologies of the field remote 3D displacement sensing of civil structures based on stereo-DIC have been proposed. An image correlation algorithm is incorporated in improving the matching accuracy of control points. An adaptive stereo-DIC extrinsic parameter calibration method is developed by fusing epipolar-geometry-based and homography-based methods. Furthermore, a reliable reference frame that does not require artificial markers is established based on Euclidean transformation, which facilitates in-plane and out-of-plane displacement monitoring for civil structures. Moreover, a camera motion correction is introduced by considering background points according to the camera motion model. With an experiment, the feasibility and accuracy of the proposed system are validated. Moreover, the system is applied to sense the dynamic operating displacement of a 2 MW wind turbine’s blades. The results show the potential capability of the proposed stereo-DIC system in remote capturing the full-field 3D dynamic responses and health status of large-scale structures.
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1. Introduction


The structural health monitoring (SHM) of civil structures is important for insuring service quality and safety [1,2]. Limited to the traditional displacement monitoring technologies (e.g., LVDT, GNSS, displacement sensor, etc.) that are inevitably embedded in a structure, non-contact monitoring techniques are of great interest to engineering societies [3,4]. Due to the advantages of simple instrumentation and installation (remote operation and full-field measurement capacity), the existing literature has indicated the potential of digital image correlation (DIC)-based monitoring methods for SHM [5,6].



At present, 2D digital image correlation (2D-DIC) based on monocular cameras is used to measure the in-plane deformation of materials and civil structures [7,8,9,10]. Earlier, in 2011, Maier et al. used the technique to identify the material parameters of concrete and, combined with the finite element model, evaluate the operational condition of concrete dams [11]. Based on that study, Gajewski et al. obtained the essential material parameters of multiple materials including concrete, polyurethane foams, and paper foils using an optimized 2D-DIC technique and inverse analysis [12,13,14,15]. Nevertheless, the out-of-plane deformation is unable to be measured by the 2D-DIC method, which is important for the health monitoring of certain structures, such as high-rise buildings, transmission towers, cranes, etc. The stereo-DIC technique is capable of estimating the 3D deformation of the region of interest (ROI) by acquiring image pairs from different view angles of the structure under test loading. It has been applied to estimate the compressive stiffness and strength of corrugated cardboard [16,17]. In addition, the technology offers a promising method of 3D-displacement measurement and has received increasing attention in SHM [18,19].



In lab conditions, the matching accuracy of DIC can meet a range of 0.02–0.20 pixels [20]. However, measurement accuracy and robustness remain headaches in uncontrollable field conditions. Among them, the major critical challenges are system parameter calibration, reference frame establishment, and camera motion correction.



1.1. Calibration of Extrinsic Parameters for Stereo-DIC


Stereo-DIC calibration aims to determine intrinsic parameters, including the principal point, distortion coefficients, and focal lengths, and the extrinsic parameters of relative translation and rotation. The intrinsic parameters of each camera are usually calibrated in the laboratory; however, the extrinsic parameters cannot be pre-calibrated, as they often vary with the arrangement of the measurement system.



Camera calibration methods can be roughly divided into two classifications: photogrammetric calibration and self-calibration. It is a well-established photogrammetric calibration technique to calibrate stereo cameras with known targets [21,22]. The known pattern in the targets allows us to obtain both the intrinsic and extrinsic parameters at a remarkably high accuracy. For a large field of view (FOV) measurement, it is difficult to apply a regular-sized calibration target, and the cost of fabricating a large target is expensive. A self-calibration method based on a 3D point array only needs a constraint from the image sequence without the need to design any special reference patterns in advance [23]. However, as the uniformly distributed and stable features in field applications are not always available, measurement accuracy is accordingly not always guaranteed.



Some innovative calibration techniques, such as a CAD-based method [24], a projection-based method [25,26,27], a combination of multiple small chessboards [28], and a speckle-based method [29], have been developed. Although successful in applications, the calibration accuracy and flexibility should be further improved due to three challenges: (1) high-precision equipment or image-stitching algorithms are needed for large FOVs; (2) a lack of control points limits applications of stereo-DIC; and (3) unstable feature extraction and matching causes errors in camera calibration in field applications.




1.2. Establishment of Reference Frame for Stereo-DIC


Three-dimensional displacement components are usually measured in a given coordinate system. However, few studies are available on how to set up the reference frame in stereo-DIC. Generally, the reference frame of a stereo-DIC is aligned with the left camera frame. However, the actual in-plane and out-of-plane deformations of a structure usually differ from the reference frame. Therefore, coordinate transform is expected after the orientation of the in-plane and out-of-plane of the object is determined [30].



In most of the previous works, the frame alignment was achieved by installing ancillary equipment on the measured object [31]. On the one hand, the method requires high-precision equipment to process the reference tool, but on the other hand, a special structure needs to be designed to strictly ensure the rigid connection between the measured object and the tool. Therefore, the methods inevitably affect the structure and deformation characteristics of the measured structure itself, which has disadvantages such as high costs and unreliable deformation data.




1.3. Camera Motion Correction


Camera motion is a key factor affecting the accuracy of stereo-DIC in field applications since the imaging units are usually mounted tripods [32]. Compared with laboratory conditions, it is more difficult to make the cameras remain fixed in the field due to the existence of wind and ground vibrations [33]. Any slight camera motion can directly lead to a change in the extrinsic parameters and potentially cause errors in the 3D reconstruction. Therefore, the correction of camera motion is crucial to accurate stereo-DIC measurements in-field.



A common correction treatment is to use auxiliary devices [34,35,36,37]. However, the methods are not feasible in-field due to the inconvenience of installing devices. To simplify the operation, stationary background points (BG points) are also considered in camera motion correction. Chen et al. estimated the camera′s motion signal using BG points in the frame that were assumed to be static [38]. Abolhasannejad et al. defined a region of interest in the background of the reference image and developed an affine motion estimator to calculate the global motion parameters [39]. Yoon et al. estimated the 6-DOF camera’s motion by tracking the BG points and measured the absolute 2D displacement of the structure [40]. Although the above studies used background information, the out-of-plane motion of the interested points was not compensated. Since the existing research has focused on monocular camera motion correction, challenges for camera motion correction for stereo-DIC remain.



To address the above limitations, we propose several techniques to improve the performance of stereo-DIC measurement in field applications. An image correlation algorithm is introduced to the matching of control points, and then, an adaptive stereo-DIC extrinsic parameters calibration method is developed in Section 2.2. A reference frame is established based on Euclidean transformation to realize in- and out-of-plane displacement estimation in Section 2.3. A camera motion correction based on motion model parameters is proposed in Section 2.4. We evaluate the accuracy and feasibility of the proposed stereo-DIC system and techniques using an experiment in Section 3.2. The operating state of a 2 MW wind turbine is preliminarily evaluated using the established system in Section 3.3. Discussions are presented in Section 4, and Section 5 is the conclusion.





2. Methodology


2.1. Working Procedure


Figure 1 shows a flowchart of civil structure displacement measurement based on a stereo-DIC system. The process is divided into 5 steps.



Step 1: Assemble the system and capture reference images. A stereo-DIC system was used to capture a set of reference images. In this study, a binocular stereo-vision system was employed to record images. A synchronization signal is introduced to enable simultaneous image pair acquisition. Since the system is designed for 3D measurement for large structures, cameras are mounted on individual tripods, and camera calibration is a key procedure to ensure precise 3D displacement measurements. For a large FOV, the precise chessboard method, which is widely used in laboratories, is no longer effective due to its limited geometric size. Camera calibration is usually completed in a two-stage routine. The intrinsic parameters of each imaging unit are predetermined using a chessboard based on Zhang’s method. The extrinsic parameters are determined after the dual imaging system is set up in the field. Feature points, whose image coordinates can be determined in the left and right images, are extracted to complete the follow-up camera calibration operation. Thus, in this step, the distance between the dual cameras is measured and pairs of reference images are simultaneously recorded.



Step 2: Calibrate stereo camera parameters. Speeded-Up Robust Features (SURF) is employed to recognize and match feature points in the image pairs. An image correlation algorithm is also introduced to the feature-matching process to filter out the incorrect feature points. The image coordinate pairs of the extracted feature points are randomly divided into 2 groups. The majority is used for camera calibration and the rest are for estimating re-projection errors. Typical camera calibration methods, including epipolar-geometry-based and homography-based calibrations, are conducted. The parameters corresponding to small re-projection errors are selected as the optimal solution for the extrinsic parameters.



Step 3: Establish a reference frame. After camera calibration, the reference frame is aligned by default with the coordinate frame of the left camera. This coordinate system is inconvenient for the displacement analysis of the structure. A reference frame that coincides with the displacement component is desired. In this study, the straight lines of the contours on the measured object are detected, which are defined as the axes of the reference frame. Then, the relative rotation and translation vectors between the left camera and reference frame can be estimated.



Step 4: Camera motion correction. The background feature points are selected as BG points. If they are far away from the imaging system and remain stationary, they are selected as BG points. They are used to calculate the motion parameters of the two cameras separately.



Step 5: Calculate the displacement of the points of interest (POIs). Image correlation is conducted between the undeformed and deformed images simultaneously in the left and right image sequences. After the corresponding image coordinates are determined, the 3D displacement components are calculated based on videometrics.




2.2. Adaptive Stereo-DIC Extrinsic Parameter Self-Calibration


In the stereo-vision system shown in Figure 2, once the intrinsic parameters are determined, the calibration of the extrinsic parameters is transferred into a relative rotation, R, and translation, t, estimation problem, where R is a 3 × 3 matrix and t is a 3-vector.



The triangulation between the left and right images can be interpreted in two ways [41]. According to the epipolar geometry shown in Figure 2a, a point in the left view determines the specific line in the right view passing the unique point, which satisfies the triangle regulation. In contrast, according to the homography constraint relationship shown in Figure 2b, a point in the left view determines a point in the right view, which intersects with a plane [42,43]. These two relationships are the theoretical basis for determining the extrinsic parameters of stereo vision. The former requires sufficient control points uniformly distributed with depth variation, and the latter requires the control points to be coplanar. Therefore, for the application scenarios where the distribution of control points is unknown, the extrinsic parameter calibration is conducted based on epipolar and homography constraints, respectively. The details of the proposed method are described in step 2 in Figure 1.



2.2.1. Control Point Matching Using Image Correlation Algorithm


The accurate matching of control points is important in achieving high-precision calibration. For a large FOV in the field measurements, there will be significant translation/zoom/rotation in the calibration images of left and right views captured at different poses, which leads to mismatches in the control points. SURF is a feature detector used to detect the poles of an image and extract relevant feature descriptors [44]. However, it does not consider the geometric constraints in the space information, resulting in high matching errors.



To reduce the mismatching rate, an image correlation algorithm is introduced to the matching of control points after SURF is conducted. To ensure an accurate and efficient DIC match, a reliable initial guess for the location of each set of potentially matching control points is proposed. In practice, the potential matching points extracted by the SURF algorithm are taken as the initial guess and examined with an image correlation algorithm. The mismatched control points are filtered out according to the resulting correlation coefficient of the image correlation algorithm.



As shown in Figure 3, a control point, p, is located at       x   1   ,   y   1       in the left view of the reference image, and in the right view, its corresponding control point,     P   ′       x   2   ,   y   2      , is located by providing a subset, A, with the shape     2 M + 1   ×   2 M + 1     centered at       x   1   ,   y   1      . The subset, B, is searched for in the right view by using the robust correlation criterion of a zero-mean normalized sum of squared difference (ZNSSD) [45]. The magnitude of the correlation coefficient,     C   Z N S S D    , varies between 0 and 1, with 1 signifying a perfect match between the 2 subsets [46]. Due to the large parallax in remote measurements, subsets A and B cannot match perfectly. Therefore, we have set it so that if the     C   Z N S S D     of the 2 subsets exceeds 0.9, the 2 subsets are matched correctly.




2.2.2. Extrinsic Parameters Calibration


Epipolar geometry is a representation of the intrinsic projective geometry between a pair of stereo images; it is used to define the pose relationship between two cameras. As shown in Figure 2a, assuming     p   1     and     p   2     are the image points viewed from cameras 1 and 2 corresponding to the any spatial point,     P   i    .



According to the epipolar geometry, an equation can be developed as [47]


    p   2   T     A   2   − T   E   A   1   − 1     p   1   = 0  



(1)




where E is the essential matrix, and     A   1     and     A   2     are intrinsic matrices of cameras 1 and 2, respectively. With a known E, the translation vector, t, and rotation matrix, R, can be obtained by applying SVD decomposition:


  E =     t     ×   R  



(2)




where t is the normalized translation vector. The scale factor is determined using either the baseline of the stereo-DIC system or a known distance between two specific points in the field.



It should be noted that the epipolar geometry is incorrect if the feature points lie on the same plane or possess a low percentage of inlier correspondences. Interestingly, the planar homography of a stereo-vision system is valid only if an image is projected on a planar screen.



Matched feature points in a plane are related by (planar) homography, as shown in Figure 2b. Assuming that p is a point in space in plane   π  , the normalized coordinates of its projected points in the two perspective views are     p   1       x   1   ,   y   1   , 1     and     p   2       x   2   ,   y   2   , 1    . The relationship between the two corresponding points can be written as


  c        x   2         y   2       1      = H        x   1         y   1       1      =        h   1       h   2       h   3         h   4       h   5       h   6         h   7       h   8       h   9               x   1         y   1       1       



(3)




where c is any non-zero constant, and H is the homography matrix.



Since each point correspondence provides 2 equations, 4 correspondences are sufficient to solve for the 8-degree H. In practice, the relationship     p   2   = H   p   1     is not strictly satisfied because of noise in the extracted image points. In this study, hundreds of correspondences with sub-pixel accuracy are required in calculating H.



SVD is an efficient way to decompose the matrix, H:


  H = U Λ   V   T    



(4)







As a result of the decomposition algorithm, we can obtain up to 8 different solutions for the triplets:       R   Λ   ,   t   Λ   ,   n   Λ      . The rotation matrix, R, and translation vector, t, are represented as follows:


  R = U   R   Λ     V   T   , t = U   t   Λ    



(5)







In order to retrieve the true R and t from the multiple solutions, special constraints are necessary to determine the unique solution [48].



In practice, two sets of extrinsic parameters can be obtained according to the epipolar-geometry-based and homography-based calibration methods. The common practice is to use the re-projection errors as the indicators of calibration accuracy. However, this evaluation method is not completely reliable. To improve the robustness of camera calibration, only 90% of the extracted control points are randomly selected to participate in the calibration of the extrinsic parameters for each calibration method in this study. The remaining control points are used to calculate two sets of re-projection errors. The parameters corresponding to small re-projection errors are determined as the optimal solution. Compared with the common practice, due to the control points used to estimate the re-projection error, it does not participate in the calculation of the extrinsic parameters; therefore, the re-projection error determined by the proposed method is accurate and reliable.





2.3. Establishment of the Reference Frame


In order to measure the in-plane and out-of-plane deformation of a loaded structure, a reference frame is rebuilt with its     O   r   −   X   r     Y   r     Z   r     planes fixed on the structural surface, as shown in Figure 4. In this way, the displacement in the     Z   r     direction is the out-of-plane displacement, and the displacements in the     X   r     and     Y   r     directions are the in-plane displacement components.



In this section, a reference frame construction method is developed. The yellow dotted lines in Figure 4 are mutually perpendicular lines detected using the Hough transform method [49], and they are set as the x and y axes of the reference frame,     O   r   −   X   r     Y   r     Z   r    . The     Z   r     axis is accordingly determined along the normal of the     X   r     Y   r     plane.



To determine the relationship between     O   1   −   X   1     Y   1     Z   1     and     O   r   −   X   r     Y   r     Z   r    , a 3D dataset alignment algorithm based on Euclidean transformation is developed. As shown in Figure 4, point b is the origin, and points a and c are arbitrary points on the x-axis and y-axis of     O   r   −   X   r     Y   r     Z   r    , respectively. Their 3D coordinate datasets,     A   i     in     O   1   −   X   1     Y   1     Z   1    , are determined according to the pre-estimated parameters of the stereo-DIC. Similarly, their 3D coordinate datasets,     B   i     in     O   r   −   X   r     Y   r     Z   r    , can also be determined. The mathematical relationship between datasets     A   i     and     B   i     can be expressed as


    R   1 _ r     A   i   +   t   1 _ r   =   B   i    



(6)




where     R   1 _ r     and     t   1 _ r     are the rotation matrix and translation vector between     O   1   −   X   1     Y   1     Z   1     and     O   r   −   X   r     Y   r     Z   r    . The procedure of finding the optimal transformation matrix is suggested as follows. Firstly, the centroids of datasets     A   i     and     B   i     are calculated as follows:


    c e n t r o i d   A   =   1   3     ∑  i = 1   3      A   i     ,   c e n t r o i d   B   =   1   3     ∑  i = 1   3      B   i      



(7)







Both datasets are recentered so that both centroids are at the origin. This step removes the translation component from the transformation relationship between the two datasets, leaving only the rotation to deal with. Then, the rotation is determined using SVD.


  M =     A −   c e n t r o i d   A       B −   c e n t r o i d   B       T    



(8)






    U , S , V   = s v d   M    



(9)






    R   1 _ r   = V   U   T    



(10)




where     A −   c e n t r o i d   A       is an operation that subtracts each column in A by     c e n t r o i d   A    .



Finally, the translation vector,     t   1 _ r    , is determined from the solved     R   1 _ r     according to Equation (6).




2.4. Camera Motion Correction


The essence of DIC-based measurement is to convert the pixel motion of the interested points into an actual displacement. Generally, the pixel motion measured by the DIC algorithm includes global and local motion. Global motion is the translation and rotation of the frame caused by camera motion, and local motion is the displacement or deformation of structures within the FOV. To accurately estimate local motion, the global motion needs to be eliminated from the measurement.



The motion model parameters represent image motion relationships, among which, rigid transformation, similarity transformation, affine transformation, and perspective transformation are the most common [50]. Considering the computational efficiency and measurement accuracy, the affine transformation model is used in this study to correct the camera motion. The affine motion can be described with a 6-parameter model as


         x   ′   = a x + b y + c       y   ′   = d x + e y + f       



(11)




where a, b, c, d, e, and f are the 6 parameters, and     x , y     and       x   ′   ,   y   ′       are, respectively, the coordinates of a point before and after the transformation.



For stereo-DIC, the motion model parameters of two cameras corresponding to each frame can be calculated. For simplicity, camera 1 is taken as an example to illustrate the process of removing global motion. Firstly, the POIs,       x   P O I , i   ,   y   P O I , i      , and BG points,       x   B G , j   ,   y   B G , j      , are selected in the reference image, and their coordinates,       x   P O I , i   ′   ,   y   P O I , i   ′       and       x   B G , j   ′   ,   y   B G , j   ′      , in the sequence-deformed image are calculated using the DIC method. A set of motion model parameters can be calculated for each deformed image. The corrected coordinates,       x   P O I , i   ″   ,   y   P O I , i   ″      , can be obtained using Equation (12):


         x   P O I , i   ″   = a   x   P O I , i   ′   + b   y   P O I , i   ′   + c       y   P O I , i   ″   = d   x   P O I , i   ′   + e   y   P O I , i   ′   + f       



(12)







Similarly, the same operation is performed to determine the real coordinates of the POIs in all right deformable images. An accurate triangle reconstruction can be achieved by using the real coordinates of the POIs in each frame and the calibrated system parameters.




2.5. Coordinate Localization


Before the displacement calculation, the coordinates of the POIs in the reference image need to be determined. Generally, the coordinates of the POIs in the left view are manually set, as shown in Figure 5a. If the same method is used to determine the coordinates of the POIs in the right view, it is difficult to ensure sub-pixel accuracy due to manual errors. Therefore, the image correlation algorithm is used to determine the coordinates of the POIs with sub-pixel accuracy in the right view.



Theoretically, the positions of the POIs on the right view should be located on the epipolar lines or re-projection points. In practice, this is difficult to implement due to the interference of the test environment. Therefore, this study set a search area centered on the epipolar line or re-projection points. For the epipolar-geometry-based calibration method, the coordinates of the POIs in the right view are determined by searching the area centered along the epipolar line, as shown in Figure 5b. For the homography-based calibration method, the coordinates of the POIs are determined by searching in a rectangular region centered on the re-projection points, as shown in Figure 5c. The search for a corresponding point is reduced from searching a whole image to just searching in a small area.





3. Experiments and Results


Two field experiments were conducted. The first one is a validation test to evaluate the practicality and accuracy of the proposed stereo-DIC system and methods. In the second experiment, the motion of a wind turbine blade with a 47 m length is evaluated.



3.1. Configuration of Stereo-DIC System


As shown in Figure 6a, the stereo-DIC system consists of two identical measurement stations and optical fiber for synchronization and data transmission. As shown in Figure 6b, the configuration of each measurement station consists of an imaging unit, a data processing unit, an attitude control module, a laser rangefinder, a battery, etc.



The imaging unit consists of a CMOS camera with a maximum resolution of 5120 × 5120. The pixel size is 3.45 µm/pixel. A prime lens with a focus of 50 mm or a zoom length with a focus ranging from 70 mm to 200 mm is attached to the camera. The data-processing unit consists of a desktop and a high-speed image card with a transmission rate of 6.25 Gbps. The inclinometer is fixed to the camera and is used to sense the camera pose. A laser rangefinder is used to measure the baseline length of the stereo-DIC system and its positional relationship with the camera is pre-calibrated before the test. The attitude of the camera can be adjusted through the controller, avoiding the inconvenience of manual adjustment.




3.2. Validation Experiment


In the validation experiment, the video measurement target is a nine-story, 30 m high reinforced concrete building on the campus of Shanghai University. The measurement system was located on the roof of a building at a distance of about 140 m away, as shown in a satellite view in Figure 7a. A two-dimensional translation stage with an accuracy of 0.01 mm was placed on the roof of the target building to perform precisely controlled motions. A cross marker was prepared and attached to the translation stage. The experimental setup is shown in Figure 7b. The baseline between the two imaging stations was measured as 23.3 m. The weather condition was overcast with a temperature of 18.9 °C and a wind speed of 6 m/s.



The translation stage was controlled to move along vertical or horizontal directions with a step of 3.5 mm. Image pairs were captured simultaneously when a translation was completed. The first image pair was used as the reference image for extrinsic parameter calibration and deformation measurements.



3.2.1. Parameters of the Stereo-DIC System


Before measurement, the intrinsic parameters were calibrated using Zhang’s method because of the use of a prime lens. To determine the extrinsic parameters, 1371 pairs of control points in the reference image were extracted with the SURF algorithm, as shown in Figure 8a. Due to the existence of mismatches, the correlation coefficients of all control points were estimated using the matching method introduced in Section 2.2.1. A total of 530 pairs of control points were determined as shown in Figure 8b, and 90% of these points were used to determine the extrinsic parameters of the stereo-DIC system. The scale factor was determined using the baseline of the stereo-DIC system in the experiment. Two sets of parameters and the corresponding re-projection error were calculated using the adaptive calibration method described in Section 2.2, as shown in Table 1.



As listed in Table 1, the extrinsic parameters determined with the epipolar-geometry-based and homography-based methods were basically identical with re-projection errors of less than 0.5 pixels. This was beneficial to the removal of mismatching points before calibration through the proposed control-point-matching method. The extrinsic parameters determined by the epipolar-geometry-based method were selected in calculating the displacement of the target since its corresponding re-projection errors were small.




3.2.2. Reference Frame


As shown in Figure 9a, the orthogonal blue lines were used as the x- and y-axes in the reference frame, and the intersection, b, was taken as the origin of the frame. Take any point on the x- and y-axes, respectively, and call them a and c. A key step in establishing the reference frame was to find the point correspondences of the three points in the right reference image.



The epipolar lines corresponding to points a, b, and c are shown as red dotted lines in the right view in Figure 9b. The corresponding positions of     a   ′    ,     b   ′    , and     c   ′     in the right reference image were determined with image correlation. Since the extrinsic parameters of the stereo imaging system were determined, the relative rotation and translation vectors between camera 1 and the reference frame were estimated according to the method introduced in Section 2.3, as shown in Table 2.




3.2.3. Displacements of Target


Due to wind disturbance, the measured displacements were interrupted by camera motion. Remarkable displacement errors arose, as shown by the red curve in Figure 10. This was caused by the global motion introduced by the camera motion. The global motion was corrected using the method described in Section 2.4. In detail, six BG points were selected in the reference image, and the locations in the deformed image were calculated using the DIC method. After a set of motion model parameters was calculated in the deformed image, the true displacements of the target in the deformed images were determined, as shown by the blue curve in Figure 10.



Due to the interference of camera motion, obvious fluctuations were observed in three displacement components. In Figure 10, the displacement variations even reached tens of millimeters. The corrected results verified that camera motion correction was necessary for remote 3D displacement measurement in the field.



After motion correction, the measured displacement components were basically consistent with the controlled displacement. The maximum measurement deviation in the x- and y-directions was 0.5 mm and 0.8 mm in the z-direction. When the translation stage moved 3.5 mm, the root mean square error (RMSE) of the displacement of the target in the x- and y-directions was 0.14 mm and 0.15 mm, respectively, and the RMSE of the displacement of the target in the z-direction was 0.26 mm.





3.3. Health Diagnosis of Wind Turbine Blades


The proposed stereo-DIC system was also applied to measure the 3D motion of a 2 MW wind turbine’s blades, with a rotor diameter of 94 m in the work mode.



Random speckle patterns with a size of 40 cm × 40 cm were pasted to the pressure side of all three blades in advance, as shown in Figure 11. Depending on the wind direction, the measurement stations were arranged in front of the wind turbine, as shown in Figure 12a. The distance between the wind turbine and the camera was about 250 m, and the baseline length of the stereo-DIC system was measured as 63.9 m. The stereo-vision system recorded images with a spatial resolution of 5120 × 5120 pixels at a frame rate of 25 Hz.



The positions of the two cameras were adjusted to make sure the whole blades were in the field and captured. The control points were extracted from the first 10 pairs of images to calibrate the extrinsic parameters. In total, 5892 pairs of correct matching points were obtained using the method introduced in Section 2.2.1, as shown in Figure 13a. The extrinsic parameters were estimated with the proposed method in Section 2.2.2. The intrinsic and extrinsic parameters are listed in Table 3. The results show that the re-projection error of the homography-based calibration method was 0.15 pixels.



Three POIs (P1, P2, P3) of the blade were selected in Figure 13b; they were distributed from the root of the blade to the tip. The image coordinates of the POIs in each frame were determined by the DIC. The 3D motion of these POIs is measured in Figure 14.



It was observed that the motions of P1, P2, and P3 were in phase, while the amplitude of movement varied according to the geometric locations. Moreover, the amplitude of the movement was basically the same in the six rotation cycles, indicating the wind was stable during the measurement period. Note that the displacements in the z-direction were probably caused by the inertial and aerodynamic loads during rotation.



The motion of the blade was also analyzed in the frequency domain [51]. As an example, the 3D motion of P2 was studied with Fourier transform. In the corresponding frequency domain, only a fundamental frequency signal caused by rotation existed, as shown in Figure 15, indicating the wind turbine was in working order.





4. Discussion


For the self-calibration method, the distribution of control points is closely related to the calibration method. Insufficient control points or low matching accuracy may lead to the degradation of the calibration calculation model. Unfortunately, these factors that affect the calibration accuracy cannot be predicted before measurement. To solve this problem, we propose an extrinsic parameter self-calibration method. In this method, after the control points are chosen with the SURF algorithm, the mismatched control points are filtered out by implementing the image correlation algorithm. This procedure is critical in improving the accuracy and robustness of camera calibrations.



In addition, an innovative self-calibration method has been developed. After the control points are extracted, they are randomly divided into two groups. Two calibration methods, i.e., the epipolar-geometry-based and homography-based calibration methods, are employed in determining the extrinsic parameters using 90% of the control points. The resulting extrinsic parameters are examined with the remaining 10% of the control points. The re-projection error is used as a ruler to evaluate which calibration method excels in the competition. The framework potentially provides a way to select optimal calibration algorithms in test scenarios.



Camera motion often occurs in remote field measurements, which is one of the main sources of measurement error as an optical lever. Although mechanical equipment is helpful in reducing camera motion, errors caused by camera motion cannot be completely removed in 3D photogrammetry measurements. This study proposes a camera motion correction method based on BG points and motion model parameters. The proposed method avoids the repeated calibration of extrinsic parameters by correcting the motion of each camera separately. Note that the BG points selected in the two views are not necessarily the same because the motion parameters of the two cameras are completely independent.



Based on the analysis performed, the proposed method can serve as a reliable tool for the SHM of civil structures. However, since the measurement error caused by the illumination variation is not considered, the accuracy of the field measurement is still lower than that of a laboratory measurement. A recent study provided an algorithm that enables the real-time adjustment of the exposure of the camera [52], and the measurement accuracy was considerably improved in a mono-video deflectometer. This technique can be potentially helpful in a stereo-DIC system in outdoor applications. In addition, measurement errors caused by data loss, equipment dysfunction, light refraction, low visibility, etc., also need to be considered. In the future, we will continue to explore new techniques and methods to improve the performance of stereo vision for 3D displacement measurements of large structures.




5. Conclusions


This study presents a systematic study of stereo-DIC in field tests. A robust control point extraction procedure is elaborated. An adaptive extrinsic parameter self-calibration algorithm is developed to estimate the relative position and orientation of the stereo cameras. As high accuracy in the registration of control points is needed, the presented calibration method offers robust calibration with high accuracy. Furthermore, a reliable reference frame is established based on Euclidean transformation. A camera motion correction method based on BG points and motion model parameters is proposed.



A validation experiment was performed to evaluate the feasibility of the established stereo-DIC system and the proposed techniques. The technologies were also applied to evaluate a 2 MW wind turbine’s operation. The experimental results show that the proposed method is a convenient, contactless technique that enables the online, nondestructive evaluation of wind turbines in service without shutdown.
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Figure 1. Flowchart of the proposed methods. 
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Figure 2. Triangular regulation: (a) epipolar constraint; (b) homography constraint. 
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Figure 3. Schematic principle of control point matching based on an image correlation algorithm. 
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Figure 4. Schematic principle of establishing reference frame. 
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Figure 5. Coordinate localization of POIs: (a) POIs in the left view; (b) localization based on epipolar constraints; (c) localization based on homography constraints. 
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Figure 6. Stereo-DIC system for field applications: (a) schematic diagram; (b) measurement station configuration. 
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Figure 7. Experimental setup: (a) satellite view of the experimental location; (b) layout of the experimental site. 
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Figure 8. Control point matching: (a) reference image with mismatches; (b) reference image after deleting mismatches. 
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Figure 9. The reference frame and BG points: (a) left view; (b) right view. 
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Figure 10. Three−dimensional displacements of the target before and after camera motion correction: (a) x−direction; (b) y−direction; (c) z−direction. 
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Figure 11. Random speckle patterns on the pressure side of the wind turbine blades. 
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Figure 12. Experimental setup: (a) arrangement of the measurement stations around the wind turbine; (b) a measurement station. 






Figure 12. Experimental setup: (a) arrangement of the measurement stations around the wind turbine; (b) a measurement station.



[image: Remotesensing 15 01591 g012]







[image: Remotesensing 15 01591 g013 550] 





Figure 13. Control points and POIs of wind turbine blades: (a) control points; (b) points of interest. 
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Figure 14. Three−dimensional movement of the POIs: (a) P1; (b) P2; (c) P3. 
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Figure 15. Frequency spectrum the 3D motion of P2: (a) x−direction; (b) y−direction; (c) z−direction. 
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Table 1. The parameters of the stereo-DIC system and re-projection errors.
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Intrinsic Parameters

	

	
    (   u   0   ,   v   0   )    /Pixels

	
        F   x   ,   F   y        /Pixels

	
        k   1   ,   k   2        




	
Camera 1

	
(1261.06, 1275.54)

	
(15,911.12, 16,069.63)

	
(0.56, −31.27)




	
Camera 2

	
(1258.26, 1279.05)

	
(15,870.17, 16,088.24)

	
(0.38, 15.62)




	
Extrinsic Parameters

	
Method

	
Rotation Vector (°)

	
Translation Vector (mm)

	
Error (pixels)




	
Epipolar geometry-based

	
(  0.02 , 8.78 , − 0.19  )

	
(22,041.47, −186.96, 7551.71)

	
0.21




	
Homography-based

	
(0.14, 8.32, −0.64)

	
(22,035.01, −115.29, 7573.09)

	
0.47
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Table 2. Relative rotation and translation vectors between camera 1 and the reference frame.
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	Rotation Angle (°)
	Translation Vector (mm)





	(0.25, 7.54, 0.19)
	(−19,286.21, −987.17, 135,041.34)
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Table 3. The parameters of the stereo-DIC system and re-projection errors.
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Intrinsic Parameters

	

	
    (   u   0   ,   v   0   )    /Pixels

	
        F   x   ,   F   y        /Pixels

	
        k   1   ,   k   2        




	
Camera 1

	
(2194.99, 2374.92)

	
(16,716.56, 16,554.44)

	
(−0.06, 4.58)




	
Camera 2

	
(2175.87, 2474.15)

	
(16,195.47, 16,036.88)

	
(−0.01, −2.41)




	
Extrinsic Parameters

	
Rotation Vector (°)

	
Translation Vector (mm)

	
Error (pixels)




	
(−0.24, 14.19, −2.97)

	
(63,252.85, 2414.49, 8747.62)

	
0.15
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