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Abstract: This study assesses the capability of Surface Quasi-Geostrophy (SQG) to reconstruct the
three-dimensional (3D) dynamics in four critical areas of the Arctic Ocean: the Nordic, Barents,
East Siberian, and Beaufort Seas. We first reconstruct the upper ocean dynamics from TOPAZ4
reanalysis of sea surface height (SSH), surface buoyancy (SSB), and surface velocities (SSV) and
validate the results with the geostrophic and total TOPAZ4 velocities. The reconstruction of upper
ocean dynamics using SSH fields is in high agreement with the geostrophic velocities, with correlation
coefficients greater than 0.8 for the upper 400 m. SSH reconstructions outperform surface buoyancy
reconstructions, even in places near freshwater inputs from river discharges, melting sea ice, and
glaciers. Surface buoyancy fails due to the uncorrelation of SSB and subsurface potential vorticity
(PV). Reconstruction from surface currents correlates to the total TOPAZ4 velocities with correlation
coefficients greater than 0.6 up to 200 m. In the second part, we apply the SQG approach validated
with the reanalysis outputs to satellite-derived sea level anomalies and validate the results against
in-situ measurements. Due to lower water column stratification, the SQG approach’s performance
is better in fall and winter than in spring and summer. Our results demonstrate that using surface
information from SSH or surface velocities, combined with information on the stratification of the
water column, it is possible to effectively reconstruct the upper ocean dynamics in the Arctic and
Subarctic Seas up to 400 m. Future remote sensing missions in the Arctic Ocean, such as SWOT,
Seastar, WaCM, CIMR, and CRISTAL, will produce enhanced SSH and surface velocity observations,
allowing SQG schemes to characterize upper ocean 3D mesoscale dynamics up to 400 m with higher
resolutions and lower uncertainties.

Keywords: ocean currents; Arctic; ocean dynamics; Surface Quasi-Geostrophy; sea surface height;
remote sensing; physical oceanography

1. Introduction

Changes in the hydrography of the upper Arctic Ocean, a hotspot for climate change,
have been observed in recent observational and modeling studies. In particular, an increase
in its liquid freshwater content, shifts in frontal locations and ocean currents, such as
the intensification of the anticyclonic circulation in the Beaufort Gyre, or the shift of the
transpolar drift have been described in the last decade [1–4]. An increase in the summer
geostrophic currents of the Beaufort Gyre was linked to sea ice melt in the Beaufort Sea
throughout the 2000s [5], evidencing the effects of climate change in high-latitude ocean
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dynamics. Through feedback mechanisms and interactions with the northern hemisphere’s
atmospheric circulation, retreating sea ice cover, and the associated warmer and fresher
upper ocean have a widespread impact across the entire Arctic system. By intensifying the
stratification of the water column, the changing freshwater distribution has the potential
to destabilize the thermohaline circulation, which distributes heat from the tropics to the
polar regions [5–7]. Ocean currents of the upper ocean, along with wind and waves, play a
fundamental role in the formation of sea ice, the dispersion of ice floes, and the dynamics
of ice growth and shrinking. Being able to depict and predict upper ocean circulation
at high latitudes accurately is critical to provide a better understanding of the processes
underlying the dynamics of the coupled ocean–ice–atmosphere system’s variability, its
effects on the global climate, and its implications in accessing and navigating the Arctic as
sea ice retreats [8–10].

The Subarctic Seas constitute the northern part of the thermohaline circulation, which
regulates the Earth’s climate. Through the Nordic Seas, warm and saline Atlantic water is
transported from the North Atlantic to the Arctic. The Nordic Seas are a sensitive area in
the Arctic Ocean, where the inflow of freshwater from melting Arctic ice enhances surface
water stratification and could modify deep convection processes, weakening deep water
overflows along the Greenland–Scotland Ridge [11] and the formation of the North Atlantic
Deep Water [12,13]. The Nordic Seas’ main oceanographic features include the warm and
saline Atlantic water, flowing northward along the Nordic Seas’ eastern boundary, and the
cold and comparatively fresh polar water, entering through the Fram Strait (FS in Figure 1)
and flowing southward along the Nordic Seas’ western boundary [14]. The Atlantic water
(AW in Figure 1) is transported into the Nordic Seas and flows northward via the two
branches of the Norwegian Atlantic Current (NwAC in Figure 1). The eastern branch
flows along the shelf edge as a barotropic slope current (Norwegian Atlantic Slope Current;
NwASC), while the western branch follows the western rim of the Norwegian Sea as a
topographically guided front current (Norwegian Atlantic Front Current; NwAFC). On its
way northward, the NwASC bifurcates into two, one part flowing into the Barents Sea (BaS)
and the other part continuing towards the Fram Strait as the core of the West Spitsbergen
Current. Only a part of the Atlantic water transported into the Nordic Seas enters the Arctic
Ocean along the eastern side of the Fram Strait, forming the Atlantic Intermediate Layer.
The rest of the Atlantic water recirculates southward to the Greenland Sea along the East
Greenland Current (EGC in Figure 1), underneath the cold and fresh polar surface waters
that arrive from the transpolar drift (TD in Figure 1) and sea ice. This EGC current also
carries intermediate and deep waters from the Arctic Ocean [15]. The Atlantic water that
enters the Barents Sea, which serves as the Arctic Ocean’s cooling machine, dissipates the
majority of the incoming heat transported by the slope current. As a result, the Atlantic
water transported into this region densifies and finally flows to the intermediate and deeper
layers of the Arctic Ocean. According to [16], the cooling machine has moved poleward
from the Barents to the Kara Sea as the temperature has been rising due to climate change.
As a result, the Arctic Atlantification will be strengthened and pushed poleward in the
future [17].

Apart from the influence of AW transported from the Nordic Seas, the upper Arctic
Ocean is largely influenced by the transport and transformation of water masses happening
in the East Siberian Seas (ESS) [4], where the Arctic halocline water is partly produced [18].
The ESS is characterized by a buoyancy-driven eastward-flowing boundary current, which
transports low-salinity and low-temperature waters from great Russian river discharges.
Freshwater changes in the ESS reflect changes in the transpolar drift axis (TD in Figure 1)
counterclockwise from the Eurasian to the Canadian Basin [1], driving Russian runoff east
to the Canadian Basin. On the western side of the Arctic Ocean, the freshwater is accumu-
lated in the anticyclonic Beaufort Gyre (BG in Figure 1). The BG is driven by the anticyclonic
wind stress curl forced by a high-pressure system in the lower atmosphere [19,20]. Closer to
the coast, we found the cyclonic, topographically steered Beaufort shelf-break current [21].
The BG is the largest Arctic Ocean freshwater reservoir and has drastically increased its



Remote Sens. 2023, 15, 1722 3 of 29

liquid freshwater content by 40% in the past two decades [22,23]. The main contributors to
the accumulated freshwater in the BG are the sea ice meltwater, the influence of freshwater
arriving from the Russian side, and the Mackenzie river runoff [24,25]. Freshwater accumu-
lates in the interior of the BG through Ekman convergence and leaves the Arctic through
the Davis and the Fram Straits.

The difficult environmental conditions of the Arctic make remote sensing a good
alternative to in-situ measurements of ocean currents [26]. Indeed, in the last thirty years,
different remote sensing approaches have provided regular measurements of key variables
such as the sea surface temperature (SST) and sea surface height (SSH). Moreover, the launch
of the Soil Moisture and Ocean Salinity (SMOS) mission more than ten years ago has added
the sea surface salinity (SSS) to the routinely observed variables in the Arctic [27,28]. Surface
currents are routinely estimated operationally by applying geostrophic and hydrostatic
principles to satellite altimetry data collected using satellite altimeters such as ERS-1,
Jason 3, Sentinel 3, Sentinel 6, CryoSat-2, or ICESat-2 [29,30]. The methodology assumes
that the flow in the ocean interior is the first order in the geostrophic balance, and the
gradients of the ocean dynamic topography are used to estimate the ocean surface velocity
field. The expected spatial scales of geostrophic structures in the ocean, which is defined
by the first baroclinic Rossby radius, is on average 5–15 km and does not exceed 16 km at
high latitudes [31,32]. Satellite altimetry offers global, precise, and repeated measurements
of the ocean’s dynamic topography; however, the nadir altimeter-based estimations do
not resolve scales lower than 100 km and 10 days, and they have substantial errors in
the shelf seas (where tides and wind-driven dynamics predominate) and near the ice
edge [33,34]. The mapping capability of the present altimeter constellation, coupled with the
resolution and accuracy of the available Mean Dynamic Topography (MDT) products [35],
is limited to resolving the full geostrophic flow at high latitudes [36,37]. Some upcoming
missions will improve the monitoring of polar regions by directly measuring surface
currents (Seastar [38,39] and WaCM [40]) or improving our capability to measure SSH
(SWOT [41,42] and CRISTAL [43]). All of them, existing and new missions, would benefit
polar oceanography by improving the capacity of monitoring ocean currents, but they
have in common that they provide information on the ocean surface but not on the three-
dimensional structure of the upper Arctic Ocean.

The reconstruction of the ocean interior from satellite observations requires additional
assumptions [44,45]. In 2006, it was proposed to use the Surface Quasi-Geostrophic (SQG)
theory to obtain estimations of subsurface dynamics from satellite measurements [46,47].
The validity of this approach was tested using infrared SST [48–50]; microwave [51,52];
and SSS [53] measurements. The main conclusion was that the SQG approach is better
suited to reconstruct the ocean dynamics in the upper 500 m for energetic areas with deep
mixed layer depths (MLD) [46,47,52,54,55]. Ref. [56] refined the approach by using SST
and SSH data. This required capturing two baroclinic modes and producing accurate
velocity estimates down to a depth of around 1000 m. Using a single hybrid baroclinic
mode, referred to as a ‘surface mode’, the method was simplified in [57–60]. It is worth
mentioning that the SQG approach not only is able to reconstruct subsurface horizontal
velocities from a single snapshot of SST or SSH but also upper ocean dynamics [46,61–63].
Another effective method to simulate three-dimensional (3D) ocean dynamics is to include
in-situ and satellite measurements in high-resolution numerical models [64]. The results
of data assimilation are certainly impacted by particular model configurations, which
are significant sources of uncertainty, even though data assimilation is unquestionably
essential to obtaining realistic projections and analysis. SQG, on the other hand, is a
simplified diagnostic model that can be applied only using observations and allows for the
retrieval of 3D ocean currents using the knowledge of surface information from remote
sensing and an estimation of the vertical density. The SQG technique requires substantially
less computer power and is not affected by specific model setups and uncertainties.

In this work, we explored the challenge of using SQG in the Arctic Ocean for the
first time. We assessed the capability of SQG to reconstruct the three-dimensional (3D)
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horizontal ocean currents in four different Arctic seas: Nordic, Barents, East Siberian, and
Beaufort. The paper is organized as follows: Section 2 provides information about the data
used in this study, and Section 3 describes the methodology applied. Section 4 presents
(a) the results of applying the effective SQG approach using surface TOPAZ4 reanalysis
information and validating the reconstructions with TOPAZ4 geostrophic and total currents
at each depth and (b) the application of the SQG approach to the remotely sensed Sea
Level Anomaly product using the stratification information from in-situ EN4 data and
validating the reconstructions using geostrophic velocities from in-situ EN4 data. Section 5
summarizes the main results and final conclusions.

2. Data
2.1. Reanalysis Data

The TOPAZ4 system was developed at the Nansen Environmental and Remote Sensing
Center and is run operationally at the Meteorological Institute of Norway. The operational
TOPAZ4 Arctic Ocean system is a coupled ice–ocean data assimilation system that uses
the HYCOM-CICE model at a resolution of 10 km over the whole Arctic and the Ensemble
Kalman Filter (EnKF) running 100 dynamical members to jointly assimilate all available
ocean and sea ice observations jointly [65]. The atmospheric forcing fields are from the
ECMWF. The HYCOM-CICE model is run daily to provide 10 days of forecasts (average
of 10 members) of the 3D physical ocean variables, including sea ice. Data assimilation is
performed weekly to provide 7 days of analysis (ensemble average). The output products
are interpolated on a grid of 12.5 km resolution at the North Pole (equivalent to 1/8 deg in
mid-latitudes) on a polar stereographic projection and hybrid vertical layers are interpolated
to 12 fixed levels. The system provides both the near real-time forecast and reanalysis
products of the Copernicus Marine Services Arctic Monitoring and Forecasting Center
(Arctic MFC). Near-real-time daily outputs from TOPAZ4 for the year 2018 for the first
8 vertical levels (surface, 30, 50, 100, 200, 400, 700, and 1000 m) are used in this study.

2.2. Remotely Sensed Data

We use the experimental AVISO Sea Level Anomalies (cm) for Arctic Ocean (V1.2)
gridded multimission altimeter products [66]. This is an optimally interpolated prod-
uct, especially tailored to the Arctic Ocean, that merges three different altimeter missions:
SARAL/AltiKa, CryoSat-2, and Sentinel-3A. The multi-mission sea level heights are com-
puted with respect to a twenty-year mean. This product was processed by SSALTO/DUACS
(DOI 10.24400/527896/a01-2020.001) and distributed by AVISO+ (https://www.aviso.
altimetry.fr (accessed on 12 February 2023)) with support from CNES.

2.3. In-Situ Data

The Met Office Hadley Center global objective analysis product’s most recent version
4.2.1 (EN4) has provided monthly ocean temperature and salinity profiles with objective
analyses and uncertainty estimates since 1900 [67]. EN4 salinity data rely on observations
from Argo floats, Arctic Synoptic Basin-Wide Oceanography, the Global Temperature and
Salinity Profile program, and the World Ocean Database. Salinity profiles are available on a
uniform 1º horizontal resolution grid with 42 depth levels. We use the first 26 layers, whose
depths are 5, 15, 25, 35, 45, 56, 66, 77, 87, 98, 110, 122, 135, 149, 166, 185, 207, 235, 271, 315,
373, 447, 541, 657, 800, and 968 m.

3. Methods
3.1. Surface Quasi-Geostrophic Approach

Refs. [46,47] suggested that an effective version of the Surface Quasi-Geostrophic
equations could be used to predict the mesoscale and submesoscale dynamics of the upper
ocean layers. They used the potential vorticity (PV) principle of invertibility, which allows
the diagnosis of the three-dimensional (3D) dynamics of a balanced flow from knowledge
of PV in the interior of the ocean and density on the vertical boundaries [68]. If we make

10.24400/527896/a01-2020.001
https://www.aviso.altimetry.fr
https://www.aviso.altimetry.fr
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the assumption that the flow is in quasi-geostrophic equilibrium, the problem consists of
inverting the equation

∇2ψ +
∂

∂z

(
f 2
0

N2
∂ψ

∂z

)
= Q, (1)

where ∇ = (∂x, ∂y), ψ is the stream function of the flow, f0 is the local Coriolis frequency,
N(z) is the Brunt–Väisälä frequency, and Q is the PV anomaly. To relate the stream function
to buoyancy, the boundary conditions can be derived from the hydrostatic equation. They
may be described as follows for the ocean surface:

f0
∂ψ

∂z
|s = bs, (2)

where bs is the surface buoyancy. The surface buoyancy field bs is proportional to the
density anomaly ρ′:

bs(~x) = −g
ρ′(~x)

ρ0
, (3)

where ρ0 is the mean density inside each study area. We estimate the density anomaly ρ′

by combining the sea surface temperature (SST) and sea surface salinity (SSS) [69]. We
use the squared Brunt–Väisäla frequency, N2, to account for the stratification strength
within the water column, which is calculated using density differences between depth
levels (N2 = −(g/ρ0)δρ(z)/δz).

The solution to the PV inversion problem (Equations (1) and (2)) can be written in
terms of a transfer function [48,70]:

ψ̂b(~k, z) = F(~k, z)bs(~k), (4)

where the hat stands for the Fourier transform, k = (kx, ky) is the horizontal wave vector,
and F(~k, z) is a transfer function that depends on the modulus of the wavevector and
the depth z. The reconstruction of the stream function ψ(~x, z) from surface buoyancy bs,
e.g., from satellite measurements of SST and SSS, is done using the following transfer
function [71]:

F(~k, z) =
1

n0 f0k
exp(n0kz). (5)

where n0 is the Prandtl ratio [72], which is related to stratification through N(z) = n0 f0.
This means that the SQG approach allows us to derive the stream function at each depth
using an exponentially decaying function that depends on the water column stratification.

The stream function ψ(~x, z) can also be similarly derived from the surface stream
function ψs(~x) ), e.g., from satellite measurements of SSH:

ψ̂η(~k, z) = G(~k, z)ψs(~k), (6)

where the surface stream function ψs(~x) is obtained from the SSH η(~x) following the
geostrophic relation [73] through

ψs(~x) =
g
f0

η(~x), (7)

and using the transfer function G as in [48,54]:

G(~k, z) = exp(n0kz). (8)
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From the stream function ψη(~x, z) and ψb(~x, z), we can directly retrieve horizontal
velocities ~vη and ~vb at each depth:

u(~x, z) = −∂ψ(~x, z)
∂y

;

v(~x, z) =
∂ψ(~x, z)

∂x
.

(9)

Finally, we can also retrieve the horizontal velocities at each depth from the sea surface
velocities (SSV) obtained using the following:

v̂v(~k, z) = exp(n0kz)v̂s(~k). (10)

We evaluate the three different reconstructions with geostrophic velocities. The
geostrophic velocities at each depth are computed by subtracting the thermal wind compo-
nent at each depth from the surface geostrophic velocities:

ug(~x, z) = ug(~x, z = 0)− ut(~x, z);

vg(~x, z) = vg(~x, z = 0)− vt(~x, z),
(11)

where the surface geostrophic velocities were retrieved using

ug(~x, z = 0) = −∂ψs(~x)
∂y

; vg(~x, z = 0) =
∂ψs(~x)

∂x
, (12)

and the thermal wind contribution at each depth is retrieved using equations [73]

ut(~x, z) =
1

ρ0g f0

∂ρ(~x, z)
∂y

; vt(~x, z) =
1

ρ0g f0
− ∂ρ(~x, z)

∂x
. (13)

The vertical component of relative vorticity ζ(~x, z), from the different velocity recon-
structions, is also examined:

ζ(~x, z) =
∂v
∂x
− ∂u

∂y
. (14)

Using the relative vorticity, the potential vorticity (PV) is computed as follows:

PV(~x, z) = ζ(~x, z)−
∂( b f0

N2 )

∂z
. (15)

3.2. Application to Reanalysis Data

We apply the SQG approach to assess three different reconstructions of the ocean
currents in the upper layers of the ocean using information from the TOPAZ4 system:
(a) reconstruction from SSH ~vη (Equations (6) and (7)), (b) reconstruction from SSB ~vb
(Equations (4) and (5)), and (c) reconstruction from surface velocities ~vvel (Equation (10)).
We reconstruct the ocean currents from surface information in the first 8 layers of the
TOPAZ4 reanalysis (0, 30, 50, 100, 200, 400, 700, and 1000 m). To apply the SQG relation, we
have high-pass-filtered the TOPAZ4 outputs as SQG relations are valid for the mesoscale
structures. We use a Gaussian filter to remove scales greater than 350 km to the TOPAZ4
SST, SSS, SSH, ~u, and ~v. We compute the density and buoyancy following Equation (3) and
the Thermodynamic Equation of Seawater (TEOS-10) [69]. We are interested in analyzing
the ability to reconstruct the ocean current directions using three different inputs, so we
normalize the resulting reconstructed currents by the root mean square (RMS) at each depth.
The amplitude of the currents could be adjusted by adding an additional parameter to the
SQG equations—for example, using the kinetic energy has been proven to give reasonable
results [54].
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We reconstructed the 3D ocean dynamics during the year 2018 using daily outputs of
the TOPAZ4 system in four areas. The areas of study are defined as follows: the Nordic Seas
[70–80◦N, 20◦W–15◦E], the Barents Sea [70–80◦N, 20–60◦E], the East Siberian Sea [70–80◦N,
140–180◦E], and the Beaufort Sea [70–80◦N, 170◦W–130◦W] (black boxes in Figure 1). To
apply the Surface Quasi-Geostrophic (SQG) approach, we need to compute the Prandtl ratio,
which depends on the stratification, defined as the Brunt-Väisälä frequency (Section 3.1).

���

����

��

��

��

��

��

���

Figure 1. Ocean bottom bathymetry with a schematic of main ocean circulation adapted from [74]
(Atlantic water (AW) circulation is shown in red/orange arrows and the freshwater circulation
is shown in green arrows). The four study areas are highlighted in black rectangles: the Nordic
Seas [70–80◦N, 20◦W–15◦E], the Barents Sea [70–80◦N, 20–60◦E], the East Siberian Sea [70–80◦N,
140–180◦E], and the Beaufort Sea [70–80◦N, 170◦W–130◦W]. Specific features and currents are
mentioned in the text with the following abbreviations: BS = Bering Strait, BG = Beaufort Gyre,
TD = Transpolar Drift, FS = Fram Strait, EGC = East Greenland Current, NAC = North Atlantic
Current; NwAC = Norwegian Atlantic Current.

3.3. Application to Remotely Sensed SLA Data

We apply the SQG approach to reconstruct the 3D dynamics, using as input a remotely
sensed Sea Level Anomaly (SLA) Arctic product. The product merges data from the
SARAL/AltiKa, Cryosat-2, and Sentinel-3A satellites over 4 days on a 25 km Equal-Area
Scalable Earth (EASE) grid adapted to polar areas. To apply the SQG approach, we
interpolate the product into a regular grid of 0.25 degrees. We reconstruct the 3D ocean
currents in the four study areas detailed in Section 3.2 (Figure 1), in the first 1000 m. We
use the first 26 layers of the EN4 product (Section 2.3). Ocean currents are normalized in
the same way as in Section 3.2.
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4. Results and Discussion
4.1. SQG Assessment Using Reanalysis Data

The mean monthly profiles of density and Brunt–Väisälä frequency (Figure 2) exhibit
a clear seasonal variation in the water column stratification in the Nordic and Barents
Seas. In comparison, the seasonal variation is less clear in the East Siberian and Beaufort
Seas. For all four regions, months from July to October exhibit higher stratification (higher
N2), with maximum peaks in August and September, which is associated with freshwater
inflows from ice melting, river discharge peaks, and warmer temperatures due to higher
atmospheric heat fluxes into the ocean in summer. In the late spring–summer months
(June, July, August, and September), the surface accumulates all the freshwater inputs
and the water column is deeply stratified. From September, and associated with the
increased passage of storms during autumn, the water column starts to mix progressively
in October, November, and December. Ocean mixing causes lower stratification (lower
N2) in the winter and spring months (January, February, March, April, and May). In the
Nordic Seas (Figure 2a,b), the surface reaches the minimum mean densities in August
(26.4 kg/m3) and maximum surface densities (27.3 kg/m3) in April. The summer and
fall profiles depict a surface mixed layer and a clear pycnocline (high-density gradient)
located immediately below it in the first 100 m with an associated maximum in N2. The
density reaches 27.7 kg/m3 at 200 m, and at deeper depths, it is relatively constant over the
year, whereas the N2 is close to zero. The Barents Sea (Figure 2c,d) is found to have higher
surface density means in the winter and spring months, reaching a maximum in March
(27.5 kg/m3). The water column is well mixed in the winter and spring months. Note
that in the Barents Sea, the sigma values are only up to 400 m; therefore, N2 can only be
calculated down to the previous vertical level (i.e., 200 m depth), as differences in density
between consecutive depth levels are used to compute the stratification.

The East Siberian Sea (see Figure 2e,f) is characterized by a more stable, highly stratified
water column throughout the year in the reanalysis data, with a less dense layer on the
surface (22.8–23.8 kg/m3), associated with cold and low-salinity waters, a pronounced
pycnocline, and the denser Atlantic water (higher-salinity), with densities higher than
27.6 kg/m3 below 150–200 m [4]. Riverine discharge has a great influence on the East
Siberian Sea, and we would expect the density and stratification profiles to present a
stronger seasonal variability than the reanalysis data reproduce, as the river discharge and
advection processes are seasonal. Moreover, the reanalysis data do not seem to reproduce
the winter deep convection that forms the Arctic halocline waters. The East Siberian waters
present the highest stratification of the four regions (three times higher), with a maximum
of around 7 × 10−4 s−2 at 30 m depth. This stratification strengthening might be explained
by the very low salinity from Russian rivers trapped in the surface layer (around 50 m).
Minimum density (22.8 kg/m3) is reached at surface waters in August and maximum
densities (23.8 kg/m3) in April, resembling the seasonality in the riverine discharges. At
200 m, the density is relatively stable at 27.6 kg/m3 during the whole year, probably
representing the Atlantic layer [75]. The surface waters of the Beaufort Sea (Figure 2g,h)
present a higher range of density variability, with a minimum density (23.9 kg/m3) in
September and maximum densities (24.6 kg/m3) in April. The upper layer (<200 m depth)
within the Beaufort Sea holds the lowest-density waters of the four studied regions. One
explanation for this feature relies on the anticyclonic circulation regime, which tends to
accumulate the freshwater from sea ice melting during the melt season (June–October) and
store it during the rest of the year. Moreover, the Beaufort Sea receives freshwater from
the Russian side and Pacific waters through the Bering Strait (BS in Figure 1), which have
relatively low salinity due to the influence of the Yukon, which also contributes to the lower
salinity observed within the upper layer of the Beaufort waters [19]. In contrast to the
other three regions, where stratification becomes null below a 200 m depth, likely driven
by small changes in the temperature [75], stratification in the Beaufort Sea extends down
to a 400 m depth, coinciding with the base of the dome associated with the anticyclonic
Beaufort Gyre [10].
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(a)
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East Siberian Sea
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Figure 2. TOPAZ 4 mean monthly profiles of density and squared Brunt–Väisälä frequency in the
(a,b) Nordic Seas, (c,d) Barents Sea, (e,f) East Siberian Sea, and (g,h) Beaufort Sea. Note that, in order
to properly capture seasonal variations, axis limits differ among panels.

We computed the daily mean Prandtl ratio (n0) for each area, as the mean Brunt–Väisälä
frequency in the first 100 m divided by the mean Coriolis frequency in the area. Mean
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n0 values for each season can be found in Table 1. The Coriolis frequency f0 was fixed to
the value corresponding to the mean latitude of the area; for example, in the Nordic Seas,
f0 is 1.405 × 10−4 s−1, which corresponds to a latitude of 74.95◦N, and in the Beaufort
Sea, the f0 is 1.4195 × 10−4 s−1, which corresponds to a latitude of 77.45◦N. As a first
approach, we assume a constant Prandtl ratio through the water column. This assumption
is less accurate in spring and summer months as the water column is highly stratified, and
therefore surface structures are less correlated with depth, and more realistic during winter
months when the upper layers of the water column are mixed (Figure 2). A depth-varying
Prandtl ratio [56] would lead to better reconstructions in the water column. However, we
would also need a higher-resolution model to be able to improve the 3D reconstruction
by assuming a non-constant Prandtl ratio, which is not within the scope of this study, as
we wish to apply the approach to the resolution of remote sensing data. Given the slight
variations in f0 for the different regions, the n0 values in Table 1 are fairly representative
of the stratification strength. From these values, we expect that the surface structures in
the Nordic and Barents Seas will easily propagate downwards through the water column,
whereas they will be retained at shallower depths in the Beaufort and East Siberian Seas.

Table 1. Seasonal and yearly means of the Prandtl ratio n0 within the study areas for the year 2018
using TOPAZ4 reanalysis.

Winter Spring Summer Autumn Year Mean

Nordic Seas 28.15 32.14 57.67 39.27 39.38
Barents Sea 20.36 25.57 54.77 33.35 33.61

East Siberian Sea 119.20 114.57 124.89 127.19 121.50
Beaufort Sea 69.08 63.51 83.17 80.65 74.16

An example of the surface currents reconstructed from SSH and SSB for 28 August
and 28 February (2018) in the Nordic Seas (Figure 3) shows that reconstruction from SSB is
not able to see key mesoscale surface currents seen in SSH in the Nordic Seas. Note that
surface currents are non-dimensional as they are normalized by their RMS (see Section 3.2).
Similar results are found both for summer and winter examples. Looking more closely at
the features represented in Figure 3, we can distinguish a southwest current close to the
Central–East Greenland coast (South of Kangertittivaq Bay) in both reconstructions from
SSH and SSV (structure 1 in Figure 3). Although present independently of the season, this
coastal current intensifies in winter (28 February), and is likely confined by sea ice growth.
This coastal current seems unrealistic for the SSB approach, appearing only in wintertime
and widely distributed along the East Greenland coast. An anticyclonic mesoscale eddy
located at ∼70ºN and ∼3ºE (structure 2 in Figure 3) is observed on both SSH and SSV
reconstructions (Figure 3a,c) and missing on the SSB one (Figure 3b). This is the quasi-
permanent anticyclonic eddy known as the Lofoten vortex [76], located in the center of the
Lofoten Basin. The Lofoten vortex seems to be maintained partly (∼43%) by the merging of
eddies shed from the boundary current along the Norwegian continental slope [76,77], and
partly by winter convection associated with local heat loss [78,79]. Nevertheless, recent
studies based on numerical simulations suggest that wintertime convection would mainly
serve to vertically homogenize and densify the vortex, indicating that the repeated merging
events would be the primary mechanism of the Lofoten vortex’s regeneration [80].

Although present in both summer and winter [81], there is a clear summer strengthening
that leads to a smoother and smaller anticyclonic mesoscale eddy off the west coast of Svalbard,
at the easternmost part of the Fram Strait section (∼77.5ºN, ∼8ºE) (structure 3 in Figure 3a,c).
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Figure 3. Example of normalized surface currents for 28 August (left) and 28 February (right) 2018 in
Nordic Seas. (a) Reconstruction from SSH ~vη , (b) reconstruction from SSB ~vb, (c) reconstruction from
surface velocities (SSV)~vvel . Fram Strait (FS) section at latitude 77.5ºN in red diamonds. Red numbers
indicate the mesoscale structures described and discussed in the main text: southwest current (1),
anticyclonic eddies (2,3), and cyclonic eddies (4,5).
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In contrast to the two anticyclonic eddies already described, there is a summer cyclonic
mesoscale eddy (structure 4 in Figure 3) located at the westernmost region of the Fram
Strait section (∼77.5ºN, ∼12ºW). Its location suggests that this cyclonic eddy is part of the
East Greenland Current (EGC in Figure 1) (associated with the NE-Greenland continental
slope). In winter, there is also a cyclonic eddy located in the eastern region of the Fram
Strait (∼77.5ºN, ∼6ºE, structure 5 in Figure 3) [82]. The reanalysis temperature and salinity
data used to compute the SSB do not exhibit the same dynamical patterns as the SSH, or
they are unable to resolve the significant freshwater influence in this region, which may
explain why none of the eddies can be identified in the SSB reconstruction. Nevertheless,
the in-depth propagation of these two eddies located along the Fram Strait (the anticyclonic
and the cyclonic ones), along with other features, are studied for the three different SQG
reconstructions within z-x transects.

Summer and winter sections (Figures 4 and 5, respectively) along the Fram Strait
(latitude = 77.5ºN) allow us to compare the ocean 3D dynamics reconstructed from the
(a) surface height, (b) surface buoyancy, and (c) surface velocities, and compare them
to (d) geostrophic TOPAZ4 velocities and (e) total TOPAZ4 velocities. Considering the
total TOPAZ4 velocities as reasonably representative of the real circulation, we can see
in both the summer and winter scenarios (Figures 4 and 5, respectively), that the total
TOPAZ4 velocities contain a baroclinicity that is not reproduced in the geostrophic TOPAZ4.
Reconstructing 3D dynamics from SSH and SSV performs closely to the geostrophic TOPAZ
velocities, essentially barotropic, compared to the reconstruction that is achieved from SSB.
As expected from the relatively low n0 values obtained for the Nordic Seas (Table 1) in
summer, the most important features observed at the surface are propagated downwards
through the water column. This is the case of the mesoscale anticyclonic eddy located
at 8ºE in the Fram Strait (structure 3 in Figures 3 and 4), in which the vertical structure
is reproduced in the total and geostrophic TOPAZ4 velocities (Figure 4d,e), as well as in
the SSH and SSV reconstructions (Figure 4a,b). However, in summer, we can see that the
mesoscale cyclonic eddy centered at ∼12ºW (structure 4 in Figures 3 and 4) propagates
no deeper than 100 m depth on the total TOPAZ4 velocities, whereas the influence of
this eddy on the SSH and SSV reconstructions, as well as on the geostrophic TOPAZ4
velocities, is present down to the sea bottom (∼200 m depth). Given the divergent nature
of cyclonic eddies, it is plausible to find the decay of this type of structure at shallower
depths than the anticyclonic ones [83]. Moreover, in contrast to the deeper eastern part of
the FS section, the wide continental shelf off NE-Greenland would be limiting the vertical
extension of the mesoscale eddies at the western side of the FS. Since a constant n0 value is
assumed all over the Nordic Seas at any given depth, and also since the sea bottom effect is
not accounted for, none of the reconstructions (or the geostrophic TOPAZ4 velocities) are
capable of representing this depth-dependent eddy decay.

In the winter section (Figure 5), there is a cyclonic eddy (structure 5 in Figures 3 and 5)
with a surface signature that is moving westward at depth in the total speed (Figure 5e).
None of the reconstructions is capable of reproducing this displacement in the vertical.
However, assuming the total velocity as the real scenario, the SSH and SSV reconstructions
reproduce this surface eddy structure correctly. SSB reconstruction shows this structure
further east than it actually is. This result indicate once more that the SSH and SSB from
the reanalysis do not exhibit the same dynamical structures, probably indicating that the
temperature and salinity do not act as passive tracers of the flow, but they resolve additional
phenomena such as the freshwater influence and air–sea interaction.
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Figure 4. Normalized ocean currents along Fram Strait section (lat = 77.5ºN) for 28 August. (a) Recon-
struction from SSH~vη , (b) reconstruction from SSB~vb, (c) reconstruction from SSV~vvel , (d) geostrophic
TOPAZ4 velocities, (e) total TOPAZ4 velocities. Red numbers indicate the mesoscale structures de-
scribed and discussed in the main text: anticyclonic eddy (3) and cyclonic eddy (4).
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Figure 5. Normalized ocean currents along Fram Strait section (latitude = 77.5ºN) for 28 February.
(a) Reconstruction from SSH (~vη), (b) reconstruction from SSB (~vb), (c) reconstruction from SSV (~vvel),
(d) geostrophic TOPAZ4 velocities, (e) total TOPAZ4 velocities. Red numbers indicate the cyclonic
eddy (5) described and discussed in the main text.
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As for the Nordic Seas, the SSB reconstruction shows less mesoscale circulation struc-
tures in the Beaufort Sea (Figure 6) than the SSH and SSV reconstructions. Two features
clearly resolved by the SSB approach are the NE surface current of Pacific waters entering
the Beaufort Sea along the Alaskan coast (structure 1 in Figure 6), and an undefined but
large structure associated with the Mackenzie discharge plume (∼70ºN, ∼135ºW, struc-
ture 2 in Figure 6), which can be related to water subduction (negative vertical Ekman
pumping) [84]. SSH and SSV reconstructions, however, perform better than SSB, showing
several mesoscale structures at finer scales [85]. Although the SSV reconstruction seems
to be of higher resolution than the SSH one, both of them show three interesting features
apart from the NE surface current (structure 1): (i) a well-defined anticyclonic eddy likely
associated with the Mackenzie river discharge (structure 2); (ii) a western boundary cur-
rent along the continental slope off the Northern Alaska–Canada coast (structure 3); and
(iii) another anticyclonic eddy located at ∼72.2ºN, 159ºW (∼300 km north of Peard Bay,
Alaska), which might be formed by the confluence of Pacific and Beaufort waters along
the Chukchi Plateau (structure 4). We select a transect along longitude 159ºW, within the
Beaufort Sea, to analyze the vertical structure of the anticyclonic eddy and the end of the
NE surface current (Figure 7).
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�����������������

(b)
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�����������������

(c)
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ν���

�����������������

Figure 6. Example of normalized surface currents for 20 September 2018 in the Beaufort Sea. (a) Re-
construction from SSH (~vη), (b) reconstruction from SSB (~vb), (c) reconstruction from SSV (~vvel).
Beaufort Gyre section at longitude 159ºW in red diamonds. Red numbers indicate the mesoscale
structures described and discussed in the main text: NE surface current (1), anticyclonic eddies (2,4),
and western boundary current (3).
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Figure 7. Vertical section of normalized ocean currents along the Beaufort Gyre section
(Longitude = 159ºW) for 20 September. (a) Reconstruction from SSH (~vη), (b) reconstruction from SSB
(~vb), (c) reconstruction from surface velocities (~vvel), (d) geostrophic velocities, (e) TOPAZ4 velocities.
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Taking the total TOPAZ4 velocities as a reference for the Beaufort Gyre section, our
results in the Beaufort Sea show that the vertical reconstructions of SSH and SSV perform
better than that of SSB. In-depth propagation is observed for the anticyclonic eddy centered
at 73.7ºN (structure 4 in Figures 6 and 7). However, assuming a constant Prandtl ratio leads
to a miss-reconstruction of the structures in depth, extrapolating the surface structures
deeper than they are in the TOPAZ4 outputs. In the case of the southern branch of the eddy
(located above the continental margin, ∼72.8ºN), the total TOPAZ4 velocities show that
its vertical propagation remains within the first 80 m depth. However, a continental slope
current seems to develop at 400 to 600 m depth. Our reconstructions, however, link both
structures, showing the SQG methodology’s inability to resolve structures not connected
with the surface. The reconstructions propagate the surface signal down to the shelf bottom
(100 m depth) and then follow the continental slope to the bottom (1000 m depth). This
issue has been assessed in [56] by using a non-constant Prandtl ratio, but one that varies
with depth; however, the model resolution that is needed to improve this should also be
greater than the one that the TOPAZ4 outputs have.

The inter-comparison of the 3D reconstructions with the geostrophic velocities is
synthesized as the mean monthly correlation of relative vorticities at each depth for the
year 2018 in Figure 8. To obtain these correlations, for each reconstruction, mean daily
relative vorticity profiles in each area and depth are computed and compared with the
mean daily relative vorticity profiles of the geostrophic TOPAZ4 currents. Monthly means
of these correlation profiles tend to exhibit the best agreement during winter and/or spring
months for the four study areas (a: Nordic Seas, b: Barents Sea, c: East Siberian Sea, and
d: Beaufort Sea), likely because the water column is less stratified and the Brunt–Väisälä
frequency is fairly constant along the water column because of the deep winter convection.
For all study areas, the reconstructions from SSB (second column) are not able to reproduce
most of the dynamics seen in the geostrophic TOPAZ4 currents, again showing that the
spatial surface signatures of SSB are not related to the surface signatures of SSH, related
to the geostrophic velocities (Equation (7)). The relative vorticity correlations between
the reconstruction from SSH and the model geostrophic current (first column) show good
agreement (correlation > 0.8) down to 400 m depth in the Nordic Seas, and to 200 m depth
in the Barents and Beaufort Seas. The East Siberian Sea shows a rapid depth-dependent
decrease in the correlation between SSH and the TOPAZ4 geostrophic relative vorticities.
This correlation obtains values of around 1 at the sea surface, decreases to values <0.6
at 100 m depth, and reaches minimum values of ∼0.4 at 400 m depth. The cause of such
vertical dissipation of the relative vorticity correlation relies on the strong stratification (N2

up to 7 × 10−4 s−2) within the upper 100 m of the water column in the East Siberian Seas
(Figure 2), which would make this region more challenging in terms of applying the SQG
vertical reconstruction approach. It seems that the strong vertical gradient in the surface
layer due to the freshwater influence hinders the SQG’s reconstruction ability. Another
factor that may influence the lower correlation coefficients is that we show an average
for a region with much stronger spatial variability. This could also be one of the reasons
that we have such disagreement. When the relative vorticities from SSV are compared
to those from the geostrophic component (right column), the correlation profile shows
mean correlations between 0.6 and 0.8 within the uppermost layers of the four regions
(400 m). The lower correlation than in the reconstructions from SSH is likely due to the non-
gesotrophic components associated with the atmosphere–ocean interface (e.g., wind stress,
atmospheric–ice–ocean interactions) and continental shelf dynamics (e.g., tidal currents).
This situation is more pronounced in the East Siberian Sea (correlations < 0.6 except for
winter months), where the continental shelf covers most of the region and seems, therefore,
to play a crucial role in its own dynamics.
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Figure 8. Positive correlations of relative vorticities between (left) reconstruction from SSH, (middle)
reconstruction from SSB, and (right) reconstruction from SSV with geostrophic velocities in (a) Nordic
Seas, (b) Barents Sea, (c) East Siberian Sea, and (d) Beaufort Sea.

In Figure 9, we inter-compare the 3D reconstruction (from SSH ~vη , from SSB ~vb,
and from SSV ~vvel) with the total TOPAZ4 velocities in the form of the mean monthly
correlation profiles for each region. We clearly see that the reconstruction from surface
buoyancy (second column) fails at reconstructing the total currents in the regions analyzed.
Reconstructions from SSH (first column) exhibit a lower correlation when compared to the
total currents, showing that only the geostrophic component of the total currents can be
reproduced using SSH. Relative vorticity correlations between the reconstruction from SSV
and model total currents (third column) exhibit fairly good agreement (correlation > 0.6)
up to 200 m. When compared to the total velocities of the model, the 3D reconstruction
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degrades quicker as we increase the depth than for the comparison against geostrophic
currents (Figure 8), due to the fact that the total velocities include structures that are not
reflected in the surface.

(a)

(b)

(c)

(d)

Figure 9. Positive correlations between relative vorticities from TOPAZ4 velocities and (left) re-
construction from SSH, (middle) reconstruction from SSB, and (right) reconstruction from SSV, in
(a) Nordic Seas, (b) Barents Sea, (c) East Siberian Sea, and (d) Beaufort Sea.

The success of the reconstruction from surface buoyancy mainly depends on the
quality of the surface buoyancy as a proxy of the potential vorticity, since the SQG approach
assumes that the interior potential vorticity (PV) is spatially correlated with the ocean
surface. Ref. [46] showed that the dynamics in the first 500 m can be modeled using
effective SGQ equations, assuming that the surface density anomaly represents density
anomalies at the base of the mixed layer. Normally, this situation happens after a mixed-
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layer deepening period [54]. Figure 10 shows the correlation between the surface buoyancy
and the potential vorticity of each layer (dashed line) and the correlation between the sea
surface height and the potential vorticity of each layer (solid line). The potential vorticity is
calculated using Equation (15) in the four regions analyzed in this study: the Nordic Seas,
the Barents Sea, the East Siberian Sea, and the Beaufort Sea (Figure 10a,b,c,d, respectively).
The surface buoyancy is only correlated to the potential vorticity up to the first 50 m in
the Nordic (Figure 10a) and Barents Seas (Figure 10b), mostly in the winter months. We
expect that this is the factor that would hinder the reconstruction of the interior dynamics
from the surface buoyancy. Note that, sometimes, the SSH is less correlated to PV than the
SSB at more surface layers. This situation happens in the first 50 m in fall and in winter
in the Nordic Seas and in the first 100 m in fall and winter in the Barents Sea; in these
places and at these times, the correlation results were the best in the SSB reconstructions
(Figures 8 and 9). In the East Siberian (Figure 10c) and Beaufort Seas (Figure 10d), the SSH
is better correlated with PV than the sea surface buoyancy for the different months of
the year.

(a) (b)

(c) (d)

Figure 10. Monthly means of daily correlation in the first 400 m between PV and sea surface height
(solid line) and surface buoyancy (dashed line) in the (a) Nordic Seas, (b) Barents Sea, (c) East Siberian
Sea, and (d) Beaufort Sea.

The performance of SQG using only surface buoyancy as an input contrasts with
previous results in the Mediterranean [49]. In the Arctic Seas, it was not possible to infer
the 3D dynamics using only the surface temperature and salinity data. Even if the Arctic
Seas are strongly influenced by freshwater fluxes and the salinity contribution dominates
the density, it seems more plausible to resolve the surface dynamics using buoyancy as a
secondary contributor to the sea surface height from altimetry [39,86,87], as opposed to
using buoyancy as the only proxy required to resolve the surface dynamics.
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The SQG approach has been successfully applied before to more energetic regions, but
never to the Arctic Ocean; this is the first time that the SQG is tested in this area. The results
are coherent with previous applications, which concluded that the SQG approach is better
suited to reconstruct ocean dynamics in the upper 500 m for energetic areas with deep
mixed-layer depths [46,47,52,54]. Even if the Arctic region is less energetic, the quality of
the reconstructions depends on how mixed/stratified the upper ocean layer is, which partly
modulates how the mesoscale structures on the surface are propagated in the water column.
The information contained in buoyancy can complement the information on the sea level,
but it should not be used as the only input to reconstruct the ocean dynamics. Using SQG,
we are able to reconstruct the barotropic component of the flow up to approximately 400 m.

4.2. Reconstruction of 3D Dynamics Using Remotely Sensed Data

We apply the SQG approach to reconstruct the 3D dynamics using as input the re-
motely sensed Sea Level Anomaly (SLA) data (Section 2.2). We use the information on
the in-situ temperature and salinity in the water column provided by the EN4 optimally
interpolated product (Section 2.3) to compute the Prandtl ratios. As has been previously de-
scribed, we compute the monthly Prandtl ratio (n0) for each area as the mean Brunt–Väisälä
frequency within the upper 100 m divided by the mean Coriolis frequency in the area.
Mean n0 values for each season can be found in Table 2. We can see that the Prandtl ratios
for the four study areas are of the same order of magnitude as the ones computed with the
TOPAZ4 reanalysis (Table 1).

Table 2. Seasonal and yearly means of the Prandtl ratio n0 within the study areas for the year 2018
using EN4 in-situ product.

Season Winter Spring Summer Autumn Year Mean

Nordic Seas 37.47 47.69 71.51 48.97 51.36
Barents Sea 32.98 37.95 54.52 34.47 39.92

East Siberian Sea 119.14 114.01 145.26 131.04 127.28
Beaufort Sea 101.01 107.54 121.76 114.27 111.14

An example of the reconstructions from AVISO SLA for 28 August is shown in
Figure 11. The main surface currents in the four study areas are reproduced. In sum-
mer, the Nordic Seas present (Figure 11a) a train of anticyclonic eddies towards the west
of the location, where the Lofoten vortex resides (structure 2 in Figure 11). They seem to
be over the Mohn Ridge, where the Norwegian Atlantic front current flows. In the winter
image (Figure 11b), the Lofotonen vortex and other mesoscale eddies associated with the
Norwegian Atlantic Current are present. The anticyclonic and cyclonic eddies along the
FS that were visible in the reconstruction using reanalysis data (Figure 3), however, are
not resolved here, in the reconstruction from remote sensing data (structures 3 and 4 in
Figure 11). Higher mesoscale activity is found in winter along the East Greenland Shelf
associated with the East Greenland Current, which was also present in the reconstruction
from reanalysis data (Figure 3). The mesoscale structures in the Beaufort Sea (Figure 11c,d)
are clearer in the image of 19 September than in the image corresponding to 20 March. This
could be due to the fact that the region is covered by ice in March, whereas the free-of-ice
area of the ocean surface is larger in September and, thus, more susceptible to atmospheric
interactions. As a result, oceanic dynamics have more energy during the summer than they
do during the winter. Moreover, although this SLA product includes coverage under the
ice [66], the ice inhibits the satellite’s ability to retrieve data, causing the SLA to be smoother
than in ice-free areas. The anticyclonic eddy located at ∼72.2ºN and 159ºW (structure 4 in
Figure 11) is clearly present for the image of 19 September as it was in the reconstruction
from SSH reanalysis data (Figure 6a).

We compare the 3D reconstructions with the geostrophic currents derived from the
in-situ EN4 data in order to validate the reconstructions that were derived from the AVISO
SLA data. We compute the geostrophic velocities using EN4 salinity and temperature
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in the water column applying Equations (11)–(13). Figure 12 displays the 3D reconstruc-
tion from SLA and the geostrophic velocities from in-situ ENK4 data in the Fram Strait
(Figure 12a,b) and a section along the Beaufort Gyre (Figure 12c,d). Results exhibit compat-
ible structures in the water column along the transect in the Fram Strait (latitude = 77.5ºN)
and the Beaufort Gyre (longitude = 159ºW) between the AVISO SLA reconstructions and
the geostrophic currents from in-situ EN4 data. In the transect along the Beaufort Gyre,
the anticyclonic eddy presents a similar vertical structure as the one presented in the
reconstructions from SSH reanalysis data (Figure 7a).
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Figure 11. Example of normalized surface currents reconstructed from AVISO SLA in (a) Nordic Seas
(for 29 August), (b) Nordic Seas (for 27 February), Fram Strait (FS) section at latitude 77.5ºN in red
diamonds, (c) Beaufort Sea (for 19 September), and (d) Beaufort Sea (for 20 March), Beaufort Gyre
section at longitude 159ºW in red diamonds.
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Figure 12. Normalized ocean currents reconstructed from AVISO SLA (a,c) and geostrophic velocities
from in-situ EN4 data (b,d). Sections along Fram Strait (latitude = 77.5ºN) for 29 August (a,b) and
Beaufort Gyre (longitude = 159ºW) for 19 September (c,d).

Figure 13 shows the correlations at each depth between the reconstructed vorticities
from SLA as compared to those from EN4 geostrophic velocities. In the Nordic (Figure 13a)
and Barents Seas (Figure 13b), the correlations are higher than 0.8 up to 800 m. August
and September are the months with lower correlations and December and January present
higher correlations. The East Siberian Sea (Figure 13c) shows the lowest performance, with
correlations higher than 0.6 only up to 500 m. April and May are the months that show the
highest correlation coefficients and July and August show the lowest correlation coefficients.
The East Siberian is a shallow, highly stratified ocean, affected by river discharges and ice
melting; therefore, we suggest that other components, apart from the geostrophic part,
explain the upper ocean dynamics of the area.

The Beaufort Sea reconstruction from the surface sea level does agree with the geostrophic
currents, exhibiting correlation coefficients higher than 0.6 up to 600 m (Figure 13d). The
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Beaufort Sea exhibits correlation coefficients higher than 0.8 up to 300 m all year, and up to
400 m in February, March, and April. Note that the Beaufort Sea is a deeper sea than the East
Siberian Sea, but also highly stratified. Higher correlation coefficients are observed in March
and April, and lower correlation coefficients are found in July and August, as for the case of
the East Siberian Sea.

(a) (b)

(c) (d)

Figure 13. Positive correlations of relative vorticities between reconstruction from AVISO SLA with
geostrophic velocities computed using EN4 in-situ measurements in (a) the Nordic Seas, (b) the
Barents Sea, (c) the East Siberian Sea, and (d) the Beaufort Sea.

Previous research demonstrated that the SQG approach can recreate subsurface dy-
namics from remote sensing data in energetic regional locations [51,54]. This is the first
attempt to implement this in the less energetic Arctic Seas. Our results using satellite data
in the Arctic Seas indicate that the 3D dynamics can be reconstructed using only surface
snapshots and a simple estimation of the stratification of the water column, yielding similar
results to the geostrophic estimations based on the temperature and salinity information
at each depth of the water column. Data assimilation into ocean circulation numerical
models [64,88–90] or advanced statistical and machine learning algorithms [30,45,91–93]
are alternatives that typically are more complex and numerically intensive methods for
estimating the 3D state of the ocean from surface information. However, SQG is a compu-
tationally less consuming approach than a reanalysis system and can be used to develop
new data assimilation techniques, diagnose the ocean dynamics in the upper layers, and
reconstruct 3D dynamics from satellite data. Accurate reconstructions of upper ocean
dynamics from surface data are essential to quantify the transfer of heat, freshwater, nu-
trients, plankton, oil spills, and debris in the changing Arctic Ocean. Refinement of the
present results would require the inclusion of temperature and salinity data as a secondary
component to that of altimetry, and the construction of the 3D dynamics from surface
remote sensing products that combine SSH, SST, and SSS [94]. In addition, the essential
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calibration of ocean current intensities derived from satellite data to match in-situ estimates
remains a future research priority.

5. Conclusions

In this study, we evaluate the performance of a Surface Quasi-Geostrophic (SQG)
approach in recreating three-dimensional ocean dynamics from sea surface information at
high latitudes. Using the TOPAZ4 reanalysis system, we evaluate how well SQG works
in four different Arctic regions. We also apply the approach to Sea Level Anomaly data
obtained from remote sensing and validate it using in-situ EN4 data.

Using information from the TOPAZ4 system, we compare reconstructions derived
from three surface variables. The first method is the reconstruction based on sea surface
height (SSH), which is then applied to an altimetry product specifically developed from the
Arctic Ocean. The second one is the reconstruction from surface buoyancy (SSB), which
could be potentially applied to sea surface temperature (SST) and sea surface salinity (SSS)
from passive radiometric missions. The final one is a reconstruction based on sea surface
velocities (SSV), which could be applied in the near future, as SSV are going to be directly
obtained in future satellite missions such as Seastar and WaCam.

Using the TOPAZ4 system, an evaluation of the effectiveness of the method is carried
out. The results show that the SQG approach makes it possible to reconstruct three-
dimensional dynamics in the Arctic Ocean by using only surface information, such as
sea surface height or surface velocities, and information on the stratification of the water
column; however, the approach is not able to reconstruct three-dimensional dynamics
using only sea surface buoyancy. Accurate reconstructions (correlation coefficients greater
than 0.8) are found up to 400 m in the Nordic Seas, up to 200 m in the Barents Seas, and
up to 100 m in the Beaufort Sea, taking the geostrophic velocity from the TOPAZ4 system
as a reference. Areas that are more stratified, such as the East Siberian Sea, hinder the
reconstruction of the upper ocean dynamics from surface information, showing correlation
coefficients greater than 0.6 only up to 100 m. Because there is less stratification in the
water column during the winter and spring months, better 3D reconstructions are obtained
during these seasons. Reconstructions from SSH cannot reproduce the non-geostrophic
components in the total velocities from the reanalysis, while reconstructions from SSV are
better correlated with the total velocity.

After the method is tested with TOPAZ4 outputs, it is applied to remotely sensed
products of Sea Level Anomaly derived from AVISO that have been specifically tailored to
the Arctic Ocean. This reconstruction shows correlation coefficients greater than 0.8 up to
400 m in depth compared with geostrophic velocities derived from in-situ EN4 data. The
reconstructions from SLA are better in deeper and less stratified seas, as in the Nordic and
Barents Seas, and more challenging in shallower platform seas, as in the East Siberian Sea.

This is the first time that the SQG approach is applied in the Arctic Ocean, obtaining
successful reconstructions of the barotropic ocean dynamics from the surface to 400 m
depth. The findings of this study demonstrate that the 3D dynamics of the upper ocean
in polar regions can be retrieved with available remotely sensed altimetry information
using SQG approaches, and it has the potential to be applied in the near future to remotely
sensed SWOT and CRISTAL higher-resolution measurements of sea levels, even in the
presence of sea ice, and Seastar and WaCM direct measurements of ocean surface currents.
Combining the innovative and higher-resolution data provided by these recent and future
missions with the available SQG methodologies will help to retrieve better-resolution 3D
ocean dynamics from surface information in polar regions.
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