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Abstract

:

Interferometric synthetic aperture radar (InSAR) processing techniques have been widely used to derive surface deformation or retrieve terrain elevation. Over the development of the past few decades, most research has mainly focused on its application, new techniques for improved accuracy, or the investigation of a particular error source and its correction method. Therefore, a thorough discussion about each error source and its influence on InSAR-derived products is rarely addressed. Additionally, InSAR is a challenging topic for beginners to learn due to the intricate mathematics and the necessary signal processing knowledge required to grasp the core concepts. This results in the fact that existing papers about InSAR are easy to understand for those with a technical background but difficult for those without. To cope with the two issues, this paper aims to provide an organized, comprehensive, and easily understandable review of the InSAR error budget. In order to assist readers of various backgrounds in comprehending the concepts, we describe the error sources in plain language, use the most fundamental math, offer clear examples, and exhibit numerical and visual comparisons. In this paper, InSAR-related errors are categorized as intrinsic height errors or location-induced errors. Intrinsic height errors are further divided into two subcategories (i.e., systematic and random error). These errors can result in an incorrect number of phase fringes and introduce unwanted phase noise into the output interferograms, respectively. Location-induced errors are the projection errors caused by the slant-ranging attribute of the SAR systems and include foreshortening, layover, and shadow effects. The main focus of this work is on systematic and random error, as well as their effects on InSAR-derived topographic and deformation products. Furthermore, because the effects of systematic and random errors are greatly dependent on radar wavelengths, different bands are utilized for comparison, including L-band, S-band, C-band, and X-band scenarios. As examples, we used the parameters of the upcoming NISAR operation to represent L-band and S-band, ERS-1 and Sentinel-1 to represent C-band, and TerraSAR-X to represent X-band. This paper seeks to bridge this knowledge gap by presenting an approachable exploration of InSAR error sources and their implications. This robust and accessible analysis of the InSAR error budget is especially pertinent as more SAR data products are made available (e.g., NISAR, ICEYE, Capella, Umbra, etc.) and the SAR user-base continues to expand. Finally, a commentary is offered to explore the error sources that were not included in this work, as well as to present our thoughts and conclusions.
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1. Introduction


The interferometric synthetic aperture radar (InSAR) technique has proven to be an excellent and reliable approach to measuring and map land surface topography since the early 1970s (e.g., [1,2,3,4]). Spaceborne SAR systems possess the capability of obtaining radar images over wide areas of up to hundreds of kilometers under all-weather conditions at relatively low costs when compared to ground surveying or conventional aerial systems [5,6]. Due to the merits of spaceborne SAR, mission programs in the 1990s, such as the European Remote Sensing Satellites series (ERS-1, ERS-2) or the Canadian Radarsat program, have initiated a large number of studies and methodological investigations into the application of topographic mapping [7,8,9,10]. In 1989, the first demonstration of the potential of Differential InSAR (DInSAR) was proposed for surface deformation mapping at a centimeter or sub-centimeter accuracy [11,12]. This opened the door for a variety of applications using the DInSAR technique, including seismic deformation [13,14,15], glacier motion [11,16,17,18], volcanic eruption [19,20,21], landslides [22], and land subsidence [23,24,25,26].



The principle of InSAR is based on the extraction of ground surface data to generate topography or deformation products through phase differencing between two acquisitions [27]. The workflow of both applications is very similar, including image coregistration, interferogram generation, phase filtering, phase unwrapping, phase to elevation/displacement, and lastly, geometric correction. The primary distinction between the two applications is that the topographic information is preserved during the interferogram generation phase for topographic mapping but is removed for deformation mapping. Early InSAR research extensively explored possibilities regarding the application of InSAR techniques, and it also revealed multiple error sources connected to imaging geometry, propagation path, and InSAR processing [28,29,30,31,32]. These error sources make the interpretation of interferograms difficult and thus might limit users’ understanding of the resulting InSAR products without an in-depth knowledge of the InSAR technique.



Early InSAR literature derived different error sources. The first effort was made by Li and Goldstein [29] who presented an error model including signal-to-noise ratios (SNR), number of looks, pixel misregistration, and baseline decorrelation. Later on, Rodriguez and Martin [30] provided a more extended view towards the topic and separated the errors into two types: (1) intrinsic height error and (2) location-induced error. Intrinsic height error occurs because of the errors in estimating the measured heights, while location-induced error refers to the fact that the measured heights are spatially mis-projected [30]. Later in the same year, Zebker and Villasenor [32] published a paper concentrated on factors leading to InSAR decorrelation. These factors encompassed (1) thermal noise, causing thermal decorrelation; (2) lack of parallelism between radar flight tracks resulting in decorrelation due to target rotation concerning radar look location; (3) spatial baseline noise leading to baseline decorrelation; and (4) surficial changes contributing to both temporal and volume decorrelation. Subsequently, many research works discussed the impact of tropospheric delay as it was found to be one of the most significant error sources for InSAR measurements [7,14,31,33,34]. It was not until 2001 that Hanssen [28] provided an organized and more comprehensive view of the overall error budget and proposed several models to describe the influence of each contributor. Hanssen created empirical and stochastic models to analyze the most important error sources for repeat-pass radar interferometry. Nevertheless, while the substance is excellent, it was a math-heavy research paper that is difficult for novices to understand.



In the evolution of InSAR research, pivotal work from Li and Goldstein [29], Rodriguez and Martin [30], Zebker and Villasenor [32], and Hanssen [28] have significantly contributed to our understanding of error sources. Beyond the references cited, there are numerous other papers that discuss InSAR phase errors and/or decorrelations (e.g., [35,36,37,38,39]). However, these works often only focus on specific error sources (e.g., tropospheric delay or decorrelations). Moreover, the intricate mathematical formulations found in many existing studies pose challenges for novices seeking comprehension. Despite the wealth of prior research on InSAR error sources, there remains a lack of a clear and easily digestible categorization for all error sources. Addressing this gap and building upon the foundational work of Rodriguez and Martin [30], we classified errors into two primary categories: intrinsic height errors (Section 2.1) and location-induced errors (Section 2.2), predicated on their association with InSAR estimation or imaging location. Additionally, we introduced a new categorization within intrinsic height errors, further dividing them into systematic errors (Section 3) and random errors (Section 4) based on their manifestation under coherent conditions. The organizational structure for each error source is visually represented in Figure 1. This innovative categorization aims to furnish a comprehensive and accessible framework for comprehending InSAR error sources. This paper retains essential equations for a fundamental understanding and provides a comparative analysis of error sources across different radar bands. Our aim is to offer the best entry point for novices seeking to grasp InSAR error sources without the unnecessary complexity found in previous literature. The paper focuses on the emergence of error sources, simplifying concepts for beginners, while preserving essential equations needed for estimation. Additionally, it provides a comprehensive picture of all error sources, comparing different radar bands to illustrate how wavelengths alter the effect of each error origin. This makes our paper the ideal starting point for novices to learn about InSAR.



A profound comprehension of error sources is imperative not only for understanding the inherent limitations and potential inaccuracies in InSAR-derived products but also for actively enhancing study outcomes’ accuracy and reliability. Notably, research [40] has showcased significant variations in Digital Elevation Models (DEMs) resulting from equivalent InSAR workflows over the same area of interest. Consequently, users of InSAR data products must grasp these error sources to optimize their workflows effectively. The intricate InSAR error budget, spanning the entire imaging system, often challenges users in identifying causes of poor-quality outputs. A thorough understanding of potential error causes and effects is essential for researchers to accurately explain their findings and minimize processing workflow errors. While this article provides valuable insights into these matters, it is crucial to recognize that a comprehensive analysis of each specific error source goes beyond the current scope and may require dedicated research efforts. Additionally, it is important to note that specific examples of SAR phase interpretation are beyond the scope of this paper. While these components are vital for making informed decisions during InSAR processing, the objective of this paper is to establish a foundational understanding of the overarching landscape of InSAR error sources, laying the groundwork for more focused investigations in subsequent studies. In summary, we seek to sort and explain the different error sources with notable clarity so that readers can build a comprehensive view of the total InSAR error budget. The impacts of different error types vary depending on the sensor wavelength. Having stated that, this work will concentrate on Sentinel-1 C-band cases while also comparing them to other bands. This paper provides a thorough explanation for readers who are not familiar with InSAR techniques and will also provide the fundamental knowledge of InSAR error sources for those who wish to advance their skills in InSAR phase interpretation.




2. Intrinsic Height Errors and Location-Induced Errors


Error sources can exert their influence on InSAR measurements through two primary pathways. The first pathway results in direct inaccuracies in the derived output InSAR measurements. In specific terms, this pertains to errors in estimating either the surface height or the displacements, depending on whether the InSAR technique is employed to derive digital elevation models (DEMs) or assess surface deformation. This first set of error sources is referred to as intrinsic height errors [30]. On the other hand, the second error pathway does not alter the fundamental value of the output InSAR measurement itself. Instead, it leads to the misrepresentation of the actual position of the true topographic features within the radar image. This second set of errors is known as location-induced errors [30].



2.1. Intrinsic Height Errors


Intrinsic height inaccuracies are caused by issues in determining topographic height [30]. In other words, intrinsic height errors cause inaccuracies that result in erroneous measurements and are separate from errors related to incorrect positioning. These height errors are the main focus of this paper.



For a repeat-pass interferometry SAR system, two single-look complex (SLC) SAR images are acquired from similar positions in space over the same terrain. The interferogram is formed by cross-multiplying two SAR images and deriving the phase difference between the two SLC SAR images. A SAR interferogram is a superposition of the different phase components, including the topographic phase (Δφtopo), flat-Earth phase (Δφflat), orbital phase (Δφorb), tropospheric delay (Δφtropo), ionospheric advance (Δφiono), liquid water delay (Δφliq), scatterer’s phase shift (Δφscatt), deformation phase (Δφdefo), and the noise phase (Δφnoise) (Equation (1)) [27,41,42,43].


  ∆ φ = ∆   φ   t o p o   + ∆   φ   f l a t   + ∆   φ   o r b   + ∆   φ   t r o p o   + ∆   φ   i o n o   + ∆   φ   l i q   + ∆   φ   s c a t t   + ∆   φ   d e f o   + ∆   φ   n o i s e    



(1)







If the goal of the InSAR measurement is topographic mapping, then the topographic phase is the phase of interest, and all others will produce measurement error. Similarly, if the goal is deformation mapping, only the deformation phase is of importance, then all other components will contribute to inaccuracies. As a consequence, one of the most crucial components of InSAR processing is to remove as much undesired phase noise as possible in order to acquire accurate measurements. If each undesirable phase term is not appropriately eliminated from the overall phase variation, the unwanted phase will be mistaken as topographic/deformation phase, thereby resulting in inaccurate measurements.



Interferometric SAR only works under coherent conditions [44,45] in which the received backscatter is correlated between the two SAR images [28]. The signal in each interferogram pixel is composed of two parts: the coherent portion that generates fringe patterns; and the incoherent portion that appears as phase noise [35,46]. The intrinsic height errors can therefore be further categorized into two types: (1) systematic errors and (2) random errors. Systematic errors exist in the coherent portion of Equation (1) (i.e., Δφtopo, Δφflat, Δφorb, Δφtropo, Δφiono, Δφliq, Δφscatt, and Δφdefo). Random errors are the sources that contribute to phase noise (represented as Δφnoise in Equation (1)). When the phase variation caused by a scatterer’s movement and/or surface deformation are incoherent, Δφscatt and Δφdefo can also contribute to random errors. The systematic errors influence the accuracy while the random errors determine the precision of the interferometric system [30].




2.2. Location-Induced Errors


Location-induced error refers to the situation in which real topographic features are not projected to the correct location in the radar image [30]. The imaging principle of SAR systems is reliant on measuring the time delay between two different ground scatterers and determining their relative distance in radar images. Due to the inherent oblique observation geometry of all SAR imaging systems, areas where local terrain slope exists produce topographic displacement in the range direction of the SAR images [47,48]. Whether or not ground features are distorted or are simply not recorded depends upon the relationships between incidence angle, local terrain slope, and perpendicular baseline. This distorted effect is commonly known as geometric distortion, or geo-location error. Geometric distortion includes foreshortening, layover, and shadow [49]. Figure 2 displays how radar echoes record ground information on the image plane and how they create three distinct geometric distortions, which are separately represented in red (foreshortening), green (layover), and blue (shadow).



2.2.1. Foreshortening


Foreshortening is a distortion inherent in radar imaging [51]. Foreshortening can occur even on flat terrain. It can be observed that if the local terrain slope α increases, terrain A in Figure 2 lying within two concentric curves will be lengthened accordingly. The signals within the segment of terrain (A) are projected to radar image plane (A’). Since the range difference within A is lengthened by the terrain slope, the signal will be compressed in plane A’ and thus foreshortened. If α rises and approaches incidence angle θ, more terrain will be recorded between two radar echoes, resulting in more compression in the range direction and thereby symmetric fore-slope patterns which lean toward the sensor in SAR images.



Foreshortening occurs when α is smaller than θ. Given the same area of interest, a larger incidence angle implies a greater likelihood that the slope angle will be smaller than the incidence angle, resulting in a greater likelihood of foreshortening effects. Foreshortening is the most common geometric distortion type because most of the imaged topography falls within the geometric condition of foreshortening, i.e., α < θ, except for very steep terrain and areas in backslope.




2.2.2. Layover


For a layover situation, the radar echo hits the top (B1 and B3) of the terrain before the bottom (B2). Therefore, B1 and B3 are recorded first in the image plane and then B2, which is the reverse of the ordering on the ground. The echo includes signals from the top and bottom as well as fore-slope and/or back-slope which are projected to the radar image plane (B’). As the signals are out of order and mixed together, it is ambiguous and makes target detection challenging [48]. Similar to foreshortening, the layover pattern in radar images leans toward the sensor, but it creates brighter features (i.e., higher intensity backscatter) within the images.



The geometric condition of layover is α > θ. In other words, once the local terrain slope exceeds the incidence angle, foreshortening turns into layover. Consequently, as the incidence angle rises, it will be more difficult for layover to occur. In general, if the local terrain slope is over 40°, it is highly likely that layover will occur for both ERS-1 and Sentinel-1 SAR platforms. Both the local terrain slope and the incidence angle need to be very steep to observe the layover effect.




2.2.3. Shadow


Shadow typically happens at the back-slope of the terrain. However, due to the oblique observation geometry, not all areas at the back side are indetectable. Here, we define the slopes at the back side of the terrain with a negative sign. The condition of shadow effect occurs when α < −(90° − θ), meaning radar shadow occurs when the slope angles are smaller than the negative of the depression angle [52]. Also, large ground features or artificial construction which block radar waves from illuminating the surface could result in shadow effect [47].



The terrain segment C is located at the back side of the terrain, so when C is projected to image plane (C’), it appears dark as there was essentially no feature exposed to radar illumination. The existence of shadow hinders image interpretation. The way to limit shadow areas is to reduce the incidence angle. However, smaller incidence angle produces more areas of layover as a drawback.




2.2.4. Overall


It is impossible to prevent geometric distortion from occurring, thus combining radar images from both ascending and descending orbits is one solution to acquire complete surface information over a given terrain [50]. It is important to be aware of which geometric distortions are present in the study area. By knowing this information beforehand, one could adjust the region of interest or apply other means to prevent or mitigate interference from geometric distortion.






3. Systematic Errors


Systematic errors are derived from coherent phase variations external to the desired phase. For terrain mapping, the topographic phase is the desired component, while the deformation phase component is desired for deformation monitoring applications. Systematic errors come from the systematic phase shifts which occur in interferograms. The phase shifts generated by undesirable coherent phase variations superimpose noise onto interferograms and generate unwanted phase fringes. If the additional fringes are misinterpreted as the desired topographic/deformation phase component, then the resulting measurement would include the contribution from these redundant phase shifts and undermine the accuracy of the measured values. For example, if the InSAR measurement captured five fringes for a deformation mapping application, but only three of the fringes were caused by actual surface deformation (the desired signal) and the other two fringes were caused by tropospheric delay (the undesired signal), the measured deformation accuracy would be reduced as two fringes were misinterpreted as true deformation phase variation.



In this paper, systematic errors are classified into three categories based on the origin of the phase shift: viewing geometry (from space), propagation path (atmosphere), and scatterer motions (ground surface). The viewing geometry consists of three phase components: (1) flat-Earth phase, (2) orbital phase, and (3) topographic phase. The propagation path consists of three components: (1) ionospheric advance, (2) tropospheric delay, and (3) liquid water delay. Scatterer movement accounts for (1) scatterer phase shift and (2) surface movement.



3.1. Viewing Geometry (Space)


3.1.1. Topographic Phase


Topographic phase signals include the topographic phase (an artifact of elevation differences) and flat-earth phase (an artifact of the side-looking radar). The topographic phase allows for reconstruction of the surface topography from the two-dimensional phase field measurements due to the viewing geometry and the accurate spatial coupling of the two imaging orbits [31]. This is the desired phase component for DEM generation. However, it is an undesirable phase component for deformation mapping. Equation (2) shows the calculation for the topographic phase, where h is topographic height.   4 π   divided by   λ   is the conversion factor from pseudo range to phase delay, which will always exist in the phase terms. The most influential component is perpendicular baseline (    B   ⊥    ). The reason is closely related to the height sensitivity of the interferometer, namely, height ambiguity, which symbolizes the elevation difference corresponding to a fringe (  2 π  ) of change (i.e., height per phase cycle) [28]. The calculation for height ambiguity is given in Equation (3), where     h   2 π     symbolizes the height ambiguity [27,28]. A longer perpendicular baseline leads to less height ambiguity. Reduced height ambiguity indicates that a fringe is more sensitive to elevation change, making it ideal for DEM generation but not for deformation mapping. On the other hand, a shorter perpendicular baseline leads to significant height uncertainty. A high degree of height ambiguity suggests that a fringe is insensitive to elevation change, making it useful for deformation mapping but not DEM generation.


    ϕ   t o p o   =   4 π   λ       B   ⊥     R s i n θ   h  



(2)






    h   2 π   =   λ   2     R s i n ( θ )     B   ⊥      



(3)







This explains why Sentinel-1 is unsuitable for topographic mapping, as its orbital tube was not designed for DEM generation [53,54]. Sentinel-1 orbit maintenance strategy provides modest orbital InSAR baselines in the order of 150 m [55]; hence, baselines of Sentinel-1 image pairs are often too narrow to achieve a preferred height ambiguity. In principle, the best baselines for topographic mapping are between 150 and 300 m, whereas baselines below 50 m are recommended for deformation mapping [35]. One issue to keep in mind is that while a larger perpendicular baseline is preferred for DEM production in order to provide higher sensitivity of the InSAR phase to height variation, the value should not be more than the critical baseline (Bc) in order to avoid excessive decorrelation noise. Longer perpendicular baselines increase baseline decorrelation [12], particularly in places with moderate to severe slopes (e.g., [56]), as well as volume decorrelation, since the longer baseline increases the sensitivity of the coherence and the InSAR phase to vegetation characteristics.



Height ambiguity is an important value for DEM generation as it is used to translate the number of fringes to the measured topographic height. Here, we use the parameters of C-band Sentinel-1 as an example. Suppose the wavelength is 0.0555 m, slant range is 780,000 m, incident angle is   30 °  , and perpendicular baseline is 150 m. Using Equation (3), we could derive a height ambiguity of 74 m/fringe. If there are four fringes in the interferogram, this indicates that the topographic height is   74 × 4 = 296   m. As a result, a lower height ambiguity provides a more accurate translation from the number of fringes to the measured elevation, but a large ambiguity height (say, above 500 m/fringe) is unlikely to offer meaningful information for areas where the elevation gradient is less than 500 m.



Table 1 compares the baselines of different satellite constellations, revised from Braun [57]. Range of height ambiguity (m) is calculated using Equation (3) given the parameters of each SAR system. The lowest limit of the Sentinel-1 and TerraSAR-X/TanDEM-X baselines is set to 10 m for calculation purposes. However, we note that values lower than 10 m are possible. Sentinel-1 baselines are often less than 150 m, with values as low as 50 m or less being frequent [58], making the sensor unsuitable for topographic mapping but ideal for deformation mapping. A thorough literature review on the topic targeted at Sentinel-1 was discussed in Braun [57]. ERS and ENVISAT both have extremely high perpendicular baselines, which provides enough height ambiguity for DEM generation (successful example, e.g., [59]).



The topographic phase is often eliminated for deformation mapping applications using an arbitrary reference surface (usually Shuttle Radar Topography Mission, SRTM). Nevertheless, if the reference surface is not correct (not up to date, low spatial resolution, or low vertical accuracy) or if the InSAR geometric parameters (i.e., system altitude, baseline, and orbit position) are inaccurate, there will be topographic phase residuals that will substantially impact the output deformation product. As a result, an accurate DEM and geometric parameters are deemed critical for properly detecting minor deformation. Some common ways to reduce topographic residuals include stacking interferograms [61], small baseline subset (SBAS) processing [62,63,64], or Multiple Aperture SAR Interferometry (MAI) [63,65].




3.1.2. Flat-Earth Phase


Flat-Earth phase is part of the topographic phase signal. It is the phase component of the reference Earth surface and is also called the reference plane phase. Since a flat altitude profile instead of the real topography is initially used for interferogram generation, the resulting interferogram needs to be compensated for the ellipsoid or geoid model of the Earth [35].



The “flat-Earth” pattern results from the small change of two viewing geometries (or shift in orbital trajectory) between two imaging acquisitions [31,46]. Being a long-wavelength phase contribution, the pattern appears as dense stripes on interferograms. Normally, the difference in look angle across a swath of 6000 pixels can generate hundreds of fringes [46]. Due to orbital inaccuracies, the stripes occur in both the range and azimuth directions [66]. These dense stripes can severely obscure other phase variation information and add a significant load to later phase filtering and unwrapping. Therefore, flat-Earth phase is often removed during the initial stages of InSAR processing.



The fringe frequency (fϕ) is given by Equation (4) [28]. Fringe frequency (cycle/m) is not a fixed value. It is composed of the perpendicular baseline (B⊥), slant range (R), wavelength (λ), incidence angle (θ), and local terrain slope (α). The perpendicular baseline and local terrain slope are the most critical components in determining the density of fringe frequency. Recall that the flat-Earth phase results from the shift in orbital trajectory. A greater shift suggests a wider perpendicular baseline and, as a result, a denser flat-Earth fringe frequency.


    f   ϕ   =   2   B   ⊥     λ R t a n ( θ − α )    



(4)







In addition to the parameters in Equation (4) that can impact the density of the flat-Earth-phase fringes, additional factors such as system altitude error and baseline error play a role in changing the fringe frequency [29,30,67]. System altitude error, hereafter altitude error, refers to the differences in system altitude estimation and true system altitude, also known as altitude indetermination. Baseline error refers to the differences in baseline estimation and true baseline, also known as baseline indetermination. The formation of altitude error and baseline error occurs due to the limitations in determining InSAR geometric parameters [68,69,70,71,72].



The errors in altitude and baseline not only pose additional errors on the flat-Earth phase but also on the topographic phase component. In the flat-Earth phase, the altitude error superimposes an additive lower-order polynomial fringe (a linear tilt) in the range direction, and a height shift in the topographic phase, which is dependent on local topography [29,30]. In the flat-Earth phase, the baseline error superimposes an additive lower-order polynomial fringe (a quadratic surface distortion) in the range direction and a height shift based on local topography in the topographic phase [29,30,35]. Reducing the impact of altitude error and baseline error can be achieved by either having more precise geometric parameters or applying tie points in the area of interest [30]. A minimum of two tie points is necessary for the correction of altitude error, and at least three are required for the correction of baseline error [30].




3.1.3. Orbital Phase


Orbital phase arises from the differences between orbit estimation and the true orbit position, often referred to as orbit indetermination or orbit error [73]. Similar to altitude error and baseline error, the error in orbit estimation emerges due to the imperfect InSAR geometric parameters. The impact of orbit error becomes evident when these parameters are employed to correct the flat-Earth phase through a process known as phase flattening. In cases where orbit parameters lack precision, the correction becomes imperfect, resulting in residual flat-Earth phase error [46,74]. Consequently, the orbital phase represents the remaining part of the flat-Earth phase after applying phase flattening [46]. These forms of phase error exhibit gradual changes over large spatial scales, earning them the label of “long wavelength phase contribution”. This term is aptly descriptive as the phase error displays smooth variation across large spatial extents.



Since the topographic phase persists in the interferograms for DEM generation, the orbital phase is difficult to see and measure due to its relatively small scale [74]. However, if the InSAR approach is used for deformation mapping, the topographic phase is subtracted from the interferograms, resulting in two outcomes. First, the topographic phase residuals will be present as the removal of the topographic phase also incorporates orbital parameters. Second, the flat-Earth phase residuals will be more prominent in the interferograms because the topographic phase is removed [74].



Fattahi and Amelung [75] conducted an experiment to investigate the influence of orbital errors and compare them with theoretical influences. The result has shown that the impact of orbit errors is significantly smaller than expected [75]. The authors outlined the worst-case range and azimuth uncertainties of the velocity gradients resulting from orbital errors for several satellite operations (Table 2). Modern satellites, such as TerraSAR-X and Sentinel-1, have much more precise orbit determination than older platforms, which constrains the influence of orbit errors to an extremely small extent (e.g., below 1 mm/year over 100 km). Because the impact is so minor, orbital phase is usually ignored.





3.2. Propagation Path (Atmosphere)


When microwave signals propagate through the atmosphere, they enter the exosphere, thermosphere (contains the ionosphere in its lowest portion), mesosphere, stratosphere, and then the troposphere, respectively. In this process, a couple of propagation impairments occur due to different physical reasons, including phase delay or advance, signal attenuation, signal depolarization, tropospheric refractive fading, and ionospheric signal scintillations [76]. These propagation impairments influence InSAR measurements in different ways with varying magnitudes. Nevertheless, because phase delay or advance is the primary cause of systematic error in InSAR-derived measurements, this section focuses on phase delay or advance.



Since the refractivity index of the mediums in the ionosphere and troposphere differs slightly from that of a vacuum, wave velocity decreases or increases, resulting in phase advances in the ionosphere and phase delays in the troposphere [77]. The errors caused by this effect are called clock timing errors [30]. Phase advance or delay can be characterized by the dimensionless refractivity index, N [28,78], and is composed of four different elements: hydrostatic component, wet component, ionospheric component, and liquid component (Equation (5)) [79,80,81].


  N =       k   1     P   T       h y d r   +       k   2   ′     e   T   +   k   3     e     T   2         w e t   −     4.03 ×   10   7       n   e       f   2         i o n o   +     1.4 W     l i q u i d    



(5)







In Equation (5), k1, k2′, and k3 are empirical constants [80]; P is total atmospheric pressure in hPa; T is temperature in Kelvin; e is the partial pressure of water vapor in hPa; k1 is 77.6 K hPa−1; k2′ is 23.3 K hPa−1; k3 is 3.75 × 105 K2 hPa−1; ne is the electron number density per cubic meter; f is radar frequency in GHz; and W is the liquid water content in g/m3.



The signal delay induced by the hydrostatic and wet components is known as tropospheric delay, the signal delay caused by the liquid component is known as liquid water delay, and the signal advance generated by the ionospheric component is known as an ionospheric advance. Tropospheric delays and ionospheric advances both cause phase patterns at various scales ranging from short wavelength to long wavelength artifacts. Both error sources are more substantial than the liquid water delay in most cases [28]. As liquid water delay accounts for relatively much smaller delays, it is usually ignored during InSAR processing and analysis.



It should be noted that the term “advance” is used in this article to distinguish it from the “delay” that occurs within the troposphere. Since the phase velocity in the ionosphere is greater than in a vacuum, there is a phase advance along the propagation route rather than the delay seen in the troposphere [82,83]. In other words, the increased total electron content along the propagation path in the ionosphere will result in a decreased observed range, so the phase is “advanced” [28]. Due to the fact that the phase is advanced in the ionosphere but delayed in the troposphere, the sign of the ionospheric component in Equation (5) is negative, whereas the other components (all of which occur within the troposphere) are positive. To avoid using misleading language, we will refer to the phenomenon that occurred within the ionosphere as “ionospheric advance” rather than “ionospheric delay”, as was commonly reported in prior research.



Additionally, it is essential to acknowledge that the “phase delay or advance” that occurs during a single acquisition does not generate errors in interferograms, but rather the differences between two acquisitions. For example, if we assume the signal delay or advance in the first and second acquisitions were both 6 mm, there are virtually no atmospheric effects in this set of images. If the variation (difference between two acquisitions) exists with a value other than zero, the difference will create extra fringe patterns in the interferogram, resulting in a systematic error in the InSAR measurements. As a result, the errors caused by ionospheric advance, tropospheric delay, and liquid water delay are strongly reliant on the mediums’ spatiotemporal variability.



3.2.1. Ionospheric Advance


In contrast with neutral atmosphere (mesosphere, stratosphere, and troposphere), the ionosphere is the portion of the atmosphere where ionization occurs as molecules and atoms absorb strong shortwave solar energy [84]. During the process of ionization, molecules or atoms lose electrons and become positively charged ions and the electrons are released from ionization [84]. Therefore, there are a lot of free electrons in the ionosphere. The number of free electrons is represented by the electron density (electrons/m3), and the integral of the electron density along the propagation path within the ionosphere is represented by the total electron content, TEC (TECu or 1016 electrons/m2).



There are several resulting influences which are dependent on TEC when microwave signals propagate through the ionosphere. The influences include group delay (corresponding to a phase advance with the same magnitude but an opposite sign), Faraday rotation, defocusing of SAR images, and an extra shift between SAR images in the azimuth direction [28,85]. Scintillation on SAR imaging is an effect which is unrelated to TEC but can also occur within the ionosphere [85]. Unlike the troposphere, there are limited refractions between radar microwaves and the mediums in the ionosphere. This is because radio frequencies exceeding the plasma frequency (typically between 2 and 20 MHz) could directly pass through the ionosphere without significant reflection and refraction [76]. Further, the frequencies of radar microwaves are between 0.4 and 10 GHz from P-band to X-band, which are far higher than the plasma frequency.



Though being free from the influence of refraction within the ionosphere, Faraday rotation occurs in this layer and can depolarize the transmitting signals. As Faraday rotation only causes significant influences on applications which are related to the utilization of the polarimetric characteristics of the SAR systems [76], it will not be discussed in this paper. Therefore, group delay (or phase advance) and extra shift in azimuth direction are the main focus in this subsection.



As free electrons are a dispersive medium, different frequencies of waves travel at different velocities in the ionosphere [85]. Therefore, a wave-front phase advance, induced by the gradients in the ionospheric electron density, is dependent on the carrier frequencies of the microwave signals. The zenith ionospheric advance (    δ   i o n o   z    ) in meters is given in Equation (6) [86], where TECs represents the total electron content along the propagation path in TECu, f is radar frequency in GHz, and 40.28 is a constant with the unit m3/s2 [87]. The ionospheric phase advance can be derived as Equation (7). In Equation (6), ionospheric advance is inversely proportional to the square of radar wave frequency due to the dispersive (frequency dependent) nature of the electrons [85]. As a result, L-band SAR systems are severely susceptible to ionospheric distortions owing to their low frequencies [88].


    δ   i o n o   z   = − 40.28 ×     T E C   s       f   2      



(6)






    ϕ   i o n o   = −   4 π   c   × 40.28 ×     T E C   s     f    



(7)







The errors resulting from ionospheric effect are determined by the spatiotemporal variations of TECs between two acquisitions, thereafter ∆TECs [89,90,91,92,93,94]. ∆TECs is strongly related to the ionization process as the stronger the process is, the more free electrons will be created in the ionosphere [95]. Also, when higher TECs is associated with stronger spatial variation, ∆TECs will be reasonably larger as well.



The ionization level is highest in the equatorial regions due to strong solar radiation resulting from small solar zenith angles and due to the equatorial anomaly resulting from the fountain effect [85,88,96]. As the solar zenith angle ascends with the increase in latitude, the ionization level decreases, so the variation of TECs in the mid-latitude regions is smaller and less variable (27; 41). When the latitude approaches the polar regions, the ionization process becomes active again due to the aurora effect, but the ionization level in the high-latitude regions is not as strong as in the equatorial regions [85,88].



In addition to geographic location that influences the ionization process in the ionosphere, other factors such as time of day, season, solar cycle, and geomagnetic activity are also strongly related to the ∆TECs [97,98]. A study was conducted to inspect the variation of TEC based on the observation data at Taoyuan, Taiwan (24.954°N, 121.165°E), from 2002 to 2014 [83]. According to their results, the following summarizes the variations of TEC: (1) The diurnal variation shows the lowest TEC happened at 5 a.m. (5.51 TECu) and the highest value between 2 p.m. and 4 p.m. local time (48.92 TECu); (2) the seasonal variation shows the lowest TEC between June and July (18 TECu) and between December and January (20 TECu), while the highest TEC is between March and April (33 TECu); and (3) the solar activity cycles, which happen around every 11 years, show the lowest TEC between 2008 and 2009 (10 TECu) and the highest TEC in 2002 (70–80 TECu). Although the observations in Taiwan from 2002 to 2014 cannot be generalized to the rest of the globe, the study provides the readers with a complete overview of different variations in terms of magnitude and fluctuations.



As the InSAR technique is often applied to image pairs with short time intervals, the diurnal variation is crucial. In order to limit the influence of the ionospheric effect, image acquisition in the morning hours is more desirable. Consider Sentinel-1: descending orbiting images are preferable to ascending orbiting images because descending orbiting images are acquired in the early mornings and ascending orbiting images in the late afternoons [88].



Another study arranged TEC characteristics of 47 pairs of Sentienl-1 ascending nodes from 2016 to 2017, in which the study area covered about 3° of latitudinal extent from 22°N to 25°N in Taiwan [99]. In this study, about 38.3% of image pairs obtain |∆TECs| of less than 2 TECu, 36.2% of image pairs obtain between 2 and 5 TECu, 17% of image pairs obtain between 5 and 10 TECu, and 8.5% of image pairs possess |∆ TECs| of more than 10 TECu. The numbers shown here are for reference purposes to showcase a rough reasonable range of ∆TECs. About 75% of image pairs have TEC variation within 5 TECu; thus, 0 to 5 TECu can be considered as a reasonable variation range for normal situations. However, it is clear that ∆TECs is highly variated, as stated in the previous paragraphs. So, one should be aware that this variation can drift to a certain degree depending on the geographical location, latitudinal extents, acquisition time, etc.



Table 3 organizes the impact of the spatiotemporal variation of 1 TECu at L-band, S-band, C-band, and X-band frequencies [28,83]. The third row demonstrates how many phase shifts would be generated by 1 TECu variation at different SAR frequencies. The calculation can essentially be achieved with Equation (7) with a small modification, changing   4 π   to   2 π   so the unit will be   2 π  , i.e., numbers of phase cycles. The variation of 1 TECu can result in 2.11   ×   2 π   phase cycles at L-band, 1.07   ×   2 π   at S-band, 0.5   ×   2 π   at C-band frequency, and 0.28   ×   2 π   at X-band frequency [28,83,85]. The fourth row displays the quantity of zenith ionospheric advances resulting from 1 TECu in millimeters. The values are calculated with Equation (6). The sign is negative because an increase in TEC leads to a phase advance [86]. The zenith ionospheric advance (    δ   i o n o   z    ) at L-band frequency is −250 mm, which is about 4, 19, and 61 times larger than at S-band, C-band, and X-band frequencies, respectively [85].



Figure 3 depicts the effect of TECu’s spatiotemporal fluctuation when it spans from 0 to 15 TECu. Note that the zenith advance (the right subplot) is shown in meters. When the variance is 15 TECu, the zenith advance is nearly 4 m in L-band, 1 m in S-band, and less than 0.25 m in C- and X-band.



Spatiotemporal ionospheric fluctuations can translate into notable height errors (pertaining to DEM generation) or deformation errors (pertaining to deformation mapping). This translation entails a multiplication of various contributing factors, as expounded upon in the work by Feng et al. [83]. For instance, with a perpendicular baseline of 200 m, even a modest 1 TECu of spatiotemporal fluctuation in the ionosphere can give rise to substantial errors in the measured topographic heights and surface displacements across different frequency bands. Feng et al. [83] quantified these effects and revealed errors of 445.92, 24.62, and 7.72 m in topographic heights, as well as 38, 2, and 0.7 cm in observed surface deformation at L-, C-, and X-band frequencies, respectively.



Although 1 TECu of variation could bring in devastating contamination for L-band sensors, the damage it causes on C-band sensors is not negligible either. Liao’s study [99] has shown that 75% of image pairs in that study have the |∆ TECs| within ±5 TECu. The range reaches up to 2.5 phase shifts and corresponds to 123.1 m of topographic height errors even at the C-band frequency. Other studies also have found that fringe patterns caused by ionospheric effects may be seen in some interferograms obtained with C-band Sentinel-1 and Radarsat images [88,100], especially when the latitudinal range of the study area is large (>50 km) and ionospheric anomalies are present [28,99]. Consequently, it is advised that in such cases, ionospheric advance should not be overlooked, even for C-band systems, and that ionospheric artifact correction be performed as an essential step during InSAR processing [88].




3.2.2. Tropospheric Delay


When radar waves travel through the troposphere, they are refracted and scattered by molecules as well as solid and liquid particles floating in the atmosphere. The refractivity index, N, deviates from unity (i.e., 1) owing to the polarizability of the molecules and the particles in the air [76]. Accordingly, the three terms that impact the refractivity inside the troposphere, including the hydrostatic term, moist term, and liquid term, may be generated based on the molecules and their polarizability [76,81,101]:




	
Hydrostatic term: The dry constituents (primarily non-polar nitrogen and oxygen molecules) have an induced dipole moment when interacting with radar microwaves. This means the molecules are polarized, and during the precise moment of polarization, the center of charges is displaced towards the direction of the electric field. Since sometimes the dry constituents include non-polar water vapor, the “hydrostatic delay” is a more precise term than “dry delay”, which is misleading [102].



	
Wet term: The wet constituents (mainly polar water vapor molecules) have an induced dipole moment when interacting with radar microwaves.



	
Liquid water term: the water molecules (polar liquid water molecules) have a permanent dipole moment when interacting with radar microwaves.








The three terms characterize the delays happening in the troposphere. Tropospheric delays are the addition of delays caused by the hydrostatic term and the wet term. The delay induced by the liquid water term causes liquid water delay (explain in Section 3.2.3). Unlike free electrons in the ionosphere, tropospheric media are nondispersive. Therefore, tropospheric delays are independent of the carrier frequency. The tropospheric phase can be written as Equation (8), where     z   1     is ground surface height, and   z   is the height of the tropopause (which varies spatially). As a reference, the tropopause in the tropics is about 17 km, at middle latitudes about 11 km, and in polar regions is about 9 km [84]. Although most tropospheric delays happen within the lower troposphere [102], the integral water vapor along the propagation path within the whole troposphere should be obtained to accurately calculate the tropospheric phase. Since the refractivity index N is a very small number, the value is scaled by a factor of 10−6 by definition [77]. Also, as the microwave propagates through the atmosphere along the slant range, the calculation of the delay should be multiplied by the reciprocal of the cosine of incidence angle.


    ϕ   t r o p o   = −   4 π   λ   ×     10   − 6       cos  ⁡  θ       ∫    z   1     z            k   1     P   T       h y d r   +       k   2   ′     e   T   +   k   3     e     T   2         w e t       d z  



(8)







Since microwave wavelengths are inherently sensitive to phase changes, the same amount of signal delay will produce larger phase shifts in short-wavelength sensors than in long-wavelength sensors. For instance, a phase variation caused by spatiotemporal variations of 40 mm/km can result in 2.6 phase cycles for X-band wavelength, 1.4 phase cycles for C-band wavelength, 0.67 phase cycles for S-band wavelength, and 0.3 phase cycle for L-band wavelength. Therefore, phase variations are inversely proportional to microwave wavelength. This calculation is achieved with Equation (9), by which we could convert the number of spatiotemporal variations in mm to the number of phase cycles. Figure 4 depicts the number of phase cycles produced when the spatiotemporal variation ranges from 0 to 120 mm/km. When the spatiotemporal variations are 120 mm/km, it causes eight times more phase shifts in the X-band than in the L-band.


  p h a s e   c y c l e = s p a t i o t e m p o r a l   v a r i a t i o n       m m   k m     ×   2   λ ( m m )    



(9)







Delay induced by the hydrostatic term is parameterized by total atmospheric pressure, and the resulting hydrostatic delay in zenith direction is defined by surface height (z0), latitude (Φ), and total surface pressure (Ps), given in Equation (10) [28,102,103]. The hydrostatic fringe pattern is smooth and the impact is minimal because the delay induced by the hydrostatic component is just a few millimeters throughout the entire interferogram. Since the spatial fluctuation of total surface pressure is negligible in flat terrain, the impact may be ignored if the frame is less than 50 km [28,43,77]. However, in regions with significant topography, the hydrostatic component is correlated with surface elevation, so the delay should not be ignored [25,104].


    δ   h y d r o   z   =   k   1   ×   10   − 6     287.053   9.784 ( 1 − 0.0026   cos  ⁡  2 Φ   − 0.00028   z   0   )     P   s    



(10)







The wet term is much more spatially variable compared to the hydrostatic term and is the dominant contributor for tropospheric delays. Therefore, precipitable water vapor (PWV) in millimeters is defined as integrated precipitable water vapor from the surface to the tropopause [102]. This is given by Equation (11), where ρ1 is density of liquid water (106 g/m3) and ρv is density of water vapor (kg/m2) [28]. To acquire the density of liquid water and water vapor, one needs temperature, pressure of water vapor, and saturation vapor pressure information. The zenith delay produced by the wet component is proportional to PWV [105,106], given by Equation (12) [28].


  P W V =   1     ρ   1       ∫    z   1     z      ρ   v     d z  



(11)






    δ   w e t   z   = 6.5 P W V  



(12)







Tropospheric delays are made up of a large range of phase variation between two acquisitions due to the fact that weather conditions can change rapidly and that both the wet and hydrostatic components are topographically dependent. In general, a typical range for tropospheric delay variation is between 8 and 64 mm, equivalent to a 0.3–2.3 phase shift for C-band sensors, but values can rise to more than 120 mm during extreme weather events such as storms, resulting in a large 4.2 phase shift on interferograms [28]. Obviously, tropospheric delay appears to have a significant influence on the observed phase changes. Therefore, it has been one of the most prominent InSAR subjects studied, and numerous correction strategies have been developed. To name a few, common correction methods include ground meteorological observations [103,107], GPS observations [102,108,109,110,111,112,113], weather models [114,115,116,117], and optical sensors [116,118,119].




3.2.3. Liquid Water Delay


In addition to dry neutral atmosphere and water vapor, there are also solid and liquid particles suspended within the atmosphere, such as ice crystals and liquid water droplets, which are the components of clouds [120]. When interacting with a radar wave, liquid water forms a secondary wave front owing to the dielectric medium, and subsequently the undisturbed and secondary wave fronts interfere with each other, resulting in a phase shift [28,76]. Consequently, the refractivity induced by the dielectric medium is related to the liquid water content W (g/m3) as well as the thickness of the cloud layer L (km) regardless of the shape of cloud droplets. The zenith liquid water delay (    δ   l i q   z    ) in mm is given in Equation (13) [28].


    δ   l i q   z   = 1.4 × W × L  



(13)







The variables W and L fluctuate according to different cloud types (see [120]: 131–133 for cloud classification). Since the values for W and L vary from different literature [28,76,121,122], we categorize two groups for simplification: nonprecipitating clouds and precipitating clouds (including drizzle and rain). Liquid water content for nonprecipitating clouds ranges between 0.1 and 1 g/m3, and for rain clouds, it can exceed 2 g/m3 [123]. To define the range of liquid water content for precipitating clouds, we set a general range of 0.5–3 g/m3 after referencing different literature [28,122,123]. As for the cloud layer, the vertical extent of the cloud could be up to 12 km for the most severe and extreme weather conditions such as thunderstorms [120]. The other values specified for the cloud layer column referenced [76]. Table 4 arranges the overall information and calculates the zenith liquid delay for each group. The zenith liquid water delay (    δ   l i q   z    ) is calculated based on the given range of liquid water content and cloud layer.



Non-precipitating clouds only induce up to 3 mm of liquid water delay. For situations such as lighter precipitation (drizzle or light rain), say W = 0.5–2 and L = 0.5–2, the resulting liquid delay is within 6 mm, which could produce a noticeable 0.2 phase cycle for C-band sensors and an unnoticeable 0.05 phase cycle for L-band sensors. More drastic situations are clouds of vertical developments where the extents extend to several kilometers in height, such as cumulus congestus and cumulonimbus. These clouds can produce heavy precipitation and are sometimes accompanied by lightning and thunder [120]. In such scenarios, say W > 2 and L > 8, liquid water could result in more than 20 mm of signal delay, corresponding to 0.7 phase shift for C-band sensors and 0.16 phase shift for L-band sensors. Although radar remote sensing is known for “seeing through” clouds and being operable during all weather conditions, and this is always considered one of its best merits over optical sensors, this does not mean that the effects of clouds and rain are negligible in all situations for radar measurements.



In the past, phase delay contributed from liquid water has rarely been considered mainly due to two reasons. First, it is assumed that condensed water such as clouds and precipitation do not exist in the atmosphere under the clear gas hypothesis [28]. Second, the contribution from liquid water delay is as little as only 1–5% of the amount of wet delay since the droplets are too small to cause much scattering [28,79]. However, it is apparent that this hypothesis is not realistic since clouds are an important and prevalent weather phenomenon. Moreover, although phase shifts caused by cloud droplets only produce limited signal delay in interferograms, it is only limited to the conditions of no precipitation. The delay caused by precipitation clouds could climb to a few millimeters, which can be influential for C-band and X-band sensors. In severe weather conditions, cumulus congestus clouds and cumulonimbus clouds can bring in more than 20 mm of delay and can be destructive.



In addition to the errors caused by the liquid water delay itself, ignoring the liquid water delay will lead to a slight overestimation in computing PWV because the refractivity caused by scattering will be interpreted as being caused by water vapor [79]. The value of overestimation is defined as a quarter of a function of rain rate (mm/h) and temperature (K; see Figure A-1 in [79]). For regions where the temperature is higher than 0 °C and the rain rate is lower than 16 mm/h, the overestimation of PWV is less than 5% [79]. Although the overestimation is subtle, it serves as an additional error source if liquid water delay is ignored.



To sum up, the signal delay of C-band sensors caused by liquid water is limited under good weather conditions, especially when no clouds are present in the atmosphere. In this case, liquid water delay can be ignored. Nevertheless, if the weather worsens with increased liquid water content and cloud layer (cloudy sky, drizzle, or light rain), liquid water delay should be considered based on the required accuracy of the application. If the weather condition is severe (strong precipitation or thunderstorm), the influence from liquid water delay must be considered. Note that clouds and precipitation also modulate the observed water vapor quantities, so water vapor concentration is relatively high. As a result, regardless of the weather condition, water vapor (the medium for wet delay) is always the most dominant driving force of the delays [28].



The errors caused by the medium along the propagation path is one of the most complicated and significant contributions. Here we summarize the sources of the artifacts that occur along the propagation path (Table 5).





3.3. Scatterer Movement (Ground Surface)


3.3.1. Scatterer Phase Shift


There are two kinds of changes in point scatterers within the time interval of two acquisitions: one is random motion in which the scatterers move independently from each other and are not spatiotemporally correlated; and the other is when the scatterers move in the same direction together [27,32]. The random movements create phase noise as a result of volume decorrelation or temporal decorrelation, as stated in Section 4. On the other hand, the latter circumstance introduces a systematic phase offset and is therefore classified as a systematic error.



A change in a point scatterer can relate to a change in its dielectric constant. This can be influenced by factors such as density, wetness, particle size, shape, and roughness [124]. These alterations cause variations in backscattering and, as a result, phase shifts. For example, if a soil swells by a few millimeters and the effect is visible from a radar sensor, the systematic change of the point scatterers would contribute extra phase shifts to the interferogram. Scatterer phase shift is rarely addressed as a systematic error source because of its minor contribution, but also because scatterer movement is frequently more random than being spatially correlated. For example, a field of vegetation acquired at two separate dates is likely to have larger volume decorrelation and temporal decorrelation, even if the plant or soil moisture change produced a slight phase shift.




3.3.2. Surface Movements


The other cause for a scatterer’s movement are small surface motions. This is the desired phase information for deformation mapping and undesirable phase information for topographic mapping. The traditional approach to calculating surface motion is the differential InSAR (DInSAR) technique, first proposed by Gabriel et al. [12]. Surface movements resolvable via the DInSAR method include (but are not limited to) volcanic/dike injections, land subsidence, glacier flow, and seismic deformation. The deformation phase component can be calculated by Equation (14), where   ∆ D   is the motion along the line-of-sight (LOS) direction. The translation from the number of fringes to the measured deformation is directly related to the sensor wavelength, as a phase cycle corresponds to displacement of half of the wavelength. Therefore, a fringe in an L-band interferogram means a deformation of 12.5 cm, in a C-band means a deformation of 2.8 cm, and in an X-band means a deformation of 1.55 cm (Table 6).


    ϕ   d e f o   =   4 π   λ   ∆ D  



(14)







Because these kinds of movements are spatiotemporally correlated, when such incidences happen, this will induce an additional phase shift to the total phase variation if the displacement happens along the LOS direction. However, as the magnitude of the displacements and the spatial scale of the incidences can vary widely, not every surface motion is detectable if it exceeds the limits of the deformation gradient and/or the spatial scale [46]. The detectable area is confined by five boundary lines: (1) upper gradient limit, (2) cycle-slicing limit, and (3) small-gradient limit are the boundary lines for the deformation gradient, while (4) pixel size limit and (5) swath width limit are for enclosing the detectable spatial ranges. The cost of exceeding the boundary lines could be as minor as not being able to detect the surface movements or the possibility of misinterpretation, but also could be as large as causing decorrelation or phase discontinuity. The following paragraphs will elaborate on the five boundary lines in detail.



The limit of upper deformation gradient comes from the constraint of phase variations within a pixel. The phase difference of one pixel between two SAR images must not exceed one fringe of a round trip range shift of one wavelength per pixel as a fundamental criterion for interferometry [46]. If the phase variation exceeds this limit, such as through abrupt changes in topography, the pixels will become incoherent. We could define the upper gradient limit using Equation (15), where fϕ is fringe frequency (cycle/m) given in Equation (4). The expression uses half of wavelength since one fringe corresponds to half of a wavelength’s displacement.


  U p p e r   g r a d i e n t   l i m i t =   f   ϕ   ×   λ   2    



(15)







To calculate the upper gradient limit, the critical baseline (Bc) should be applied to Equation (4). The critical baseline is given in Equation (16), where     B   R     is range single bandwidth in Hz. The definition of critical baseline could be understood from two perspectives. First, as seen from the imaging geometry, Bc is defined as the maximum permissible change in look angle between two acquisitions. The coherence necessary for effective InSAR analysis will be sustained as long as this angular value is not exceeded [32]. Second, as seen from the imaging plane, Bc is defined as the maximum phase change (2π, or a fringe) within a resolution cell [29,30]. The fringe frequency calculated with the critical baseline is formed in Equation (17). By putting Equation (17) back to Equation (15), we can derive the upper gradient limit as Equation (18). Consequently, to calculate the upper gradient limit for any sensor, information on the range single bandwidth and the wavelength of the sensor are required.


    B   c   =     B   R   R λ t a n ( θ − α )   c    



(16)






    f   ϕ , c   =   2   B   c     R λ t a n ( θ − α )   =   2   B   R   R λ t a n ( θ − α )   R λ t a n ( θ − α ) c   =   2   B   R     c    



(17)






  U p p e r   g r a d i e n t   l i m i t =   2   B   R     c   ×   λ   2   =     B   R   λ   c    



(18)







Following Equation (18), the calculations of the upper gradient limits for ERS-1, Sentinel-1, TerraSAR-X, and NISAR are presented in Table 7. The upper gradient limit for ERS-1 is 3 × 10−3, which meets the statements in Massonnet and Feigl [46]. This limit means that the displacement (in the range direction) is only detectable below 30 cm every 100 m. Since the range single bandwidth of Sentinel-1 are all larger than ERS-1, the upper gradient limit is about 2–4 times larger. In other words, Sentinel-1 is capable of measuring 2–4 times larger surface motions than ERS-1. TerraSAR-X has a shorter wavelength (X-band) but a much larger range single bandwidth (150 MHz and 300 MHz), resulting in higher upper gradient limits. NISAR has two distinct wavelengths: S-band, and L-band. Both wavelengths are intended to offer a wide variety of possible range bandwidths (10, 25, 37.5, 75 MHz for S-band; and 5, 20, 40, 80 MHz for L-band). We selected 75 MHz for S-band and 80 MHz for L-band sensors to show the maximum capability of detectable deformation for NISAR. The specification of NISAR could measure about-20-times-larger surface motion than ERS-1. It is evident from this table that radar satellite technology has evolved significantly over the past 30 years.



The lower gradient limit is characterized by two bottom lines: cycle-slicing limit and small-gradient limit. The upper gradient limit represents the maximum border of the phase change inside one pixel as one fringe, where the cycle slicing limit specifies the minimal phase change where incoherent noise within a pixel does not overwhelm the displacement information. In general, phase differences of less than one-tenth of a fringe are challenging to identify [46]. The cycle-slicing limit could be defined as Equation (19). Consequently, the cycle slicing limit is about 12.5 mm for L-band, 6 mm for S-band sensors, 2.8 mm for C-band, and 1.6 mm for X-band (Table 8). In other words, surface motion is detectable for C-band sensors if the motion is larger than 2.8 mm. Unlike the upper and lower gradient limits, the cycle-slicing limit is a fixed value for a sensor and does not vary with different spatial scales. Therefore, no matter how large or small the image frame is, the cycle-slicing limit for C-band sensors is around 2.8 mm. Wavelength is the decisive factor for the cycle-slicing limit. Longer wavelengths uplift the limit while shorter wavelengths lower it. Accordingly, the cycle-slicing limit of L-band sensors is about 4–5 times larger than that of C-band, meaning tiny surface displacements are less detectable for L-band. On the other hand, X-band possesses better sensitivity over small surface motions, with a cycle-slicing limit at 1.6 mm.


  C y c l e - s l i c i n g   l i m i t =   1   10   × f r i n g e =   1   10   ×   λ   2   =   λ   20    



(19)







The other bottom line is the small-gradient limit, which is formed because of the mixture of all long wavelength error sources. These sources include the flat-Earth phase, the uncertainty of orbital inaccuracies (orbital error), long wavelength atmospheric gradients, and long wavelength displacements [28,46]. Since the fringe patterns of the long wavelength signals are similar, the phase variation caused by long wavelength displacements can easily be misinterpreted as other longer wavelength errors [125,126]. For the application of deformation mapping, the similarities cause bias in the estimation of the correct deformation. For the application of topographic mapping, this leads to misinterpretation as well as problems of solving the errors correctly based on their sources. As defined by Massonnet and Feigl [46], the small-gradient limit that will cause misinterpretation is about 10−7. The value is unitless and it means long wavelength displacements need to be at least larger than 0.01 mm per 100 m to be distinguished from other long wavelength error sources. The value of 10−7 comes from 0.01 mm divided by 100 m.



The limits of the spatial scale are pixel size limit and swath width limit. The two limits restrict the spatial extent of observable displacement to the dimension as small as a pixel size but could also be as large as the swath width [46]. For example, a surface motion that is only 5 m wide in spatial scale is not detectable in a pixel size of 20 m. However, to observe a geophysical phenomenon, the spatial extent of the occurrence needs to be at least 200 m in the real world (corresponding to about 10 pixels). Thus, the pixel size limit is simply the spatial resolution and only depicts the physical constraint of the detectability of a sensor but is not enough for interpreting geophysical phenomena. The pixel size limit is about 20 m for both ERS-1 and Sentinel-1, about 3 m for TerraSAR-X in Stripmap mode, 16 m for TerraSAR-X in ScanSAR mode, and about 5–30 m for NISAR. Contrary to the pixel size limit, the swath width limit is the maximum detectable spatial limit. Displacements that occur at a scale larger than the width of a swath are not observable; thus, the swath width forms the maximum spatial detectability limit. This limit is 100 km for ERS-1 and about 83 km for a subswath of Sentinel-1, 30 km for TerraSAR-X in Stripmap mode, 100 km for TerraSAR-X in ScanSAR mode, and 240 km for NISAR. It is possible to merge three subswaths together for Sentinel-1 imagery, so the limit could be expanded to 250 km if the three subswaths are combined.



Figure 5 delineates the five detectability limits of ERS-1, Sentinel-1, TerraSAR-X (Stripmap mode and ScanSAR mode), and NISAR (S-band and L-band), modified from [28,46]. The light-yellow color (the area enclosed by the polygon) illustrates the detectable area. To be detected via interferometry and be coherent between two images, a signal needs to fall within the detectable area. Overall, since both ERS-1 and Sentinel-1 use C-band sensors, the boundary lines and detectable area are similar in their values and shape, but the upper gradient limit and swath width limit of Sentinel-1 are slightly larger than those of ERS-1. NISAR has apparently higher cycle-slicing limit because of their larger wavelengths, and this implies that they are relatively worse at detecting small motions. The swath width limit notably affects the actual size of the detectable area since it essentially symbolizes the size of the scan area of a swath. The plots display the x- and y-axes in log scale, so while the size of the region does not appear to change much, their true sizes are considerably different. The detectable area is about 15 km2 for ERS-1 and about 330 km2 for Sentinel-1. The subswath of the TerraSAR-X Stripmap mode is only 30 km, leading it to having the smallest detectable area of 7 km2, while the TerraSAR-X ScanSAR mode has a detectable area of 155 km2. NISAR has a much larger detectable area owing to its wide 240 km subswath. The detectable area for the NISAR S-band is 907 km2, and for L-band it is 1828 km2.



The characteristics of each limit are arranged in Table 9 for the reader’s information. The fourth column of Table 9 supplements the geophysical phenomenon that has the possibility of falling out of the detectable area according to [28,46].






4. Random Errors


Phase noises are represented as Δφnoise in Equation (1). Phase noise, also known as speckle noise, is the drawback of coherent SAR systems since the functionality of SAR systems relies on coherent scattered signals [45]. Figure 6 demonstrates the InSAR imaging geometry and the SAR signal in detail, where ∆R is the range difference between two acquisitions, H is satellite altitude, and h is topographic height. If the returning waves of both acquisitions oscillate “in phase”, the resulting signal is coherent. If the waves oscillate “out of phase”, the resulting signal is incoherent [127]. Therefore, the returned scattering information (s) recorded in each pixel from the first and second interferometric SAR image is composed of the coherent part (c) and the incoherent part (n), as expressed in Equation (20) [39,128]. Subscript 1 or 2 symbolizes the information acquired during the first and second acquisition.


          s   1   =   c   1   +   n   1           s   2   =   c   2   +   n   2          



(20)







To quantify phase noise and evaluate the quality of an interferogram, the complex correlation coefficient (γ) is defined as Equation (21) [28,36,39,128]. The magnitude of the correlation, i.e., |γ|, is often referred to as “coherence”, which can be used as a measure of phase noise [38]. In Equation (21), s* is the complex conjugate of s, and 〈∙〉 means ensemble average. For simplicity, γ is termed coherence hereafter.


  γ =         s   1     s   2   *              s   1     s   1   *         s   2     s   2   *         



(21)







Coherence is between 0 and 1. A coherence value equal to 0 indicates that the wave oscillation is fully out of phase; hence, there is no correlation at the given pixel between two SAR images. A coherence value equal to 1 indicates that the condition is completely coherent, and the signals are completely in phase. If the interferogram is covered by low-coherence pixels, they will obscure the useful information in the interferogram, by which the interferogram will start to be grainy, and the fringes will become unrecognizable [35,46]. This not only impedes the interpretation of interferograms but also presents difficulties in retrieving useful phase information and imposes adverse effects on phase unwrapping (PU).



Phase unwrapping is one of the most important steps in InSAR processing as it calculates the absolute phase values from the original wrapped phase [2,27,69,130]. The consequence of PU is decisive for the quality of the final InSAR results. However, PU is an error-prone process mainly due to the existence of phase noise and steep terrain slopes [28,131]. Current PU processing methods involve the path of integration, so the local errors caused by phase noise can easily propagate along the path of integration. If the InSAR processing continues after an erroneous PU calculation, the errors will again propagate throughout the rest of the InSAR workflow and will ultimately undermine the precision of the InSAR measurements. Coherence should be maximized in order to reduce phase noise and prevent PU errors.



Coherence is determined by several different correlation components. The temporal correlation (γtemp) describes the correlation induced by the temporal interval between acquisitions. The baseline correlation (γB) describes the correlation affected by different observing geometries. The volumetric correlation (γvolume) is the correlation influenced by the vertical extent of the scatterers. The noise correlation (γSNR) is the correlation influenced by receiver thermal noise inside of the radar system. The processing-induced correlation (γprocessing) is the correlation influenced by the InSAR processing procedures. Lastly, the doppler centroid correlation (γDC) is influenced by the displacement of the Doppler centroids between two images [28,32,36,38]. Coherence can be calculated as a product of all the aforementioned components, as shown in Equation (22) [30,32]. A critical range of coherence between 0.15 and 0.2 was proposed to judge if useful phase information could be retrieved from an interferogram [39,132]. When the coherence is above the critical range, phase information can be constructed, and the fringe pattern will become more recognizable and readable as the coherence increases. When the coherence lies within the range, it is possible to recover phase information but with higher risks of failure. It is likely not possible to retrieve phase information if the coherence value is below the range [39,132].


  γ =   γ   t e m p   ×   γ   B   ×   γ   v o l u m e   ×   γ   S N R   ×   γ   p r o c e s s i n g   ×   γ   D C    



(22)







Decorrelation, or loss of coherence, is more often used to discuss the physical reason why correlation decreases. It is defined as     δ   X   = 1 −   γ   X    , where X is the subscripts of each coherence component, i.e., temp, B, volume, SNR, processing, and DC [38]. An increased decorrelation value refers to an increased interferometric phase noise variance. The decorrelation sources are seen as the cause of random errors in the signal. The following paragraphs will elaborate on each decorrelation factor in more detail.



4.1. Temporal Decorrelation (    δ   t e m p    )


Repeat pass SAR systems are susceptible to any changes between two acquisitions [133,134]. That said, the time interval between the acquisitions is the primary factor that causes temporal decorrelation [32]. Everything (e.g., vegetation growth, weather) that can vary between acquisitions are secondary factors and will possibly induce temporal decorrelation. Temporal decorrelation would not occur without the existence of the time interval between two acquisitions. Therefore, it is a specific error cause for all repeat-pass InSAR systems. Once a time difference between two acquisitions exists, many conditions (e.g., changes in moisture, turbulence) will change at various degrees depending on how long the time interval is and the wavelength of the SAR sensor.



The potential changes during the time interval include weather conditions, scatterer movements, surface movements, and surface type. Because the majority of the changes between time intervals are systematic, they do not contribute to temporal decorrelation but are regarded as systematic error causes [32]. For example, a change in weather condition could contribute to atmospheric phase shifts, scatterer motions may be systematic or random, and surface movements often generate systematic phase shifts. Surface type, on the other hand, is the element that reveals how much a specific land cover type varies over time, resulting in loss of coherence. As a result, temporal decorrelation is frequently expressed as the result of the combination of time interval and surface type [28].



Temporal decorrelation can be seen as a function of land cover types owing to different physical properties [32,135]. Urban regions and forested areas are two of the most prevalent examples. Urban areas are less susceptible to temporal decorrelation because buildings are theoretically immobilized and remain stationary for long periods of time. In contrast, vegetated landscapes are more affected by temporal decorrelation due to the subtle movement of the leaves as well as the natural growth cycles of vegetation. Vegetated canopies are also subject to volumetric decorrelation, which makes it more difficult to inspect and quantify temporal decorrelation in vegetated areas [32,136,137,138]. Consequently, it is often suggested to prevent selecting vegetated areas as study sites to simplify the error sources and to enhance the overall coherence.



The triggers that activate these temporal changes on the land surface include wind, precipitation, seasons (phenology and cultivation cycles), anthropogenic activities (e.g., agriculture and construction), and natural hazards (e.g., landslides, eruption, floods). These triggers transform the landscape at varying scales [135]. Also, since their occurrences are stochastic and non-stationary, temporal decorrelation is the most challenging decorrelation component to be modeled and analyzed. Several studies have tried to model temporal decorrelation [32,137,139,140,141]. The significance of understanding, analyzing, and modeling temporal decorrelation is not only in separating different sources of decorrelation but also in benefiting change detection studies for natural hazard assessment [142,143,144].



Despite the complexity involved in quantifying temporal decorrelation, it is one of the most essential contributions for random noise as the coherence decreases rapidly when the time interval increases. This is especially true if the physical properties of the land cover type allow for the temporal triggers discussed above (e.g., natural surface). Therefore, a shorter time interval is necessary to limit the influence of temporal decorrelation. Braun [57] demonstrated the influence of temporal decorrelation on Sentinel-1 imagery. The study has shown that an increase in temporal baseline from 6 to 18 days results in a mean coherence loss of 19.2%. The largest coherence decrease occurred in non-forested vegetation areas (i.e., 30.6%), then in agricultural regions and water bodies (i.e., 20%), while the coherence in urban regions remained above 0.5 [57].



Given the same surface change over a period of time, temporal decorrelation occurs with varying severity for each SAR sensor. A longer wavelength platform is less sensitive to small changes of scattering properties, so L-band and S-band sensors are less susceptible to temporal decorrelation, while C-band and X-band sensors are easily contaminated by phase noises caused by temporal decorrelation [28,32,34,39,145,146,147]. Zebker and Villasenor [32] showed that to achieve complete decorrelation, it requires 10 cm RMS motion of scatterers for L-band sensors, while it only needs 2–3 cm for C-band sensors. That said, it is about four times easier for C-band sensors to completely lose coherence than L-band sensors.




4.2. Baseline/Geometric/Spatial Decorrelation (    δ   B    )


The antenna separation between two repeat SAR acquisitions in space is the baseline of the SAR geometry, and the orthogonal vector of which to the look direction is called the perpendicular baseline (see Figure 6 for InSAR imaging geometry and perpendicular baseline). The difference in two viewing geometries provides the opportunity to observe the topography since the backscattered radar wave contains a different ground reflectivity spectrum for each observation [127]. The reflectivity spectrum difference is defined by a shift and stretch of the imaged terrain spectrum; i.e., the identical spectral components in the first spectrum have a frequency shift in the second spectrum [127]. This is the frequency shift (or spectral shift) that causes decorrelation. The longer the perpendicular baseline, corresponding to a larger spectral shift, the lower the correlation between two SAR images. Once the shift exceeds the range single bandwidth (denoted as BR), the two images will be completely decorrelated because of the zero overlap between two spectrums. With this restraint, the critical baseline (Bc, see Equation (16)) is defined as the maximum effective baseline where the overlap and correlation exist.



The length of the perpendicular baseline is one major factor that causes a frequency shift in the range direction. However, there are minor factors that could also lead to frequency shifts (e.g., steepness of the terrain slope and the gradient of the surface displacements) [28]. We mentioned that steep terrain slopes are a major contributor to the loss of coherence; here, we demonstrate why: steep slopes increase the spectral shift, resulting in less overlap. To consider the influence of terrain slope (α) on frequency shift (∆f), Gatelli [127] has demonstrated that spectral shift is a function of the local angle (Equation (23)). Terrain slope ranges from −90° to 90°, where the positive angles (α = 0°~90°) mean that the slope is facing the sensor, and the negative angles (α = −90°~0°) mean a backslope relative to the sensor. Equation (23) shows that ∆f is dependent on perpendicular baseline, local terrain slope, and incident angle. Suppose the perpendicular baseline is fixed (−600 m for ERS-1 as a reproduction of Gatelli [127], and −100 m for Sentinel-1 as a reasonable value for using Sentinel-1), the relationship between the local terrain slope and the frequency shift can be visualized (Figure 7). The parameters used for the ERS-1 frequency shift calculation are retrieved from Gatelli [127], and the parameters set for Sentinel-1 (IW1, IW2, and IW3), TerraSAR-X (Stripmap mode and ScanSAR mode), and NISAR (S-band and L-band) are selected within their reasonable range (Table 10). With the frequency shift calculated from Equation (23), one could derive the coherence for baseline term by Equation (24).


  ∆ f = −   c   B   ⊥     R λ t a n ⁡ (   θ   i n c   − α )    



(23)






    γ   B   = 1 −     ∆ f     B   R        



(24)







Frequency shift is directly related to the overlap between two spectra. When the frequency shift (the black curves in Figure 7) equals 0 (indicated by the horizontal black dashed line), the overlap is 100%. However, when the frequency shift matches the range single bandwidth (indicated by horizontal red dashed lines), the overlap is 0. Once the frequency shift exceeds the range single bandwidth, i.e.,   ∆ f >   B   R    , there is no overlap in the range direction between both the primary and secondary images. This implies a complete loss of correlation between the two images, i.e., γB = 0. The frequency shift can surge to infinity when the local terrain slope approaches the incident angle (indicated by the vertical black line). Blind angles (pink background) are local slope angles close to the incidence angle that cause the frequency shift to exceed the range single bandwidth. Baseline decorrelation occurs within this local slope range [127]. ERS-1 has the broadest blind angle range (about incidence angle   ± 14 °  ), owing to its extremely low-range single bandwidth (16 MHz). This suggests that ERS-1 (with the given parameters) is the most vulnerable to geometric decorrelation. Note that the blind angles in subplots (b), (c), (d), (g), and (h) are quite narrow (about incidence angle   ± 0.5 °  ), making them less noticeable, but they do exist.



In addition to range single bandwidth, the other most influential factor that impacts the blind angle range is the perpendicular baseline. Figure 8 demonstrates the frequency shift plot with NISAR S-band parameters at varying perpendicular baselines (i.e., −500 m, −1000 m, −5000 m, and −10,000 m). When the perpendicular baseline increases, so does the blind angle range, and the frequency shift curve becomes more rounded. When comparing the −500 m (Figure 8a) and −10,000 m (Figure 8d) scenarios, the frequency shift remains very close to zero until the local terrain slope approaches the incidence angle when the perpendicular baseline is −500 m. In contrast, the frequency shift rapidly increases as the slope increases when the perpendicular baseline is −10,000 m. This shows that baseline correlation is more likely to reduce under longer perpendicular baselines. Therefore, coming back to Figure 7, Sentinel-1 and NISAR L-band are two SAR system designs that are less likely to experience geometric decorrelation due to their narrower perpendicular baselines. We note that other systems can have wider blind angles when their baselines are higher than the values set for the derivation of this figure (i.e., Table 10).



The third factor that influences the blind angle is wavelength. Large wavelengths can obtain narrower blind angles, while short wavelengths lead to wider blind angles. This is the main reason why TerraSAR-X shows a noticeably larger range of blind angles despite its significantly larger single-range bandwidth. The range of blind angles in subplot (e) is about incidence angle   ± 3 °  , and in subplot (f), it is about incidence angle   ± 2 °  .




4.3. Volume Decorrelation (    δ   v o l u m e    )


The baseline decorrelation (previous subsection) was derived with an assumption that the returned signal comprised only surface scattering (Figure 9 Left) [30,36,127,148]. However, different media are more conductive to volume scattering (e.g., vegetation, sand, and icy terrain) (Figure 9 Right) [30,36,127,149,150].



The ability of the radar signal to penetrate the ground surface is determined by the incident wavelength as well as the dielectric constant of the scattering medium. The vertical vector (∆z) of the penetration within a resolution cell causes dispersion of the scatterers [69], so the vertical vector is the decisive factor for volume decorrelation. As the backscatter phase from a given pixel is extended over a larger projected area along the vertical vector, a thicker scattering layer leads to more severe loss of coherence until it reaches a critical thickness (∆zc). This is defined in Equation (25), where volume correlation becomes 0 (Equation (26)) [36,127].


  ∆   z   c   =   λ R   sin  ⁡  θ     2   B   ⊥      



(25)






    γ   v o l u m e   = s i n c (   ∆ z   ∆   z   c     )  



(26)








4.4. Noise Decorrelation (    δ   S N R    )


Noise decorrelation is related to the signal-to-noise Ratio (SNR) [32]. The SNR is calculated by the ratio of the target signal (S) to noise power (N, Equation (27)) [32]. The noise contribution of this term mainly comes from receiver thermal noise and jammer noise [151]. Receiver thermal noise is formed when the temperature of the internal radar receiver interferes with the target signal. Jammer noise introduces noise into the radar receiver through the antenna and interferes with the target signal [151,152]. Both receiver thermal noise and jammer noise reduce SNR and cause difficulty in detecting target signals. Low SNR values result in decreased coherence or high decorrelation (Equation (28)). SNR over the entire radar image is not necessarily uniform and is spatially variable over the scene. This variability is dependent on the strength of the backscattered signal. For example, noise decorrelation is dominant in radar shadow areas as no signal is returned from these areas. Therefore, the correlation in shadow areas is zero.


  S N R =   S   N    



(27)






    γ   S N R   =   1   1 +   S N R   − 1     = 1 −   1   1 +   N   S      



(28)








4.5. Processing-Induced Decorrelation (    δ   p r o c e s s i n g    )


Processing-induced decorrelation differs from all other error causes identified thus far. The errors in the aforementioned scenarios are caused by the sensor, orbit positioning, propagation path, or surface/scatterer motion. Processing-induced decorrelation is introduced during InSAR processing. The two most prevalent forms are interpolation error and coregistration error.



Resampling is the first step in InSAR processing which helps to coregister the first image onto the second one. To resample radar images, an interpolation kernel is applied for the purpose of convolution. Different interpolation kernels create aliasing terms at varying scales and are treated as interpolation noises [153] which reduce coherence.



Coregistration is one of the most important steps in InSAR processing. In this step, two radar images are aligned so that an interferogram can be properly generated in subsequent steps. Good alignment symbolizes optimal coherence conditions. On the other hand, misalignment reduces coherence. A shift of an entire resolution cell will result in a complete loss of coherence since it means there is no overlap within the resolution cells between the two radar scans. Consequently, subpixel coregistration accuracy is required to obtain coherent interferometric products.



As the algorithms applied for InSAR processing have been developed for several decades, the interpolation error and coregistration error are subtle enough to be ignored. For example, the cubic convolution method can achieve mean total coherence at over 0.99, and a coregistration accuracy of 0.1 resolution cell can achieve a mean total coherence at 0.96 [28]. For the equations to calculate mean total coherence, one can reference Hanssen [28].




4.6. Doppler Centroid Decorrelation Decorrelation (    δ   D C    )


Doppler centroid decorrelation is the equivalent of geometric decorrelation but in the azimuth (or along-track) direction [28]. Doppler centroid (fDC) is related to the frequency of the azimuth beam center. Ideally, the Doppler centroid is zero. However, due to the Earth’s rotation, the center of the illuminating beam on the ground varies while the satellite is orbiting. The difference of Doppler centroid (∆fDC) between the primary and secondary images would cause a mismatch of two spectrums in the azimuth direction, and a lack of spectrum overlap will reduce the coherence (γDC), thereby resulting in Doppler centroid decorrelation [55]. Similar to geometric decorrelation, the coherence factor γDC decreases as the difference of Doppler centroid increases (e.g., Equation (29), where BA is the bandwidth in azimuth direction) [28].


    γ   D C   =       1 −     ∆   f   D C       B   A           ∆   f   D C       ≤   B   A         0     ∆   f   D C     >   B   A          



(29)







One way to avoid Doppler centroid decorrelation is by filtering the bursts of two images to a common bandwidth which is known as azimuth spectral shift filtering (or azimuth filtering). The drawback of this method is that the azimuth resolution is downgraded [55]. However, Doppler centroid decorrelation generally creates a very limited coherence drop due to that the advanced attitude steering capabilities of modern spaceborne satellites. The yaw-steering mode applied on ERS-1/2 back in 1991 was already capable of minimizing the effect of Doppler centroid decorrelation without azimuth filtering [28,154]. The zero-Doppler attitude steering mode that is applied during Sentinel-1 operation is a significant improvement from the ERS-1/2 era as the zero-Doppler attitude steering mode combines yaw-steering with an additional pitch-steering to reduce the Doppler centroid to 0 Hz. Studies have assessed and proven that Sentinel-1 possesses an excellent attitude steering system, which means no azimuth filtering is necessary unless pre-processed SLC images are used or many interferograms need to be stacked [28,55].





5. Conclusions


In this paper, we have provided a comprehensive review of the error budget within the InSAR processing technique. Our aim was to address two critical issues: the lack of thorough discussion about each error source and their influence on InSAR-derived products; and the difficulty for novices in grasping the intricate mathematics and signal processing knowledge associated with InSAR workflows. We classified InSAR-related errors into two main categories, namely, intrinsic height errors and location-induced errors, with further subdivisions into systematic and random errors for intrinsic height errors. Our focus primarily revolved around systematic and random errors and their impact on InSAR-derived topographic and deformation products. Throughout the paper, we strived to make the content easily understandable by using plain language, fundamental mathematical concepts, and numerical and visual comparisons. We have also emphasized the influence of radar wavelengths by comparing different SAR bands. These include L-band, S-band, C-band, and X-band, using representative SAR platforms as examples (i.e., ERS-1, Sentinel-1, TerraSAR-X, and the upcoming NISAR mission).



In conclusion, this review provides valuable insights into the error sources of InSAR processing and their implications for the accuracy of derived products. By offering an organized, comprehensive, and easily understandable discussion, we hope to bridge the gap between technical and non-technical audiences, thereby making InSAR more accessible to a wider range of readers and data users. Additionally, we acknowledge that there may be error sources not covered in this work, and we encourage further exploration in future research. Some minor error sources that were not included in this paper incluide approximation errors, some InSAR processing constants, as well as terms that are minimal and neglected (e.g., Faraday rotation). Moreover, the most important error which merits further discussion stems from phase unwrapping (PU), which results from phase noise. Compared to systematic errors, it is much more complicated to formulate how random errors hinder the PU process, lead to further PU errors, and jeopardize the overall accuracy of the InSAR-derived products. Further, PU is another topic that has been heavily discussed in the InSAR literature since the 1970s. The advances in different PU methods can help to solve the current error-prone PU problem and help track how phase noise introduces error into the final InSAR products.



Overall, this paper contributes to the existing body of knowledge on InSAR processing by shedding light on the error budget and facilitating a deeper understanding of the challenges involved. We believe that our efforts will aid both researchers and InSAR practitioners in improving the accuracy of their InSAR-derived data products, ultimately advancing the applications and potential of this valuable remote sensing technique.
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Figure 1. The structure of the error sources with their respective sections in this article. 
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Figure 2. Geometric distortion (or geo-location error) of imaging radar systems (modified from [28], Figure 2.9, and [50] Figure 2.4). Radar echoes are recorded between each concentric circle segment. The two darker concentric circle dashed lines represent the near range and far range, respectively. θ is the incidence angle and α is the local terrain slope. The three types of geometric distortion are shown in red (foreshortening), green (layover), and blue (shadow) separately. 
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Figure 3. The impact of the spatiotemporal variation of 0 to 15 TECu at L-band, S-band, C-band, and X-band frequencies. The left subplot shows how many phase shifts would be generated at the given TEC variation (modified from [83]). The right subplot shows how much zenith advance in meters is caused at the given TEC variation. The sign is negative because an increase in TEC leads to a phase advance. 






Figure 3. The impact of the spatiotemporal variation of 0 to 15 TECu at L-band, S-band, C-band, and X-band frequencies. The left subplot shows how many phase shifts would be generated at the given TEC variation (modified from [83]). The right subplot shows how much zenith advance in meters is caused at the given TEC variation. The sign is negative because an increase in TEC leads to a phase advance.



[image: Remotesensing 16 00354 g003]







[image: Remotesensing 16 00354 g004] 





Figure 4. The impact of the spatiotemporal variation in the troposphere at L-band, S-band, C-band, and X-band wavelengths. The tropospheric effect has a significantly larger influence on shorter-wavelength sensors. 
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Figure 5. Detectability for surface movements for (a) ERS-1, (b) Sentinel-1, (c) TerraSAR-X Stripmap mode, (d) TerraSAR-X ScanSAR mode, (e) NISAR S-band, and (f) NISAR L-band, modified from [28,46]. The y-axis shows the magnitude of the surface movements in the range direction, which can be translated to phase gradients. The boundary lines for the magnitude of the surface movements include upper gradient limit, cycle-slicing limit, and small gradient limit, demonstrated in dashed light blue lines. There are three upper gradient limits for Sentinel-1. From top to bottom, they represent the limit of swath 1, swath 2, and swath 3, respectively. The cycle-slicing limit is defined as λ/20, as mentioned in Equation (19). The x-axis shows the spatial scale from 1 m to 106 m. The spatial limitation is characterized by the pixel size limit and the swath width limit, demonstrated by dashed light-gray lines. There are three swath width limits for Sentinel-1. From left to right, they represent the case of using one subswath, two subswaths, and three subswaths, respectively. The light-yellow background color illustrates the detectable area. 
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Figure 6. Imaging geometry of interferometry SAR, revised from [129]. 
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Figure 7. Frequency shift as a function of the local terrain slope in the case of ERS-1, Sentinel-1 (IW1/IW2/IW3), TerraSAR-X (Stripmap mode and ScanSAR mode), and NISAR (S-band and L-band). The horizontal red dashed lines symbolize the range single bandwidth. The pink background color shows the blind angle area where the frequency shift exceeds the single range bandwidth. The slopes within the blind angle area (pink) will directly lead to a complete loss of coherence (decorrelation). The light yellow, light green, and light gray background colors represent the area of angles where layover, foreshortening, and shadow occurs, respectively. The area without a colored background means the terrain slope is not subject to the influence of geometric decorrelation (blind angle area) nor geometric distortion (layover, foreshortening, and shadow). 
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Figure 8. Frequency shift as a function of the local terrain slope in the case of NISAR S-band with four different perpendicular baselines (−500 m, −1000 m, −5000 m, and −10,000 m). The colored lines and regions in these subplots follow the same meanings as in Figure 7. 
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Figure 9. Illustration of volume decorrelation. A stands for antenna. The subscript 1 and 2 symbolize the first and second acquisition. ∆z is the vertical vector of the scattering layer. B is baseline between A1 and A2. B⊥ is perpendicular baseline. (Left) Interferometry viewing geometry with the assumption that the returned signal is only comprised of surface scattering. (Right) Interferometry viewing geometry which considers the influence of a scattering layer. 
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Table 1. Range of perpendicular baseline and height ambiguity for different satellite operations [57,60].
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	Satellite
	Band
	Range of Perpendicular Baseline (m)
	Range of Height Ambiguity (m)





	TerraSAR-X/TanDEM-X
	X
	10–4000
	0.7–1000



	ERS-1/ERS-2
	C
	75–400
	20–120



	ERS/ENVISAT
	C
	1650–2050
	3–15



	Radarsat
	C
	100–1400
	5–300



	Sentinel-1
	C
	10–150
	60–2000










 





Table 2. Range and azimuth uncertainties of the velocity gradients caused by orbital errors for each satellite in mm yr−1 100 km−1 (modified from [75]).
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	Satellite Operation
	Launch Year
	Range Uncertainties
	Azimuth Uncertainties





	ERS
	1991
	1.5
	<1.5



	ENVISAT
	2002
	0.5
	<1.5



	TerraSAR-X
	2007
	0.2
	<0.5



	Sentinel-1
	2014
	0.2
	<0.5










 





Table 3. The impact of 1 TECu spatiotemporal variation in the ionosphere at L-band, S-band, C-band, and X -band frequencies (modified from [83]).
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	L-Band
	S-Band
	C-Band
	X-Band





	Wavelength (mm)
	250
	120
	56.6
	31



	Frequency (GHz)
	1.27
	2.5
	5.41
	9.65



	Phase cycles (2  π  )/∆TECu
	2.11
	1.07
	0.5
	0.28



	    δ   i o n o   z     (mm)/∆TECu
	−250
	−64.45
	−13.76
	−4.33










 





Table 4. Calculation for zenith liquid delay for two groups: nonprecipitating clouds and precipitating clouds (reference the parameters from [28,120,123].
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	Group
	Cloud Types
	Liquid Water Content (g/m3)
	Cloud Layer (km)
	Zenith Liquid Delay (mm)





	Non-precipitating clouds
	Cirrus, altostratus, altocumulus, stratus, cumulus, stratocumulus
	0.1–1
	0.5–2
	0.07–2.8



	Precipitating clouds
	Nimbostratus, cumulus congestus, cumulonimbus, altostratus, stratus
	0.5–3
	0.5–12
	0.35–50.4










 





Table 5. Summary of the sources of errors that occur along the propagation path.
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Category

	
Ionospheric Advance

	
Tropospheric Delay

	
Liquid Water Delay




	
Hydrostatic Delay

	
Wet Delay






	
Atmospheric Layer

	
Ionosphere

	
Troposphere

	
Troposphere

	
Troposphere




	
Medium

	
Free electrons

	
Primarily nitrogen and oxygen

	
Water vapor

	
Liquid water droplets




	
Dispersive/Nondispersive

	
Dispersive

	
Nondispersive

	
Nondispersive

	
Mainly nondispersive




	
Influence of an increased medium

	
Decreased observed range

	
Increased observed range

	
Increased observed range

	
Increased observed range




	
Phase delay/advance

	
Phase advance

	
Phase delay

	
Phase delay

	
Phase delay




	
Interaction between radar wave and the medium

	
No

	
Refraction

	
Refraction

	
Forward scattering




	
Polarizability

	
Faraday rotation

	
Non-polar (induced dipoles)

	
Non-polar (induced dipoles)

	
Polar (permanent dipole moment)











 





Table 6. The translation from number of fringes to the measured deformation.
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Symbol

	
Meaning

	
L-Band

	
S-Band

	
C-Band

	
X-Band






	
   λ   

	
Wavelength (cm)

	
25

	
12

	
5.6

	
3.1




	
Deformation (cm/fringe)

	
12.5

	
6

	
2.8

	
1.55











 





Table 7. Calculation for the upper gradient limit (ERS-1, Sentinel-1, TerraSAR-X, and NISAR).
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Symbol

	
Meaning

	
ERS-1

	
Sentinel-1




	
IW1

	
IW2

	
IW3






	
c

	
Light velocity (m/s)

	
3 × 108

	
3 × 108

	
3 × 108

	
3 × 108




	
   λ   

	
Wavelength (m)

	
0.0566

	
0.0555

	
0.0555

	
0.0555




	
     B   R     

	
Range Single Bandwidth (Hz)

	
16 × 106

	
56.5 × 106

	
48.3 × 106

	
42.8 × 106




	
Upper Gradient Limit

	
3 × 10−3

	
10.5 × 10−3

	
8.9 × 10−3

	
7.9 × 10−3




	
Surface movement (cm)/spatial scale (m)

	
30/100

	
105/100

	
89/100

	
79/100




	
Symbol

	
Meaning

	
TerraSAR-X

	
NISAR




	
Stripmap Mode

	
ScanSAR and SpotLight Mode

	
S-Band

	
L-Band




	
c

	
Light velocity (m/s)

	
3 × 108

	
3 × 108

	
3 × 108

	
3 × 108




	
   λ   

	
Wavelength (m)

	
0.0311

	
0.0311

	
0.126

	
0.238




	
     B   R     

	
Range Single Bandwidth (Hz)

	
150 × 106

	
300 × 106

	
75 × 106

	
80 × 106




	
Upper Gradient Limit

	
15.55 × 10−3

	
31.1 × 10−3

	
31.5 × 10−3

	
63.47 × 10−3




	
Surface movement (cm)/spatial scale (m)

	
155.5/100

	
311/100

	
315/100

	
634.7/100











 





Table 8. Range of list of symbols and their corresponding values for each satellite (calculation for cycle-slicing limit).
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Symbol

	
Meaning

	
L-Band

	
S-Band

	
C-Band

	
X-Band






	
   λ   

	
Wavelength (mm)

	
250

	
120

	
56

	
31




	
Cycle-Slicing Limit (mm)

	
12.5

	
6

	
2.8

	
1.6











 





Table 9. Five boundary lines of detectable area and their characteristics.
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	Boundary Line
	Restriction
	Risks If Limit Exceeded
	Phenomena That Might Fall Out of Boundary Line





	Upper gradient limit
	Magnitude of surface movements
	Decorrelation or phase discontinuity
	Volcano eruption, fault rupture, catastrophic earthquake



	Cycle-slicing limit
	Magnitude of surface movements
	Not detectable
	Minor earthquake



	Small-gradient