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Abstract: Seagrasses, rooted aquatic plants growing completely underwater, are extremely important
for the coastal ecosystem. They are an important component of the total carbon burial in the ocean,
they provide food, shelter, and nursery to many aquatic organisms in coastal ecosystems, and they
improve water quality. Due to human activity, seagrass coverage has been rapidly declining, and
there is an urgent need to monitor seagrasses consistently. Seagrass coverage has been closely
monitored in the Chesapeake Bay since 1970 using air photos and ground samples. These efforts are
costly and time-consuming. Many studies have used remote sensing data to identify seagrass bed
outlines, but few have mapped seagrass bed density. This study used Sentinel-2 satellite data and
machine learning in Google Earth Engine and the Chesapeake Bay Program field data to map seagrass
density. We used seagrass density data from the Chincoteague and Sinepuxent Bay to train machine
learning algorithms and evaluate their accuracies. Out of the four machine learning models tested
(Naive Bayes (NB), Classification and Regression Trees (CART), Support Vector Machine (SVM), and
Random Forest (RF)), the RF model outperformed the other three models with overall accuracies
of 0.874 and Kappa coefficients of 0.777. The SVM and CART models performed similarly and NB
performed the poorest. We tested two different approaches to assess the models” accuracy. When we
used all the available ground samples to train the models, whereby our analysis showed that model
performance was associated with seagrass density class, and that higher seagrass density classes
had better consumer accuracy, producer accuracy, and F1 scores. However, the association of model
performance with seagrass density class disappeared when using the same training data size for each
class. Very sparse and dense seagrass classes had replacedhigherbetter accuracies than the sparse
and moderate seagrass density classes. This finding suggests that training data impacts machine
learning model performance. The uneven training data size for different classes can result in biased
assessment results. Selecting proper training data and machine learning models are equally important
when using machine learning and remote sensing data to map seagrass density. In summary, this
study demonstrates the potential to map seagrass density using satellite data.
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1. Introduction

Seagrasses are rooted aquatic plants that grow completely underwater and are ex-
tremely important for coastal ecosystems. Seagrass meadows accumulate organic carbon at
an annual rate of 83 gC m~2 yr~!, which is larger than what most terrestrial ecosystems
accumulate [1]. Despite only being a relatively small area of the coastal ocean, they are a
significant component of the total carbon burial in the ocean, amounting to a global carbon
burial rate of 27~44 TgC yr~! (10-18% of total carbon burial in the ocean) [2]. A large-scale
study investigating Bahamian seagrass carbon stocks and sequestration rates showed that
the mapped Bahamian seagrass extent covers an area up to 46,792 km?, translating into
a carbon storage of 723 Mg C and a sequestration rate of 123 Mt CO; annually, equaling
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about 68 times the amount of CO; emitted by the Bahamas in 2018 [3]. Seagrass meadows
also provide important ecosystem services. Firstly, seagrass canopies act as filters, mean-
ing organic matter from other sources accumulates in the sediments in the meadows [4].
Additionally, the plants efficiently remove excess nitrogen and phosphorus from coastal
waters [5]. Furthermore, seagrass ecosystems reduce the water’s exposure to bacterial
pathogens and improve water quality [6]. Finally, seagrasses also provide food and shelter
to many aquatic organisms in coastal ecosystems, from tiny invertebrates to large fish,
crabs, turtles, marine mammals, and birds. A change in seagrass density and types impacts
sea creature habitats and the population of these sea creatures [7]. For example, in the last
decade, the Chesapeake Bay has experienced a shift in seagrass species from eelgrass to
widgeon grass due to anthropogenic impacts. This shift results in a seagrass emergence
time shift from eelgrass emergence in early spring to widgeon grass emergence in summer.
This emergence time shift impacts the population density of species such as blue crabs and
black sea bass, which need seagrass habitats when they migrate into the bay during the
spring months [7].

Despite the high economic value provided by the aforementioned ecosystem services,
seagrass extent is in global decline due to a range of factors, including alterations in coastal
habitats [8-10]. Nearshore marine ecosystems are experiencing an increase in human
impact which is deteriorating water quality in coastal regions [9,11]. Across the globe,
there has been a dramatic decrease in seagrass extent due to anthropogenic impacts, which
has resulted in the loss of seagrass ecosystem services [12]. This human activity results in
rapidly disappearing seagrass, and about 29% of the known areal extent has disappeared
since seagrass areas were initially recorded in 1879. Seagrass meadow area is therefore
potentially being lost at an estimated average global rate of 1.5% per year [8]. A recent study
over seven seagrass bioregions at the global scale found an overall 19.1% loss of the total
area surveyed since 1880 [9]. However, the true extent of seagrass loss remains uncertain
due to estimates of the global seagrass extent being unknown [13]. Seagrass losses are
expected to continue, emerging as a pressing challenge for coastal management. Active
restoration efforts are being conducted in the US [14,15], Australia, and New Zealand [13]
with some success. Monitoring the loss and recovery of the meadows globally is critical
due to a lack of in situ data.

The decline of seagrass density can lead to fragmentation and potentially permanent
habitat loss. As seagrass density decreases, the habitat complexity decreases, meaning
seagrass beds are less suitable for many animal life stages, including vulnerable life stages
such as juveniles seeking to avoid predation. For example, studies showed juvenile crab
density was a positive exponential function of seagrass density at a broad spatial scale in
Chesapeake Bay [16,17]. Additionally, many marine species, such as dugongs, manatees,
and sea turtles, depend directly on these habitats for food [18]. Seagrass density is also
associated with fish abundance [19] and benthic biodiversity of bacteria and macroinverte-
brates [18]. The faunal community species diversity and richness were significantly higher
in high-cover seagrass than in low-cover seagrass, indicating increasing habitat value as
density increases [20]. In essence, maintaining and mapping seagrass density is a priority
for conservation efforts.

1.1. Remote Sensing of Seagrass

To date, seagrass is primarily monitored using in situ approaches, including ground
surveys and hovercraft-based mapping. However, satellites offer a cheaper and more consis-
tent approach to mapping seagrass distribution at high temporal resolution [21]. Currently,
a range of high-resolution multispectral data is being used to map seagrass meadows [22].
The success of remote sensing methods is highly dependent on the spatial/spectral resolu-
tion of the data and mapping methods. Higher spatial resolution data allows for higher
accuracy in mapping seagrass than lower resolution data [21]. However, high-resolution
data often comes at the cost of spatial coverage, as seen in the many local studies using
aerial photography to map seagrass meadows [23,24]. Due to low spatial coverage, aerial
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photography is too expensive to be conducted for all seagrass meadows. In the past few
years, studies have used medium resolution approaches such as Sentinel-2 and Landsat
data to map seagrass at regional and local scales due to its high spatial coverage [22,25-31].
Many of these studies map seagrass extent, but few map seagrass density.

Remote sensing data is used to detect seagrass with a variety of methods. Most of
them are based on the spectral reflectance of chlorophyll and other constituents in leaves in
the visible and near-infrared spectrum. Seagrass typically contains chlorophyll-a, a pigment
that generates a spectral response characterized by a strong visible wavelength absorption
and a higher near-infrared reflection. The leaf reflectance of seagrass characteristics can
exhibit a broad peak centered at 550 nm, a trough at 670-680 nm, and a sharp transition
to 700 nm (the red edge) with a gently decreasing infrared plateau above 750 nm [32].
Other methods use Normalized Difference Vegetation Index (NDVI) and the modified
vegetation indices derived from airborne multispectral satellite data have been used to
map seagrass distribution [33,34]. The differences in visible spectral reflectance have also
been adopted to detect seagrass [21]. For satellites to detect the seagrass at the seabed,
the light undergoes atmospheric scattering and absorption by phytoplankton, suspended
sediments, and dissolved organic substances in the water column before reaching the
bottom of the seabed. Then, the light reflected by the seagrass on the seabed passes through
the water column and atmosphere layer again before reaching the satellite sensor for
recording. Thus, atmospheric correction is required to remove the atmospheric effect. A
correction is also required to remove the underwater scattering and absorption in order to
correctly detect seagrasses [22]. Complicated radiative transfer models are used to retrieve
seagrass information [35-38]. Lastly, machine learning algorithms are readily available,
and many studies have adopted various machine learning algorithms to map seagrass
distribution [22,25,27-29].

1.2. Use of Machine Learning with Remote Sensing Data to Map Seagrass

As classification techniques advanced, machine learning has been used to classify
seagrass and non-seagrass pixels based on satellite reflectance measurements. The classi-
fication models include both supervised learning (Random Forest (RF), Gaussian Naive
Bayes (GNB), Support Vector Machine (SVM)), and unsupervised learning (K-Nearest
Neighbors (KNN)) [39]. Supervised machine learning techniques have achieved better
results [40]. Deep learning algorithms have also gained extraordinary attention [41]. Many
studies tested different machine learning algorithms for mapping seagrass density and
found that, out of all the machine learning methods, RF and SVM are the most effective
algorithms [32,41]. Some studies found that SVM performed the best for seagrass mapping.
However, the cause of their differences has not been identified.

1.3. Usage of Google Earth Engine for Monitoring Seagrass

Cloud computing platforms are a powerful and efficient tool for processing large-scale,
medium to high-resolution satellite data. Google Earth Engine (GEE) hosts a publicly
available catalog of satellite imagery, including Landsat data, Copernicus Sentinel-2 data,
and geospatial datasets with planetary-scale analysis capabilities and machine learning
algorithms [42]. GEE has been widely used in research communities for various applications
of monitoring changes in land surface at a global scale [43]. Sentinel-2 data hosted on GEE
were used to map seagrass at a larger scale in the Mediterranean region through machine
learning [25], and long-term Landsat data has been used to monitor seagrass change in the
last two decades through GEE [44]. GEE is the state of the art method for remote sensing
application studies.

1.4. Chesapeake Bay Program

Seagrass has been closely monitored in the Chesapeake Bay since 1970 using RGB
and NIR aerial imagery and ground samples, which is extremely expensive and time-
consuming. Each year, multispectral (RGB and NIR) aerial imagery at 24 cm spatial
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resolution is collected. Concurrent ground surveys are conducted to confirm the existence
of, and provide species data for, the seagrass beds. These efforts are very expensive and
unfeasible for use in larger regions [45]. These techniques are localized in order to be
utilized on a larger scale. The goal of this study was to see if freely available medium-
resolution Sentinel-2 data in Google Earth Engine (GEE) could be used with machine
learning models to map seagrass density in the Chesapeake Bay region in order to assess
machine learning model accuracy.

2. Materials and Methods
2.1. Study Site

The study site is the Maryland Coastal Bays watershed, also known as Delmarva (Delaware,
Maryland, and Virginia) Bays. It includes five coastal bays—Chincoteague Bay, Newport
Bay, Sinepuxent Bay, Isle of Wight Bay, Assawoman Bay, and St. Martin River. It cov-
ers 71,000 acres of water, 248 miles of shoreline, and 35,000 acres of wetlands. It is one
of Maryland’s most ecologically diverse regions and is home to various wildlife, includ-
ing 108 rare, endangered, or threatened species (https://mdcoastalbays.org/ (accessed on
24 March 2024)) (Figure 1). The mapped seagrass shows a majority of the area with sea-
grass to be densely vegetated and less of the area to be sparsely vegetated. The amount
of seagrass in this area has been undulating over the past decade, and a slight increase in
seagrass vegetation was observed from 2019 to 2020, as reported in Chesapeake Bay Program
(https:/ /www.vims.edu/research/units /programs/sav/access/charts/segments/ (accessed
on 24 March 2024)).

/G
Vi Gavaren S E)
// Vmuwg)* e
/ 8 &
., /
. v ¥ 7 Q, /
- % NEWUE/ S
MARYLAND & & ¢ % el
N e AR A 8 o
7 Baltimore : Brin *\kc.w
Washington : 3 e
® DELAWARE g
d : VaE. & ’J
oot : Rehoboth &3
@ Beach
e

©)
©)
%
Y57c,

Figure 1. The Maryland Coastal Bays watershed including five coastal bays—Chincoteague Bay,
Newport Bay, Sinepuxent Bay, Isle of Wight Bay, Assawoman Bay, and St. Martin River.

2.2. Datasets
2.2.1. Satellite Data

This study uses Copernicus Sentinel-2 reflectance data in the GEE archive. It has
13 spectral bands in the visible, near infrared, and short-wave infrared part of the spectrum,
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with varying spatial resolutions for each band (see Table 1). Sentinel-2 has a 5-day temporal
resolution at our study site. The Sentinel-2 surface reflectance data of the period from June
2020 to October 2020 was used. All spectral bands except band 10 (cirrus cloud band) were
used in this study. These bands are in 10 m, 20 m, and 60 m spatial resolution (see Table 1),
but GEE reprojected all the bands into 10 m spatial resolution in the WGS84 World Geodetic
System (See Figure 2).

Table 1. Sentinel-2 spectral bands and associated spatial resolution.

Sentinel-2 Bands Wavelength (nm) Bandwidth (nm) Resolution (m)
Band 1—Coastal aerosol 4427 21 60
Band 2—Blue 4924 66 10
Band 3—Green 559.8 36 10
Band 4—Red 664.6 31 10
Band 5—Vegetation red edge 704.1 15 20
Band 6—Vegetation red edge 740.5 15 20
Band 7—Vegetation red edge 782.8 20 20
Band 8—NIR 832.8 106 10
Band 8 A—Narrow NIR 864.7 21 20
Band 9—Water vapour 945.1 20 60
Band 10—SWIR—Cirrus 1373.5 31 60
Band 11—SWIR 1613.7 91 20
Band 12—SWIR 2202.4 175 20
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Figure 2. True color composite image of the clearest Sentinel-2 scene from 1 June 2020-30 October
2020 of the study site.

2.2.2. Field Data

The ground truth seagrass data were obtained from the Virginia Institute of Marine
Science (https:/ /www.vims.edu/index.php (accessed on 24 March 2024)). Aerial photogra-
phy and in situ data were used to map the distribution, density, and species-composition of
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seagrass in the mid-Atlantic region. The imagery is multispectral (RGB and NIR) and is
acquired at an approximate altitude of 4023 m, with a ground sample distance of approxi-
mately 24 cm. Flight lines used to obtain the photography are positioned to include all areas
known to have seagrass, as well as most areas that could potentially have seagrass (i.e., all
areas where water depths are less than 2 m at mean low water). Flights are timed during
the peak growing seasons of the species known to inhabit each area. The time of the flights
is selected based on VIMS guidelines, which determine whether an image is under nearly
optimal conditions for detecting seagrass and can be accurately interpreted. The photos are
interpreted by identifying and delineating all seagrass beds. All available information is
utilized, including knowledge of aquatic grass signatures on screen, distribution of seagrass
from prior years, and ground survey information.

Acting as supplemental information to the aerial photography, the in situ data consists
of ground surveys in various regions of Chesapeake Bay to confirm the existence and
density of some seagrass beds mapped from the aerial imagery, as well as seagrass beds
that were too small to be visible on the imagery. However, not all areas of Chesapeake Bay
are ground surveyed (https:/ /www.vims.edu/research/units/programs/sav/methods/
(accessed on 24 March 2024)).

In addition to delineating seagrass bed boundaries, seagrass density is estimated
within each bed by visually comparing it to an enlarged crown density scale similar to
those developed for estimating the crown cover of forest trees from aerial photography [46].
Bed density is categorized into four classes based on a subjective comparison with the
density scale. These are 1 (very sparse, <10% coverage); 2 (sparse, 10-40%); 3 (moderate,
40-70%); or 4 (dense, 70-100%). Either the entire bed or subsections of a bed are assigned a
density number (1 to 4) corresponding to these density classes.

2.3. Methodology

This study uses Sentinel-2 satellite data hosted on Google Earth Cloud and four
supervised learning models available through the Google Earth Engine platform to classify
seagrass density in the Chesapeake Bay area.The field seagrass density class data collected
through the Chesapeake Program were used to train the models. A schematic representation
of the methodology is shown in Figure 3. The following describes the preprocessing and the
machine learning models used in this study and the training and classification procedure.

y

Preprocessing

{

Training/Test Split

!

= Accuracy Assessment

Sentinel 2 satellite data

Ground Truth Seagrass
data

Mapping Seagrass
Density

Figure 3. A schematic representation of the methodology. Blue arrows indicate data input.

2.3.1. Preprocessing Copernicus Sentinel 2 Satellite Data

Sentinel-2 surface reflectance images were filtered for the period of 1 June 2020 to
30 October 2020 and pixels with a cloud cover of <5%. The median of all the pixels was
sampled to produce one image to be most representative of the ground survey data, which
were taken throughout this time period. To achieve a more efficient machine learning
algorithm, land and ocean water pixels were masked out The ocean water was manually
cut out using the land bordering the coastal water, and the land pixels were filtered out
with a Normalized Difference Water Index (NDWI) value > 0.65. NDWI was calculated
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using surface reflectance from green (Sentinel-2 Band 3) and shortwave infrared (SWIR)

(Sentinel-2 Band 11):

B3 — B11
NDWI = B3+ B11 @

where B3 and B11 are Band 3 and 11 surface reflectance values. NDWI has often been used
to identify the coastlines [47]. NDWI values show clear differences for land and water
bodies (Figure 4); the threshold (0.65) was selected based on the NDWI histogram (Figure 4)
and visual comparison with the coastline to separate water bodies from land. Figure 4
shows the area of the clipped coastal water body.

Many studies remove the scattering from the atmosphere and absorption from the
water column. The atmospheric effect has been corrected by the Sentinel-2 team based on
the LIBRADTRAN radjiative transfer model [48]. The interference from light scattering and
absorption in the water column was not corrected in this study due to a lack of bathymetry
data. Two studies showed that water column correction does not significantly improve
classification results compared to using solely atmospherically corrected data [31,40].
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Figure 4. NDWI image, its histogram, and the clipped coastal water for this study.
2.3.2. Model

This study adopted four supervised machine learning algorithms available in GEE:

* Naive Bayes (NB) is a probabilistic classification algorithm based on Bayes’ theorem.
It is widely used for text classification tasks [49]. The algorithm assumes that the
presence or absence of a particular feature is independent of the presence or absence
of other features, which may not always be true in real-world scenarios.

*  (lassification and Regression Trees (CART) is a decision tree algorithm used for both
classification and regression tasks [50]. CART works by recursively partitioning the
dataset into subsets based on the values of different features, creating a tree-like
structure where each node represents a decision based on a specific feature.
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*  Support Vector Machine (SVM) classifies data points by creating a hyperplane that dis-
tinctly separates the data points, making as large of a margin as possible between the
different sets of data points [51]. A radial basis function (RBF) kernel was used. SVM
classifies data points by finding the hyperplane that best separates different classes.

¢ Random Forest (RF) uses multiple decision trees to vote for the outcomes; the data
are split into different trees, and the decision is made by voting all decisions from all
the trees [52]. The wisdom of crowds allows for the decision trees to perform more
accurately. This study used 15 decision trees with 12 variables per split.

2.3.3. Training and Testing the Machine Learning Model and Seagrass
Density Classification

The ground truth of seagrass density data was used for training and testing the
machine-learning algorithms. In addition to the seagrass density data, the non-seagrass
polygons were manually drawn in the clear water area and merged with seagrass density
data for training and testing (Figure 5 and Table 2). The combined dataset’s pixels were
randomly assigned to be either training data or validation data, with 70% of the pixels
being used for training and the remaining 30% used for validation. This study used all
spectral bands except for band 10.
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Figure 5. Seagrass density training and testing datasets.
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Table 2. Table of sample areas of seagrass density classes.

Density Area (km?)
<10% 0.488
10-40% 4.800
40-70% 10.516
>70% 18.651
Non-seagrass 53.014

A confusion matrix was created for each trained machine learning algorithm based on
the validation data. The trained machine learning algorithms were validated by calculating
the producer and consumer accuracies and Fl-scores for each density class, the overall
accuracy, and Cohen’s Kappa coefficient. Overall accuracy reports the overall proportion
of pixels that are correctly mapped. Kappa coefficient evaluates how well the classification
performed after removing the accuracies caused by random error. Producer accuracy is the
probability that a certain ground truth class is classified correctly. It is the accuracy from
the point of view of a map producer. User accuracy is the probability that a value predicted
to be in a certain class really is in that class. It is the accuracy from the point of view of map
users. The Fl-score blends precision (user accuracy) and recall (producer accuracy) using
their harmonic mean. The F1 score will only be high if both precision and recall are high,
ensuring a good balance of both.

This study used two different strategies to train and test the machine learning modules.

¢  Using all ground truth data to train and test the models: To maximize the ground
samples (Table 2), the models were trained using the full (unbalanced) ground samples.
Due to the computational time limit on GEE, the models had to be trained and tested at
100 m spatial resolution. At 100 m spatial resolution, the amount of training and testing
samples was low for the very sparse seagrass density class (roughly 48 pixels). To
remedy the low training and testing data problem, we tested the models in additional
scenarios: combining very sparse and spare seagrass density classes into one and
training the machine learning algorithm at 10 m spatial resolution but with a fraction
of the available ground sample data.

e Using a stratified sampling approach to train and test the models: The ground truth
data is unevenly distributed between classes (see Table 2). There were fewer samples
of very sparse and sparse seagrass density classes than the other classes. However,
machine learning algorithms are designed to assume an equal distribution of classes.
The same amount of ground samples for each class was used to train and test the
models and assess the model performance and the impact of uneven ground samples
on model accuracies. We trained and tested the models using the number of samples
in all classes as the lowest density class.

3. Results
3.1. Using All Ground Unbalanced Samples to Train and Test the Models

First of all, to maximize the ground samples Table 2, the models were trained using the
full ground samples at 100 m spatial resolution. Secondly, due to the low number of samples
at 100 m spatial resolution for the very sparse seagrass density class, the models were also
trained and tested using samples with the merged class. Lastly, due to the computational
limit on GEE, the models had to be trained and tested at 100 m spatial resolution. The
models were also trained and tested at the original 10 m spatial resolution but with a
fraction of the available ground sample data. The results are discussed separately.

3.1.1. Using All Ground Unbalanced Samples at 100 m Resolution

Table 3 compares the overall accuracy and Kappa coefficient for these four machine
learning models: Naive Bayes (NB), Classification and Regression Trees (CART), Sup-
port Vector Machine (SVM), and Random Forest (RF). Out of the four machine learning
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algorithms, NB performed the worst with an overall accuracy and Kappa coefficient of
0.653 and 0.415, respectively, and then CART performed the second worst with an overall
accuracy and Kappa coefficient of 0.825 and 0.706. Both SVM and RF outperformed NB
and CART. The performances of SVM and RF were very similar, with RF slightly better
than SVM. The overall accuracy was 0.868 for SVM and 0.874 for RF, whereby the overall
accuracy difference was only 0.006. The Kappa coefficients were 0.766 for SVM and 0.777
for RE, wherein their difference was only 0.011.

Table 4 has the same information as Table 3 except that the very sparse and sparse
seagrass density classes were merged into one class. The model showed slight improvement,
but not much after merging. The NB model had the largest improvement with overall
accuracy, and Kappa coefficients increased by 0.05. The performance of CART improved by
very little with the overall accuracy, and the Kappa coefficient increased by 0.01 and 0.003,
respectively. The overall accuracy for SVM increased by 0.005, but the Kappa coefficient did
not increase. The performance of RF was worse; the overall accuracy and Kappa coefficient
were decreased by 0.03 and 0.017, respectively. Since both SVM and RF performed the best
in overall accuracy, only consumer and producer accuracy are discussed below.

Table 3. Table of overall accuracy and Kappa coefficient of all four machine learning models using all
available ground samples to train and test the models.

ML Models Overall Accuracy Kappa Coefficient
NB 0.653 0.415
CART 0.825 0.706
SVM 0.868 0.766
RF 0.874 0.777

Table 4. The same as Table 3 except with the merged very sparse and sparse seagrass density classes.

ML Models Overall Accuracy Kappa Coefficient
NB 0.702 0.477
CART 0.835 0.709
SVM 0.872 0.765
RF 0.871 0.760

*  SVM machine learning results: The SVM machine learning algorithm accuracies are
shown in Table 5 (four seagrass density classes) and Table 6 (three seagrass density
classes). For this study site, the sample size for each class increased with seagrass
density, except for the non-seagrass class.

The consumer accuracies for SVM were 0.994, 0.091, 0.163, 0.626, and 0.855, while
the producer accuracies were 0.983, 1.0, 0.509, 0.605, and 0.754 for non-seagrass, very
sparse (<10% cover), sparse (10-40% cover), moderate (40-70% cover), and dense
(>70% cover) seagrass, respectively. The higher the seagrass density, the higher
the consumer accuracies, except for the non-seagrass case, which had the highest
accuracy. In this study, denser seagrass density classes had larger sample sizes than
sparser seagrass density classes. The results also indicated that consumer accuracies
were associated with training size. The more training data, the higher the consumer
accuracies. Fl-scores showed a strong dependence on sample size.

The producer accuracy showed less dependence on training size than the consumer
accuracy. The very sparse seagrass density class had the highest producer accuracy,
followed by the non-seagrass class (0.983). This high producer accuracy in the very
sparse seagrass density class (<10% cover) likely had a large uncertainty due to its
very low sample area (0.488 km?) for training and testing. For sparse (10-40% cover),
moderate (40-70% cover), and dense (>70% cover) seagrass classes, producer accuracy
increased with seagrass density or sample sizes. The high non-seagrass accuracy was
likely a result of having much more uniform data compared to the seagrass regions.
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Both accuracies showed dependence on seagrass density or sample size. Compared to
consumer accuracy, producer accuracy had less variability than consumer accuracy,
and consumer accuracy showed more dependence on seagrass density and sample
size than producer accuracy.

Due to limited ground samples for the very sparse seagrass density class, it was
merged into the sparse seagrass density class. It eliminated the extremely high ac-
curacy case (1.0) and the results were more reasonable (Table 6). Overall, the new
accuracies had similar patterns as shown in Table 5: Both the consumer accuracy in-
creased with the seagrass density or training size and the producer accuracy depended
less on the seagrass density or training size. It also seems that consumer accuracy
was associated with training size, and the producer accuracy was less dependent on
training size.

Table 5. Table of seagrass density class, sample area, consumer and producer accuracies, and Fl-score
for SVM using all available ground samples to train and test the models.

Density Area (km?) gonsumer Producer F1-Score
ccuracy Accuracy

<10% 0.488 0.091 1.0 0.167

10-40% 4.800 0.163 0.509 0.248

40-70% 10.516 0.626 0.605 0.615

>70% 18.651 0.855 0.754 0.801

Non-seagrass 53.014 0.994 0.983 0.987

Table 6. The same as Table 5 with the merged very sparse and sparse seagrass density classes.

Density Area (km?) Xonsumer Producer F1-Score
ccuracy Accuracy

<40% 5.288 0.308 0.676 0.423

40-70% 10.516 0.590 0.581 0.585

>70% 18.651 0.851 0.747 0.795

Non-seagrass 53.014 0.993 0.985 0.989

RF machine learning results: The accuracies for RF are shown in Table 7. The consumer
accuracies were 0.996, 0.045, 0.386, 0.646, and 0.812, and the producer accuracies were
0.968, 0.167, 0.508, 0.670, and 0.795 for the non-seagrass, very sparse (<10% cover),
sparse (10-40% cover), moderate (40-70% cover), and dense (>70% cover) seagrass
density classes, respectively. Both the consumer and producer accuracies and F1-
scores had similar accuracy patterns to the SVM consumer accuracy: the higher the
seagrass density, the better the consumer and producer accuracies, except for the
non-seagrass case, which had the highest accuracy. The results also suggested that
both consumer and producer accuracies and Fl-scores were associated with training
size. The producer accuracy showed slightly less dependence on seagrass density
or training size, which is to say that the low seagrass density classes very sparse
(<10% cover), sparse (10-40% cover), moderate (40-70% cover) had higher producer
accuracy than consumer accuracy. Only the very dense seagrass class (>70% cover)
had slightly better consumer accuracy than producer accuracy. Merging the very
sparse and sparse seagrass density classes did not improve the accuracies compared
to the case without merging (Table 8). However, the accuracy patterns were exactly
the same as the case without merging.

Compared to SVM, RF had slightly better producer accuracy but worse consumer
accuracy for moderate (40-70% cover) and dense (>70% cover) seagrass classes. The
opposite was true for sparse seagrass classes.
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Table 7. Table of seagrass density class, sample area, consumer and producer accuracy, and F1-score
using RF using all available ground samples to train and test the models.

Density Area (km?) Consumer Producer F1-Score
Accuracy Accuracy

<10% 0.488 0.045 0.167 0.071

10-40% 4.800 0.386 0.508 0.439

40-70% 10.516 0.646 0.670 0.658

>70% 18.651 0.812 0.795 0.803

Non-seagrass 53.014 0.996 0.968 0.982

Table 8. The same as Table 7 with the merged very sparse and sparse seagrass density classes.

Density Area (km?) gonsumer Producer F1-Score
ccuracy Accuracy

<40% 5.288 0.388 0.561 0.460

40-70% 10.516 0.580 0.608 0.594

>70% 18.651 0.804 0.785 0.794

Non-seagrass 53.014 0.999 0.966 0.982

3.1.2. Using an Equal Fraction of Unbalanced Ground Samples to Train and Test the Models

The model performance was also assessed using an equal fraction of available ground
samples to train and test the machine learning models. The overall accuracies and Kappa
coefficients showed a similar pattern as using all available ground samples (Table 9).
Among the four models tested, RF outperformed the rest, CART was slightly better than
SVM, and NB did the worst. However, the overall accuracy and Kappa coefficient values
slightly decreased compared to using all the available data for training and testing. For
example, the overall accuracy for RF changed from 0.874 to 0.835 and the Kappa coefficient
did not change (0.777 to 0.777).

The consumer and producer accuracies and F1-score showed similar patterns as dis-
cussed before (Tables 10 and 11). Consumer accuracy for SVM had the highest dependence
on sample size. Producer accuracy and F1 scores showed less dependence on sample size.

Table 9. Table of overall accuracy and kappa coefficient for all machine learning models using an
equal fraction of ground samples for each class to train and test the models.

ML Models Overall Accuracy Kappa Coefficient
NB 0.509 0.360
CART 0.769 0.688
SVM 0.755 0.666
RF 0.835 0.777

Table 10. Table of seagrass density class, sample size, consumer accuracy, producer accuracy, and
F1-score for SVM using an equal fraction of ground samples for each class to train and test the models.

. . Consumer Producer
Density Sample Size Accuracy Accuracy F1-Score
<10% 1200 0.311 0.812 0.45
10-40% 5000 0.467 0.580 0.594
40-70% 7500 0.620 0.570 0.594
>70% 10,000 0.784 0.750 0.766

Non-seagrass 12,500 0.971 0.928 0.949
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Table 11. Table of seagrass density class, sample size, consumer accuracy, producer accuracy, and
F1-score for RF using an equal fraction of ground samples for each class to train and test the models.

Density Sample Size Consumer Producer F1-Score
Accuracy Accuracy

<10% 1200 0.744 0.804 0.772

10-40% 5000 0.714 0.720 0.717

40-70% 7500 0.719 0.736 0.728

>70% 10,000 0.819 0.828 0.823

Non-seagrass 12,500 0.976 0.945 0.960

3.2. Using Stratified Ground Samples to Train and Test the Models

The stratified sample approach identified the smallest sample size as the very sparse
seagrass density class with a sample size of 4880 pixels at 10 m spatial resolution. In total,
4880 pixels were randomly selected from their ground samples to train and test their models.
To assess the impact of sample size on the model performance, the models were also trained
and tested with half of the size (2500 pixels at 10 m spatial resolution). Tables 12 and 13
show the overall accuracies and Kappa coefficients. Out of the four models tested, RF had
the highest accuracy. The performance of SVM and CART were similar, and the worst
was NB. Decreasing the sample size showed slightly decreased accuracies for all models
except SVM. For example, the overall accuracy for RF decreased from 0.818 to 0.783, and
the Kappa coefficient decreased from 0.774 to 0.729. Compared to the accuracies using
all ground samples, the overall accuracy decreased for RF from 0.874 to 0.818 and for the
Kappa coefficient from 0.777 to 0.774. This result suggested a tradeoff between using all
the ground samples versus using all equal samples for each class to train the model. More
training data can result in more accurate overall model performance.

CART had a similar pattern, and NB was the worst model. The following discusses
the consumer and producer accuracies and F1-scores for each class using the RF and SVM
models only.

Table 12. Table of sample size (# of 10 m pixel), overall accuracy, and kappa coefficient for all four
machine learning models using the equal sample size for each class to train and test the model.

ML Models Sample Size Overall Accuracy Kappa Coefficient
NB 4880 0.464 0.333
CART 4880 0.743 0.679
SVM 4880 0.727 0.657
RF 4880 0.818 0.774

Table 13. Table of sample size (# of 10 m pixel), overall accuracy, and kappa coefficient for four
machine learning models using the equal sample size for each class to train and test the model.

ML Models Sample Size Overall Accuracy Kappa Coefficient
NB 2500 0.441 0.305
CART 2500 0.713 0.641
SVM 2500 0.752 0.690
RF 2500 0.783 0.729

Contrary to the results using all available ground samples to train and test the models,
the results using equal sample size do not show any dependence on seagrass density
classes for both the SMV and RF models (Tables 14 and 15). The no-grass class still had
the highest accuracy, and the very sparse seagrass class tended to have the second-highest
accuracy, followed by the dense seagrass class. The medium seagrass density classes had
the lowest accuracy. Consumer accuracy, producer accuracy, and Fl-score all showed
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consistent patterns. Both the SVM and RF models had very similar patterns of accuracies
(Tables 14 and 15).

Table 14. Table of consumer accuracy and producer accuracy and Fl-score for SVM using the equal
sample size for each class to train and test the model.

Density Consumer Accuracy Producer Accuracy F1-Score
<10% 0.854 0.770 0.810
10-40% 0.617 0.601 0.609
40-70% 0.575 0.578 0.576
>70% 0.672 0.769 0.718
Non-seagrass 0.930 0.923 0.927

Table 15. Table of consumer accuracy and producer accuracy and Fl-score for RF using the equal
sample size for each class to train and test the model.

Density Consumer Accuracy Producer Accuracy F-Score
<10% 0.975 0.862 0.915
10-40% 0.777 0.756 0.767
40-70% 0.669 0.730 0.700
>70% 0.735 0.803 0.768
Non-seagrass 0.961 0.936 0.948

3.3. Comparison of Classification Maps

Figures 6 and 7 compare the seagrass density classification maps for the four machine
learning models. Figure 6 illustrates classification maps using all available ground samples
for each class to train and test the models and Figure 7 displays the maps using the equal
sample size (4880 pixels at 10 m spatial resolution) for each class to train and test the
models. Among different machine learning models, visual inspection indicates that the
NB classification map shows significant differences from the other three maps. It tended to
classify the non-seagrass class into a very sparse seagrass density class when comparing
the other three maps. Compared with the other three maps, the ones by CART and RF are
very similar. The SVM model tended to classify more areas as dense seagrass rather than
sparse seagrass compared to RF.

NB CART
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Figure 6. Seagrass density classification maps using all ground samples for training and testing.

The classification maps had large differences when the models were trained differently
(Figures 6 and 7). When the models were trained using all ground samples, they tended to
map more of the dense seagrass density class than other classes. This is likely due to the low
accuracy of the low seagrass density class using this training approach. In contrast, when
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the models were trained using equal ground samples for each class, the classification maps
generated by these models had more medium and sparse seagrass density classes. The
classification map shows more seagrass in the coastal areas and less in deep water bodies
in the center of the bays. This observation is consistent with what is usually observed in
ground observations.

NB CART SVM RF

(54) Selbyville7, (59 Feguiickls| (59 Selbyville’  (54) Fegwickil &) Selbyville
Bishopville 2 Bishopuille
) oh 3
e e Pittsvill /o ant
2 ttsville cean
n PIREEN ittsvile willards

Bishopville
pittsville wiards

T yville
2020 Seagrass Densities  jshopvilie
Very Sparse (<10%) 113
Ocean

Sparse (10%-40%)  § Pittsville wilards

Moderate (40%-70%)

< ocelin(cit
Powellville Berlin Y Powellville

i g

ocetin City e
B Dense (>70%) in ; owellille

B water

GsD)

Newark Newark Newark

- @)

(113 cedartown
Snow Hill

(13 Cedartowr

(113) cedartown 3 113
3 Snow Hill

Snow Hill

Girdletree kY

Girdletree % Girdletree

Stockion * Stockton “+ 588

Figure 7. Seagrass density classification maps using one sample size (4880 10 m pixels) for all classes
of ground samples for training and testing.

4. Discussion

Out of the four machine learning algorithms (Naive Bayes (NB), Classification and
Regression Trees (CART), Support Vector Machine (SVM), and Random Forest (RF)) tested
in this study, RF outperformed the other three models, SVM and CART had very similar
performance, and NB performed the poorest.

Using the available ground samples, both SVM and RF produced better consumer
and producer accuracies for dense and moderate seagrass classes than for sparse and very
sparse seagrass classes. The better performance for dense seagrass classes was reported
in previous studies. For example, a study using hyperspectral imagery to map seagrass,
also with a decision tree approach, found better performance at high densities of seagrass
meadows [32]. Another study used Maxar’s World View-2 and WorldView-3 high-spatial
resolution commercial satellite to map with a deep convolution neural network (DCNN)
and also found that satellite classification performed best in areas of dense, continuous
seagrass compared to areas of sparse, discontinuous seagrass [53]. A similar study used
hyperspectral data and a maximum likelihood classification method to map seagrass
density and achieved higher consumer accuracy for denser seagrass than sparser seagrass
meadows and the producer accuracy was less dependent on the seagrass density [33]. This
finding is in agreement with our accuracy result using the SVM classifier. The conclusion
seems logical. Satellite measurements cannot capture the fine spatial patterns in the
distribution of plants and biomass within seagrass meadows, particularly in sparsely
vegetated areas, due to its mixing with water column scattering [33].

The analysis showed that model performance for each class depends on the training
data size used. More training data available for denser seagrass classes may cause better
model accuracy for dense seagrass classes. Previous studies have shown that training set
size can greatly impact classification accuracy and consequently has been a major focus of
attention in research [54]. This research has generally found a positive relationship between
classification accuracy and the size of the training set, following a power function for a
wide range of classifiers [55].

Further analysis of using a different training approach showed that when strategically
using the same amount of ground samples for each class to train the models, the model
accuracies were unrelated to seagrass density classes. This was evident using both the SVM
and RF models (Tables 14 and 15). The very sparse seagrass class tended to have the highest
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accuracy, followed by the dense seagrass class. The medium seagrass density classes had
the lowest accuracy. Consumer accuracy, producer accuracy, and Fl-score all showed
consistent patterns using both the SVM and RF models. Our analysis demonstrates that
the training data and how they can be properly trained can impact the model performance
dramatically. We should be careful to implement the machine learning models properly.

Using the same sample size for each class for training and testing has some tradeoffs.
It will reduce the overall accuracy. For example, when comparing two training methods
(using all the ground samples and the equal sample size for each class), the overall accuracy
decreased for RF from 0.874 to 0.818 and the Kappa coefficient from 0.777 to 0.774. This
result suggests that there is a tradeoff when using all the ground samples versus using an
equal number of ground samples for each class to train the model. More training data can
result in more accurate overall model performance. Collecting a large training data set for
supervised classifiers can be challenging, especially for studies covering a large area, which
may be typical of many real-world applied projects [56]. More innovative ideas, such as
bootstrapping or Monte Carlo simulations, may help.

Many parts of the preprocessing could have been improved upon: In the pre-processing
procedure of generating a clear composite image, we used the median value. A previous
study showed that the first quartile yields less noisy image composites because it filters
higher reflectances (clouds and sunlight) [25]. Implementing the first quartile to generate a
clear composite image might also improve the model’s performance.

Incorporating bathymetry data could improve the accuracy and make the model more
transferable. The scattering and absorption in the water column impose an additional
interference on the remotely sensed measurement of submerged habitats. The bathymetric
dataset was used to correct light attenuation by the water column for resolving bottom
reflectance [26,32]. The bathymetric data can be obtained from lidar and multispectral
remote sensing data [57]. Adding bathymetry data for this region could improve the
model performance. However, a few studies found that water column correction had little
improvement on mapping seagrass density, particularly when using machine learning
classifiers on atmospherically corrected surface reflectance measurements [31,40]. The study
in [40] found that water column correction models only provide minor improvements in
calm, clear, and shallow waters. Since the assumption of the water column correction
model is invalid in complex and deep areas, water column corrections are discouraged in
more complex scenarios with challenging water depths (25 and 35 m). However the study
in [31] argued that both models (random forests) are data-driven. Their finding should be
restricted to single image analyses based on optimal water conditions (calm surface, lowest
turbidity). The accuracy is an indicator of how well the model can fit the data. Similar
accuracies do not indicate similar model transferability. However, they hypothesized that
the water column corrected data might be better suited to transfer a random forest model
to other image acquisitions.

The water body may have organic material other than seagrass, such as macroalgae
and macrophytes, which use chlorophyll for photosynthesis [58,59]. Many studies classified
seagrass and microalgae as separate classes [3,32,60]. This study does not differentiate
seagrass and other non-seagrass plant-like algae due to a lack of ground macroalgae data
for training. Thus, the accuracy of identifying seagrass in this study could be overestimated
if algae other than seagrass exist in Chesapeake Bay. Future work includes collecting
ground macroalgae data and training the classifiers using ground samples of both seagrass
and macroalgae.

5. Conclusions

This study introduced a proof-of-concept procedure to map seagrass density in the
Chesapeake Bay region using freely available medium-high spatial resolution (10 m, 20 m,
and 60 m) Sentinel-2 data through machine learning models on Google Earth Engine, a
flexible, time- and cost-efficient cloud-based system. Out of the four machine learning
algorithms (Naive Bayes (NB), Classification and Regression Trees (CART), Support Vector
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Machine (SVM), and Random Forest (RF)) tested in this study, RF outperformed the other
three models with overall accuracies of 0.874 and Kappa coefficients of 0.777. CART and
SVM were very similar, and NB performed the worst. We tested two different approaches
to assess the model’s accuracy. When using all the available training data, our analysis
suggested the model performance was associated with seagrass density classes, wherein the
denser the seagrass class, the better the models perform. However, when using the same
size of training data for each class, the association of model performance with seagrass
density classes disappeared. This analysis implies a false relationship of accuracies with
seagrass density classes using all available ground samples to train and test the models. This
finding suggested that one important factor determining overall accuracy is the training
data and how to properly train the models in addition to the models selected. This study
demonstrates the potential to map seagrass density using satellite data. For future work,
instead of randomly splitting for training and testing, a new approach is required to remove
the spatial-autocorrelation of satellite pixels to obtain the true accuracy of the machine
learning models.
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