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Abstract: The characterization of plant nutrients is important to understand the process of 

plant growth in natural ecosystems. This study attempted to evaluate the performances of 

univariate linear regression with various vegetation indices (VIs) and multivariate regression 

methods in estimating grass nutrients (i.e., nitrogen (N) and phosphorus (P)) with canopy 

hyperspectral reflectance. Synthetically considering predictive accuracy, simplicity, 

robustness and interpretation, the successive projections algorithm coupled with multiple 

linear regression (SPA-MLR) method was considered optimal for grass nutrient estimation 

at the canopy level, when compared with the performances of 12 statistical modeling 

methods, i.e., univariate linear regression with nine published VIs and three classical 

multivariate regression methods (stepwise multiple linear regression (SMLR), partial least 

squares regression (PLSR) and support vector regression (SVR)). The simple ratio index 

(ܴ଻ଷ଴ᇱ ܴ଻଴ହᇱ⁄ ,	ܴᇱ is derivative reflectance) model had comparable performance to SPA-MLR 

model for P estimation. SPA-MLR provided comparable prediction accuracies with only 

three first derivative spectral bands for N (715, 731 and 2283 nm) and P (714, 729 and 
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1319 nm) estimations, compared with PLSR and SVR models, which used the full spectrum. 

Moreover, SPA-MLR provided robust prediction with the lowest bias values for N 

(−0.007%) and P (0.001%) estimations, and the fitting line between predicted and measured 

values was closer to the 1:1 line than the other models. Finally, most of the bands selected 

by SPA-MLR indirectly relate to foliar chlorophyll content, which suggests good 

physical interpretation. 

Keywords: canopy level; grass nutrients; hyperspectral reflectance; statistical modeling 

 

1. Introduction 

The characterization of plant nutrients, e.g., nitrogen (N) and phosphorus (P), is important to understand 

the process of plant growth in natural ecosystems [1] and helps to understand the foraging behavior, habitat 

selection and migration of some animals [2,3]. Over the last four decades, the advances in reflectance 

spectroscopy, airborne and satellite technology have made it feasible to be more independent of routine  

wet-chemistry analyses for plant nutrients, and they have provided opportunities for scientists to understand 

the temporal and spatial changes of plant nutrients at a landscape or regional scale [4–9]. Among these 

studies, univariate regression with vegetation indices (VIs) and multivariate regression methods are 

commonly used to extract useful information for nutrient characterization. These modeling methods provide 

convenient and interpretable means for researchers to understand the fundamental interaction of plant 

condition with radiant energy detected by multispectral or hyperspectral sensors [4–7,9–16]. 

Since Pearson and Miller [17] proposed the first two VIs, i.e., the ratio vegetation index (RVI) and 

vegetation index number (VIN) for estimating grass productivity, many followers have proposed and 

improved hundreds of VIs to minimize solar irradiance and soil background effects and to enhance the 

vegetation response further [6,11,15,18–25]. Generally, the VIs are classified into two large categories: 

(i) broadband VIs, which are derived from the reflectance of multispectral sensors (e.g., Landsat MSS, 

Landsat TM, SPOT, AVHRR and MODIS); and (ii) narrowband VIs, which are derived from the 

reflectance of hyperspectral sensors, including ground-based (e.g., ASD FieldSpec portable 

spectroradiometer), airborne (e.g., Hymap) and spaceborne (e.g., Hyperion) sensors. Some studies 

demonstrated that narrowband VIs could overcome the saturation problem commonly occurring for 

broadband VIs for biomass estimation in dense vegetation [20]. Recent studies further demonstrated the 

successful applications and high prediction accuracies of narrowband VIs in estimating plant nutrients 

(e.g., N) [6,12,13,15,21,23–25]. Apart from the traditional simple ratio index (SRI) and normalized 

difference index (NDI), which contain only two spectral bands, the three-band index (TBI) and red edge 

parameters (e.g., red edge position (REP)) have also been reported to result in higher prediction accuracy 

for nutrient estimations. For example, Tian et al. [24] and Pacheco-Labrador et al. [15] respectively 

compared the performances of 61 and 82 published VIs for N estimations, and they claimed their newly 

proposed TBIs improved prediction accuracy. However, their studies showed that these aforementioned 

VIs are sensitive to specific vegetation species, growth stages and study areas. 

Since the early attempt at estimating the N content in sweet pepper leaves from laboratory-based 

reflectance with univariate regression [26], many researchers have used linear or non-linear multivariate 
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regressions for plant nutrient estimations, such as stepwise multiple linear regression (SMLR) [5,6,8,27], 

partial least squares regression (PLSR) [5,9,27] and support vector regression (SVR) [14,28]. SMLR is the 

linear combination of several important bands selected from the whole reflectance spectra; however, it has 

the potential problem of over-fitting [29]. PLSR can overcome the problem of multicollinearity commonly 

existing between narrow hyperspectral bands, because it compresses the whole spectra into several latent 

variables. SVR has the advantage of extracting non-linear relationships from reflectance spectra. Although 

some studies reported that PLSR and SVR could improve the prediction accuracy compared with 

SMLR [5,27,30], such results were obtained at the expense of increasing model complexity due to the use 

of whole spectra for modeling. Moreover, in order to acquire higher prediction accuracy when employing 

the multivariate regression methods, the original reflectance spectra often require some pre-processing 

methods, such as first derivative analysis [9,31], absorbance [5], continuum-removal [6,8] or  

water-removal analysis [27]. However, the different choice of spectral pre-processing methods may yield 

completely different prediction results. Therefore, the choice of pre-processing and multivariate regression 

methods makes it difficult to balance between model accuracy and simplicity. 

The successive projections algorithm combined with multiple linear regression (SPA-MLR) proved 

to be a time-saving and robust method for multivariate calibration [32], and it has been successfully 

applied to many fields of research, such as spectroscopic chemical analysis [33,34] and grass nutrient 

assessment [31]. SPA selects informative wavelengths by using simple operations in a vector space to 

minimize variable collinearity [32]. Cui et al. [31] reported that SPA-MLR outperformed PLSR with 

higher prediction accuracy and better model simplicity and confirmed the advantage of SPA-MLR in 

grass nutrient estimation using laboratory-based reflectance. 

However, it is still unknown whether SPA-MLR is comparable to PLSR in grass nutrient estimation 

with canopy reflectance data, because canopy spectra are popularly used in vegetation studies, and they 

can better characterize the actual status of vegetation than leaf spectra. Little guidance and few 

comprehensive comparative studies have been offered to choose among the aforementioned methods 

(i.e., univariate regression with VIs, multivariate regression methods and SPA-MLR) for estimating 

grass nutrients at the canopy level. Moreover, it also remains unknown whether the optimal method is 

consistent in estimating different nutrient elements. 

The performance of a statistical model using hyperspectral reflectance is often evaluated by predictive 

accuracy, i.e., determination coefficient (R2), root mean square error (RMSE) and ratio of prediction to 

deviation (RPD) [14,20,27,31,35,36]. However, little information of model simplicity, robustness and 

interpretation can be gained from the predictive accuracy. A simple model should confirm the notion of 

Occam’s razor [37]; a robust model should be unbiased and transferable (both temporally and 

spatially) [29,38]; and an interpretable model should consider physical meaning for the included spectral 

bands [10,15,18]. Therefore, it is recommended to synthetically consider predictive accuracy, simplicity, 

robustness and interpretation for evaluating model performance. 

Carex cinerascens is a wetland grass species widely distributed in Poyang Lake, China, and it is the 

main food for some over-wintering birds, such as the swan goose (Anser cygnoides) and white-fronted 

goose (A. albifrons albifrons) [39]. This study aimed to evaluate the performances of univariate linear 

regression with nine published VIs, three classical multivariate regression methods (SMLR, PLSR and 

SVR) and SPA-MLR in estimating the nutrients (N and P) of C. cinerascens with canopy hyperspectral 

reflectance. Such comparison might help to understand their comprehensive performance from the 
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perspective of model accuracy, simplicity, robustness and interpretation and would provide guidance in 

selecting the optimal method for estimating plant nutrients at various levels. 

2. Material and Methods 

2.1. Sampling Design and Canopy Spectral Measurements 

The study was carried out in Poyang Lake (28°52′21″−29°06′46″N, 116°10′24″−116°23′50″E), Jiangxi 

Province, China. As the largest freshwater lake in China, Poyang Lake is an important wetland in the world 

for bird over-wintering. In order to obtain a large variation of N and P contents for modeling, field sampling 

was designed in different growth stages of C. cinerascens. Two field surveys were carried out from 4−7 

December 2012 (vegetative stage) and from 10−15 April 2013 (heading stage), respectively, when Poyang 

Lake was in dry seasons. In each field survey, nine sites (150 × 150 m), which could be physically 

measured without interference caused by deep water, were randomly arranged within large areas of C. 

cinerascens. At each site, four to eight plots (1 × 1 m) were randomly laid out to keep at least 30 m apart 

between any two plots. Due to dense canopy cover (nearly 100%), very little soil beneath C. cinerascens 

in each plot could be seen from above the canopy. The canopy spectra and leaf samples for 66 and 71 plots 

were measured and collected in 2012 and 2013, respectively, following the same procedure: (i) the 

longitude and latitude coordinates at each plot were obtained using a global position system receiver 

(Garmin Ltd., Lenexa, KS, USA); (ii) prior to each spectral measurement, a calibrated white Spectralon 

panel was used to minimize the effect of changes of solar irradiance and atmospheric conditions on canopy 

reflectance; (iii) ten successive spectra (350–2500 nm, 2151 spectral bands) were measured 1 m above the 

canopy at nadir position using an ASD FieldSpec® 3 (spectral resolution: 3 nm at 700 nm and 10 nm at 

1400/2100 nm; sampling interval: 1.4 nm at 350–1050 nm and 2 nm at 1000–2500 nm) portable 

spectroradiometer (Analytical Spectral Devices, Inc., Boulder, CO, USA) with a field of view of 10°; 

(iv) after spectral measurement, the subplots of 0.25 × 0.25 m in the four corners and center of each plot 

were harvested by clipping leaves (5 cm above the ground) and merged; and (v) the merged fresh leaves 

were immediately put into a labeled sample bag for their chemical analyses. 

2.2. Chemical Analysis 

The collected leaf samples were dried at 70 °C for 24 h in an oven, ground with an agate mortar and 

passed through a 65-mesh sieve (0.25 mm). The dried and ground samples were initially pre-processed 

by HCLO4−H2SO4 digestion. Following digestion, N content (%) was measured with the semi-micro 

Kjeldahl method [40], and P content (%) was determined using the MO-Sb (molybdenum-antimony) 

colorimetric method [41]. To ensure measurement accuracy, certified house reference materials and 

reagent blanks were used during chemical analyses. 

2.3. Spectral Pre-Processing 

For each sampling plot, the collected ten successive spectra were averaged as the final spectrum. Due 

to the large noises at edges and the water absorption regions of each spectrum, the raw canopy spectra 

were reduced from 2151 wavebands (350–2500 nm) to 1603 wavebands, including three spectral 

portions (i.e., 400−1350, 1450−1750 and 2050−2400 nm). Because some vegetation indices (VIs), such 
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as red edge position (REP), use 1st derivative spectra, the spectra were then subjected to first derivative 

analysis using the Savitzky–Golay filter to reduce the effects of multiple scattering of radiation [12,42]. 

The spectral pre-processing and subsequent modeling were implemented with PLS_Toolbox 7.3 

(http://www.eigenvector.com/software/pls_toolbox.htm) based on MATLAB 7.11 (The MathWorks, 

Inc., Natick, MA, USA). 

2.4. Modeling Methods 

2.4.1. Univariate Linear Regression with VIs 

In this study, we employed nine narrowband VIs (Table 1) that were recently proposed for N or  

N-related component estimations to establish univariate linear relationships with N and P contents. These 

VIs were derived from canopy hyperspectral reflectance measured by spectroradiometers. Apart from 

TBI3 applied in forest ecosystem, the other eight VIs were applied in farmland ecosystem. The VIs can 

mainly be classified into four groups: simple ratio index (SRI), normalized difference index (NDI),  

three-band index (TBI) and red edge parameters, e.g., red edge position (REP). To date, very few studies 

have used VIs for P estimation [43,44]. Therefore, univariate linear regression models with these VIs 

(the name of the VI was noted as the univariate linear regression model with the VI for simplicity) were 

built for the N and P estimations of grass species (e.g., C. cinerascens). 

Table 1. Nine published vegetation indices (VIs) for N or N-related component estimation 

using canopy hyperspectral reflectance. SRI, simple ratio index; NDI, normalized difference 

index; TBI, three-band index. 

VIs Formula Plant Species R2
Val Literature 

SRI1 ܴଽଽ଴ ܴ଻ଶ଴⁄  Wheat 0.847 Yao et al. [23] 

SRI2 ܴ଻ସଷᇱ ܴଵଷଵ଺ᇱ⁄  Sugarcane 0.760 Abdel-Rahman et al. [12] 

SRI3 ܴ଻ଷ଴ᇱ ܴ଻଴ହᇱ⁄  Corn 0.706 Corp et al. [22] 

NDI1 
଼ܴ଺଴ − ܴ଻ଶ଴଼ܴ଺଴ + ܴ଻ଶ଴ Wheat 0.836 Yao et al. [23] 

NDI2 
ܴ଻ହ଴ − ܴ଻଴ହܴ଻ହ଴ + ܴ଻଴ହ Corn 0.672 Corp et al. [22] 

TBI1 ܴ଻଴ହ (ܴ଻ଵ଻ +⁄ ܴସଽଵ) Rice 0.830 Tian et al. [24] 

TBI2 
ܴଽଶସ − ܴ଻଴ଷ + 2ܴସଶଷܴଽଶସ + ܴ଻଴ଷ − 2ܴସଶଷ 

Rice 0.866 
Wang et al. [25] 

Wheat 0.883 
TBI3 ܴଵଷଵ଴ (ܴଵ଻ଶ଴ +⁄ ܴ଻ଷ଴) Holm oak 0.760 Pacheco-Labrador et al. [15] 

REP − ܿଵ − ܿଶ݉ଵ −݉ଶ Maize Rye 
0.860 

Cho and Skidmore [21] 
0.820 

REP, red edge position extracted by linear extrapolation technique. ఒܴ	 and ఒܴᇱ  represent the original and 1st 

derivative reflectance at λ  nm, respectively. c1 and m1 represent the intercept and slope of the far-red  

(680–700 nm) line, respectively; c2 and m2 represent the intercept and slope of the NIR (725–760 nm) line, 

respectively. R2
Val, determination coefficient of validation. 

2.4.2. Classical Multivariate Regression Methods 

Three multivariate regression methods (SMLR, PLSR and SVR) have been popularly employed for 

N and P estimations of plants at leaf, canopy and landscape levels (Table 2). These methods often employ 
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pre-processed spectra (e.g., continuum-removed, absorbance, 1st derivative and water-removed spectra) 

for modeling to improve predictive accuracy. 

Table 2. A list of some literature on N and P estimations using multivariate regression 

methods. SMLR, stepwise multiple linear regression; PLSR, partial least squares regression; 

SVR, support vector regression. 

Method Reflectance Spectra Used N (R2
Val | RMSEVal) P (R2

Val | RMSEVal) Literature 

SMLR Canopy, continuum-removed 0.700–0.760 0.310–0.460 Mutanga et al. [6] 

SMLR Leaf, absorbance  0.232 | 0.087% Bogrekci and Lee [5]

SMLR Image, continuum-removed 0.210   Ullah et al. [8] 

SMLR Canopy, 1st derivative  0.590 | 0.450% 0.250 | 0.080% Ramoelo et al. [27] 

SMLR Canopy, water-removed 0.870 | 0.250% 0.640 | 0.060%  Ramoelo et al. [27] 

PLSR Canopy, 1st derivative 0.590 | 0.450% 0.470 | 0.070% Ramoelo et al. [27] 

PLSR Canopy, water-removed  0.840 | 0.280% 0.430 | 0.070% Ramoelo et al. [27] 

PLSR Leaf, absorbance  0.425 | 0.073% Bogrekci and Lee [5]

PLSR Canopy, 1st derivative  0.830 | 0.210% 0.770 | 0.050% Sanches et al. [9] 

SVR Image, original  0.030–0.673  Karimi et al. [28] 

SVR Leaf, 1st derivative 0.706 | 0.521% 0.722 | 0.073% Zhai et al. [14] 

SVR Leaf, original  0.197 | 0.946% 0.458 | 0.097% Zhai et al. [14] 

RMSEVal, root mean square error of validation. The continuum-removed, absorbance, 1st derivative and  

water-removed spectra were the transformations of the original reflectance spectra. The data in Ullah et al. [8] 

and Karimi et al. [28] were collected by spaceborne and airborne sensors, respectively; the data in the other 

studies were measured by spectroradiometers. 

SMLR starts with no selected variable (wavelength) and searches the best single wavelength at each 

iteration based on the highest F-statistic value or the lowest p-value [12]. SMLR computes the F-statistic 

and p-values for each wavelength, and it removes irrelevant wavelengths based on predefined removal 

F-statistic or p-values. The procedure stops at the n-th iteration when n wavelengths are selected. The 

entry and removal of p-values were set at 0.05 and 0.10 based on empirical settings, respectively. To 

minimize the over-fitting problem of SMLR, the M/N ratio (M = the number of selected wavelengths,  

N = the number of calibration samples) suggested by Thenkabail et al. [11] and variation inflation factor 

(VIF) described by Neter et al. [45] were employed. The M/N ratio and VIF did not exceed 0.15–0.20 

and 5–10, respectively. The optimum number of selected wavelengths was determined by the best SMLR 

model with the highest prediction accuracy based on the test set. 
PLSR brings together the advantages of principal component analysis (PCA), canonical correlation 

analysis (CCA) and MLR [46]. Unlike PCA, PLSR compresses predictor variables into several latent 

variables (LVs) to capture both of the greatest variance of predictor variables and the maximum correlation 

between the LV scores and dependent variables (e.g., N or P contents) [7,29,46]. The details of PLSR can 

be found in Geladi and Kowalski [46]. The optimum number of LVs was determined by leave-one-out 

cross-validation procedure. To prevent collinearity and over-fitting, the root mean square error of  

cross-validation (RMSECV) should be reduced by >2% when adding an extra LV to the PLSR model [7,47]. 

Unlike SMLR and PLSR, SVR is a non-linear statistical learning technique. SVR computes a linear 

regression function in a high dimensional feature space, in which the input data are mapped by a  

non-linear function [48]. Moreover, it optimizes the generation error in order to obtain the best 
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generalized performance on a limited number of support vectors (SVs) [48,49]. The details of SVR can 

be found in Smola and Schölkopf [48]. The optimization process was tuned by a systematic grid search 

of the parameters using five-fold cross-validation [29]. 

2.4.3. SPA-MLR 

The successive projections algorithm (SPA) proposed by Araújo et al. [32] is a forward selection 

method in order to minimize variable collinearity. In a nutshell, SPA starts with one wavelength and 

selects a new one at each iteration by using projection operators in a vector space until reaching the 

predefined number of wavelengths. The new selected wavelength has the maximum projection value on 

the orthogonal subspace of the previous selected wavelengths [50]. Unlike genetic algorithm (GA), 

which is a popular variable selection method based on survival of fittest theory, SPA is a deterministic 

search technique, and it is more robust according to the choice of validation samples [32]. MLR was 

employed to establish the relationship between the wavelengths selected by SPA and dependent variables 

(N or P contents). To prevent over-fitting and to obtain the best SPA-MLR model, the maximum and 

optimum number of selected wavelengths were determined following the same method used for SMLR 

(see Section 2.4.2). SPA was implemented using SPA_GUI 1.0 (www.ele.ita.br/~kawakami/spa) based 

on MATLAB 7.11 (The MathWorks, Inc., Natick, MA, USA). 

2.5. Model Development 

For N or P estimation using the 13 aforementioned modeling methods, preliminary experiments 

showed that the predictive accuracies were very poor (R2 < 0.30) with the two original datasets (Table 3) 

for the training set and test set; this might because the nutrient contents in the original datasets had a 

narrow range and imbalanced statistical distribution [7]. Thus, the original datasets collected over two 

growth stages were combined into a single dataset, and its N and P contents were sorted from the lowest 

to highest values, respectively. The combined dataset was then partitioned into two datasets following 

the partitioning strategy given by Kemper and Sommer [35]. The odd-numbered samples were selected 

as the training (or calibration) set, while the even-numbered samples as the test (or validation) set 

(Table 3). The new training set and test set had similar statistical distribution of nutrient contents, and 

they provided a much wider range and higher coefficient of variation of nutrient contents than the 

original datasets. To some extent, this data partitioning could avoid the unbiased estimation. For each 

modeling method (see Section 2.4) in N and P estimations, the training set was used for model calibration 

and cross-validation, and the test set was applied for model validation. 

In this study, three VIs (SRI2, SRI3 and REP), three multivariate regression methods (SMLR, PLSR 

and SVR) and the SPA-MLR method employed the 1st derivative spectra for modeling, while the other 

six VIs (i.e., SRI1, NDI1, NDI2, TBI1, TBI2 and TBI3) used the original spectra following the original 

formula. Therefore, a total of 13 models were established for N and P estimations, respectively. 

Following the suggestion of Wise et al. [29], prior to modeling, the dependent variables (N or P 

contents) and independent variables (VIs or 1st derivative spectra) were processed with the autoscaling 

method to obtain a uniform dimension. This method uses mean-centering followed by dividing each 

variable by the standard deviation of the variables [29]. The determination coefficient of cross-validation 

and validation (R2
CV and R2

Val), the root mean square error of cross-validation and validation (RMSECV 
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and RMSEVal), the ratio of prediction to deviation (RPD, the ratio of the standard deviation of the 

reference values in the test set to RMSEVal) and the bias for validation were calculated for each model. 

Further, due to using the whole spectra for modeling, PLSR and SVR had much more complicated model 

equations than the VIs, SMLR and SPA-MLR, which employed a limited number of predictor variables. 

Thus, only the optimum number of LVs and SVs was reported for PLSR and SVR models, respectively. 

Table 3. Descriptive statistics of N and P contents. 

 Nutrient Dataset n Range (%) Mean (%) CV (%) 

Original data 

N 
December 2012 66 1.73−3.08 2.44 14.56 

April 2013 71 1.00−2.07 1.59 12.98 

P 
December 2012 66 0.17−0.41 0.28 17.51 

April 2013 71 0.08−0.20 0.16 13.57 

Data partitioning 

N 
Training set 69 1.00−3.08 2.00 26.03 

Test set 68 1.12−3.06 2.00 25.38 

P 
Training set 69 0.08−0.41 0.22 33.06 

Test set 68 0.18−0.37 0.22 31.68 

CV, coefficient of variation, the ratio of the standard deviation to the mean value; n, the number of samples. 

2.6. Model Comparison 

The 13 statistical models for N estimation were compared based on their prediction performances 

(R2
Val, RMSEVal, RPD and bias), respectively. Afterwards, the best-performing VI and classical 

multivariate regression models with the highest predictive accuracy were chosen to be compared with 

the SPA-MLR model for N estimation, according to the slope and intercept values for the fitting line 

between predicted and measured values. The aforementioned methods were employed for comparison 

of the 13 statistical models for P estimation. Moreover, in order to synthetically explore the significant 

differences between SPA-MLR and the other modeling methods for nutrient (N and P) estimation,  

one-way analysis of variance (ANOVA) using the least squares difference (LSD) method was performed 

considering the mean R2
Val values of the 13 methods for N and P estimations. 

3. Results  

3.1. Comparison of the Modeling Methods for N Estimation 

Among the aforementioned 13 models for N estimation (Table 4), the PLSR (R2
Val = 0.747,  

RMSEVal = 0.248%, RPD = 2.03), SVR (R2
Val = 0.740, RMSEVal = 0.254%, RPD = 1.98) and SPA-MLR 

(R2
Val = 0.738, RMSEVal = 0.258%, RPD = 1.95) models provided higher validation accuracies than the 

other ten models. SPA-MLR with three first derivative spectral bands (715, 731 and 2283 nm) provided 

the lowest bias value (−0.007%) among the 13 models, while SVR and PLSR using the full-spectrum 

(1603 bands) provided about seven-times higher absolute bias values than SPA-MLR. Moreover, the 

SRI3 model (R2
Val = 0.705, RMSEVal = 0.275%, RPD = 1.83) outperformed the other eight VI models 

considering predictive accuracy. Additionally, the VIs (TBI1, TBI2 and TBI3) with three bands did not 

perform better than the VIs (SRI1, SRI2, SRI3, NDI1 and NDI2) with two bands in predictive accuracy. 
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Table 4. Cross-validation and validation results of 13 modeling methods to estimate N 

contents at the canopy level. SPA, successive projections algorithm. 

Modeling Methods Model Equation 
Cross-Validation (n = 69) Validation (n = 68)  

R2
CV RMSECV R2

Val RMSEVal bias RPD

SRI1 ேܻ = 0.815 × 0.028− 0.303 0.639 0.306 0.649 1ܫܴܵ 1.66

SRI2 ேܻ = −0.816 × 0.031− 0.315 0.619 0.304 0.653 2ܫܴܵ 1.60

SRI3 ேܻ = 0.848 × 0.032− 0.275 0.705 0.278 0.709 3ܫܴܵ 1.83

NDI1 ேܻ = 0.829 × 0.033− 0.289 0.674 0.294 0.675 1ܫܦܰ 1.74

NDI2 ேܻ = 0.828 × 0.044− 0.301 0.650 0.296 0.671 2ܫܦܰ 1.67

TBI1 ேܻ = −0.770 × 0.042− 0.367 0.480 0.335 0.580 1ܫܤܶ 1.37

TBI2 ேܻ = 0.825 × 0.026− 0.320 0.599 0.298 0.668 2ܫܤܶ 1.57

TBI3 ேܻ = 0.556 × 0.018− 0.406 0.354 0.447 0.260 3ܫܤܶ 1.24

REP ேܻ = 0.843 × 0.039− 0.282 0.692 0.283 0.699 ܲܧܴ 1.78

SMLR 
ேܻ = −0.403 × ܴ଺଼ସ	ᇱ − 0.576 × ܴଵଵ଻଻ᇱ−0.193 × ܴଵଶ଻଴	ᇱ − 0.295 × ܴଶଷ଴଺ᇱ   

0.708 0.279 0.670 0.291 0.031 1.73

PLSR 4 LVs 0.538 0.363 0.747 0.248 0.048 2.03

SVR 69 SVs 0.594 0.334 0.740 0.254 0.051 1.98

SPA-MLR 
ேܻ = −0.973 × ܴ଻ଵହ	ᇱ + 1.327 × ܴ଻ଷଵᇱ−0.181 × ܴଶଶ଼ଷ	ᇱ  

0.710 0.278 0.738 0.258 −0.007 1.95

YN, N content (%). The units of RMSECV, RMSEVal and bias are %. 

 
Figure 1. (a–f) Scatter plots of measured and predicted values based on the best-performing  

VI (first column), best-performing multivariate regression (second column) and SPA-MLR 

(third column) model for N and P estimations, respectively. The dotted and solid lines 

present the 1:1 line and linear fitting line between measured and predicted values, 

respectively. The ellipse denotes the 95% confidence ellipse. 
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Among the best-performing VI (SRI3) (Figure 1a), best-performing multivariate regression (PLSR) 

(Figure 1b) and SPA-MLR (Figure 1c), the SPA-MLR model provided a higher slope value (0.772) and 

lower intercept value (0.449) for the fitting line between predicted and measured values than the SR3 

model (slope = 0.711, intercept = 0.545). In addition, the SPA-MLR model provided a lower slope value 

than the PLSR model (slope = 0.789). There were two sample points outside or on the verge of the 95% 

confidence ellipse for all three models. 

3.2. Comparison of the Modeling Methods for P Estimation 

Among the aforementioned 13 models for P estimation (Table 5), the SVR (R2
Val = 0.690,  

RMSEVal = 0.040%, RPD = 1.77), SR3 (R2
Val = 0.648, RMSEVal = 0.041%, RPD = 1.70) and SPA-MLR 

(R2
Val = 0.641, RMSEVal = 0.042%, RPD = 1.66) models provided much higher validation accuracies 

than the other ten models. Moreover, SPA-MLR provided the lowest bias value (0.001%) among the 

13 models. Using the same number of first derivative spectral bands, the SPA-MLR model (714, 729 

and 1319 nm) had 9.95% and 8.50% higher R2
Val and RPD values than the SMLR model (595, 1087 and 

1181 nm), respectively. Besides, consistent with the results of N estimations, the SRI3 model also 

achieved the highest predictive accuracy among the nine VIs, and the VIs (SRI1, SRI2, SRI3, NDI1 and 

NDI2) with two bands still outperformed the VIs (TBI1, TBI2 and TBI3) with three bands. 

Among the best-performing VI (SRI3) (Figure 1d), best-performing multivariate regression (SVR) 

(Figure 1e) and SPA-MLR (Figure 1f) models, the SPA-MLR model provided a higher slope (0.630) 

and lower intercept (0.082) than the SRI3 model (slope = 0.618, intercept = 0.086) and the SVR model 

(slope = 0.585, intercept = 0.096). In addition, there were two points outside or on the verge of the 95% 

confidence ellipse for the SPA-MLR model, while three points for the SRI3 and SVR models. 

Table 5. Cross-validation and validation results of 13 modeling methods to estimate P 

contents at the canopy level. 

Modeling 

Methods 
Model Equation 

Cross-Validation (n = 69) Validation (n = 68)  

R2
CV RMSECV R2

Val RMSEVal bias RPD 

SRI1 ௉ܻ = 0.811 ×  1.58 0.004 0.044 0.605 0.043 0.646 1ܫܴܵ

SRI2 ௉ܻ = −0.753 ×  1.55 0.113− 0.046 0.601 0.049 0.545 2ܫܴܵ

SRI3 ௉ܻ = 0.823 ×  1.70 0.002 0.041 0.648 0.042 0.666 3ܫܴܵ

NDI1 ௉ܻ = 0.821 ×  1.58 0.005 0.044 0.609 0.042 0.663 1ܫܦܰ

NDI2 ௉ܻ = 0.790 ×  1.54 0.003 0.045 0.591 0.046 0.608 2ܫܦܰ

TBI1 ௉ܻ = −0.673 ×  1.31 0.001 0.053 0.423 0.056 0.417 1ܫܤܶ

TBI2 ௉ܻ = 0.764 ×  1.51 0.002 0.046 0.557 0.048 0.568 2ܫܤܶ

TBI3 ௉ܻ = 0.556 ×  1.12 0.012 0.062 0.307 0.056 0.403 3ܫܤܶ

REP ௉ܻ = 0.843 ×  1.62 0.004 0.043 0.618 0.044 0.637 ܲܧܴ

SMLR 
௉ܻ = 0.362 × ܴହଽହᇱ − 0.260 × ܴଵ଴଼଻	ᇱ− 0.401 × ܴଵଵ଼ଵ	ᇱ  

0.621 0.045 0.583 0.045 0.006 1.53 

PLSR 2 LVs 0.559 0.048 0.547 0.047 0.003 1.48 

SVR 60 SVs 0.599 0.046 0.690 0.040 0.004 1.77 

SPA-MLR 
௉ܻ = −1.006 × ܴ଻ଵସ	ᇱ + 1.579 × ܴ଻ଶଽᇱ+ 0.190 × ܴଵଷଵଽ	ᇱ  

0.620 0.045 0.641 0.042 0.001 1.66 

YP, P content (%).The units of RMSECV, RMSEVal and bias are %. 
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3.3. Differences in Model Accuracy 

In order to explore the differences between SPA-MLR and the other 12 modeling methods in predictive 

accuracy, a one-way analysis of variance (ANOVA) of the R2
Val values for N and P estimations was 

performed (Table 6). The SPA-MLR model (Number 13) differed from the TBI1 (Number 6) and TBI3 

(Number 8) models at a significance level of 0.05. However, the other 10 models had no significant 

differences with the SPA-MLR model (Number 13), because the p-values were greater than 0.05. 

4. Discussion 

4.1. Comparison of Model Performance 

Although some studies have made comparisons between different multivariate regression methods or 

spectral pre-processing methods in estimating biochemical components in plant leaves [14,27,31], this 

study is a further attempt to comprehensively compare the performances of 13 statistical modeling 

methods for grass (e.g., C. cinerascens) nutrient (N and P) estimation using canopy hyperspectral 

reflectance. Univariate linear regression with nine published VIs, three classical multivariate regression 

methods (SMLR, PLSR and SVR) and the SPA-MLR method were compared, and the results 

comprehensively showed that SPA-MLR was an optimal method from the perspectives of prediction 

accuracy, model simplicity and robustness. Firstly, despite SPA-MLR having no significant difference 

with the full-spectrum PLSR and SVR in prediction accuracy at the 0.05 level (Table 6), it substantially 

decreased model complexity due to the use of only three bands for N and P estimations. Secondly, 

although SMLR used a similar number of bands to SPA-MLR for modeling, the former method achieved 

weaker prediction accuracy than the latter. Such a result supports the inference that SPA outperformed 

the stepwise selection method in choosing the most informative wavelengths from canopy spectra for N 

and P estimations. Thirdly, SPA-MLR showed better model robustness, because SPA-MLR provided 

the lowest bias values, both for N and P estimations, and the fitting line between predicted and measured 

values was closer to 1:1 line than SRI3 and SVR (Figure 1), though the best-performing VI (SRI3) had 

similar model simplicity and predictive accuracy as SPA-MLR. 

Compared with the published literature, using the three classical multivariate regression methods 

(Table 2) for N (R2
Val = 0.030−0.870) and P (R2

Val = 0.232−0.770) estimations and the VIs (Table 1) for 

N estimation (R2
Val = 0.672−0.883), the SPA-MLR method in this study exhibited an average and 

acceptable prediction ability for N (R2
Val = 0.738) and P (R2

Val = 0.641) estimations. According to the 

interpretation of R2
 given by Williams [51], the SPA-MLR model using first derivative canopy spectra 

provided approximate quantitative prediction for N (0.66 < R2
Val < 0.81), as well as the possibility to 

distinguish between high and low values for P (0.50 < R2
Val < 0.65). The same modeling method was 

employed by Cui et al. [31], who employed the first derivative leaf spectra and achieved much poorer 

prediction power for crude protein (multiplying the N content by a factor of 6.25) (R2
Val < 0.50) and P 

(R2
Val < 0.50) in C. cinerascens leaves than this study, which suggests an unsuccessful estimation for 

SPA-MLR using leaf spectra [51]. Such an evident difference of predictive accuracy considering the 

same modeling method and plant species could be interpreted as the canopy spectra contained stronger 

spectral responses and more detailed information of biochemical contents than leaf spectra to 

characterize vegetation status. Similar results were reported by Bian et al. [52], who demonstrated that 
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the spectra at the canopy level achieved higher predictive accuracy than that at the leaf level for 

estimating vegetation biochemical content. 

Table 6. One-way analysis of variance (ANOVA) of the R2
Val values between SPA-MLR 

and the other 12 modeling methods in N and P estimations. 

Model Sequence Number 
Mean Difference (I−J) p-Value 

95% Confidence Interval 

I J Lower Bound Upper Bound 

13 

1 0.068 0.283 −0.060 0.195 

2 0.080 0.208 −0.048 0.207 

3 0.013 0.834 −0.115 0.141 

4 0.048 0.441 −0.080 0.176 

5 0.069 0.272 −0.059 0.197 

6 0.238 0.001 0.110 0.366 

7 0.112 0.083 −0.016 0.239 

8 0.359 0.000 0.231 0.487 

9 0.035 0.579 −0.093 0.162 

10 0.043 0.495 −0.085 0.170 

11 −0.026 0.681 −0.153 0.102 

12 0.025 0.693 −0.103 0.152 

The sequence number 1−9 respectively represents SRI1, SRI2, SRI3, NDI1, NDI2, TBI1, TBI2, TBI3 and 

REP; 10−13 represents SMLR, PLSR, SVR and SPA-MLR. 

Consistent with the finding of Cui et al. [31], this study demonstrated the outperformance of  

SPA-MLR for plant nutrient estimation from the leaf to canopy level. Such performance could be 

explained by SPA choosing a small number of spectral bands with a minimum of collinearity, obtained 

by employing projection operators in a vector space [32]. Moreover, the simplicity of the SPA-MLR 

model contributed to its outperformance, because MLR yielded models that were easier for interpretation 

than the full-spectrum PLSR and SVR methods. Apart from the successful application in monitoring 

plant nutrient status in this study, some studies also confirmed the benefit of SPA-MLR from the aspect 

of spectroscopic chemical analysis, such as the determination of phenolic compounds in sea water [33] 

and the organic acids of plum vinegar [34]. 

The best-performing VI (SRI3) for N estimation tested in this study had comparable predictive 

accuracy to the poorest-performing VI (NDI2 and SRI3) reported in the references in Table 1. Such 

inconsistencies could be interpreted by the VIs being sometimes insensitive to N status due to variation 

across vegetation species, growth stages, study regions and even hyperspectral sensors [13,15,23,24]. 

However, we could not claim that the nine VIs tested in this study were unsuccessful for N estimation. 

For example, the SRI3, NDI1 and REP provided approximate quantitative prediction for N estimation 

(0.66 < R2
Val < 0.81), and the SRI1, SRI2, NDI2 and TBI2 provided the possibility to distinguish between 

high and low values (0.50 < R2
Val < 0.65) (Table 4) according to the interpretation of R2

 given by 

Williams [51]. The estimation results of the seven VIs (SRI1, SRI2, SRI3, NDI1, NDI2, TBI2 and REP) 

used in this study indicate that these VIs might have some degree of transferability from crop species 

(e.g., wheat, rice and corn) to grass species (e.g., C. cinerascens) for N estimation. Undeniably, several 

studies claimed that some published VIs had poor application for N estimation. For example,  

Pacheco-Labrador et al. [15] demonstrated that only 16 out of the 82 published VIs achieved R2 > 0.50, 
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and the other 66 VIs suggested unsuccessful estimation for N (R2 < 0.50). Such disagreement with the 

findings of this study might be because many empirical published VIs, e.g., blue/green pigment indices, 

pigment-specific simple ratio and pigment-specific normalized difference, were developed based on 

broadband wavelengths from space-borne or air-borne sensors in relation to pigment (chlorophyll, 

carotenoids and xanthophyll) content. However, the VIs (Table 1) tested in this study were developed 

by systematically searching for the most sensitive combinations of two or three narrowband wavelengths 

that directly relate to N content. In addition, despite few studies focusing on VIs for P estimation, this 

study demonstrated that the aforementioned seven VIs could be used for P estimation in  

C. cinerascens-dominated ecosystems (0.50 < R2
Val < 0.65) (Table 5). 

4.2. Interpretation of the SPA-MLR Model 

Apart from the acceptable predictive ability obtained from the SPA-MLR method, the simplicity 

(using only three first derivative spectral bands) of this method (Tables 4 and 5) confirms the notion of 

Occam’s razor [37]. The bands of 715 and 731 nm for N estimation and the bands of 714 and 729 nm 

for P estimation were located in the red edge region (680−750 nm). The vegetation reflectance in this 

region is caused by the strong absorption in the red wavelengths due to chlorophyll and by the high 

reflectance in the near-infrared (NIR) wavelengths due to leaf internal (mesophyll) scattering [15,21]. 

Because of the low contents of P in leaves and its weak influence on leaf reflectance, there were no 

evident absorption features of P [10,27]. Further, plant N content strongly relates to chlorophyll  

content [15,25]. Therefore, the aforementioned four bands could be considered as indicators for N and 

P status and indirectly relate to the chlorophyll content of leaves. These bands were consistent with the 

wavelengths contained in the VIs tested in this study (Table 1). For example, Tian et al. [24] found that 

the band of 717 nm was sensitive to N estimation in rice, and Corp et al. [22] claimed that the band of 

730 nm contributed to monitoring nitrogen-driven carbon uptake in field corn. Moreover, the location 

of sensitive wavelengths for N and P estimations in this study confirms the results from other literature. 

For example, Vis, such as ܴ଻ଵହᇱ ܴ଻଴ହᇱ⁄  proposed by Vogelmann et al. [19], showed that the band of 

715 nm was a significant wavelength for chlorophyll estimation in sugar maple leaves. Yoder and 

Pettigrew-Crosby [4] further found that the band of 730 nm contributed to the estimation of N and 

chlorophyll of big leaf maple at the canopy level. Ramoelo et al. [27] demonstrated that the 732-nm band 

selected by SMLR was an important wavelength for estimating savanna grass N concentration. 

The band of 2283 nm for N estimation is related to foliar starch and cellulose concentrations, which is 

assigned to C−H stretch or CH2 deformation [10]. This band was not the existing absorption features of N [10] 

or the sensitive band for N estimation found in previous references. One possible reason is that most of the 

absorption features of foliar N content are related to other major chemical elements of leaves, and the 

absorption features of these elements are overlapping. Another possible reason relates to the selection process 

of the SPA-MLR algorithm, which chose the important wavelengths strongly correlated with foliar N with 

little consideration of the specific physical meaning. The band of 1319 nm for P estimation was found to be 

sensitive for N estimation [12]. This indicates that P estimation might be related to foliar N content, which is 

supported by the strong correlation between N and P (i.e., Pearson’s correlation coefficient, r = 0.828,  

p < 0.01). Kawamura et al. [53] and Sanches et al. [9] also proposed the correlation between N and P and the 

potential reason for similar spectral regions being identified for N and P estimation. 
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5. Conclusions 

This study compared the performances of univariate linear regression with nine published VIs (i.e., three 

SRIs, two NDIs, three TBIs and REP), three classical multivariate regression methods (i.e., SMLR, PLSR 

and SVR) and the SPA-MLR method in estimating the N and P contents of C. cinerascens leaves using field-

based canopy hyperspectral reflectance. The following conclusions could be drawn from this study: 

1. The SPA-MLR method had the optimal performance in both N and P estimations synthetically 

considering model accuracy, simplicity, robustness and interpretation, and the SRI3 model 

had comparable performance to the SPA-MLR model in P estimation  

2. The sensitive spectral bands employed by SPA-MLR method for N (715 and 731 nm) and P 

(714 and 729 nm) estimations were indirectly related to foliar chlorophyll content. 

3. Apart from two VIs (TBI1 and TBI3) that provided unsuccessful N and P estimations  

(R2
Val < 0.50), the other seven VIs (SRI1, SRI2, SRI3, NDI1, NDI2, TBI2 and REP) had the 

potential to be applied to grass species (e.g., C. cinerascens). 

This study provides guidance for extracting sensitive wavelengths for N and P estimation from canopy 

spectra, which is helpful for understanding the predictive mechanism of grass nutrient estimation at the 

canopy level. 
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