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Abstract: In recent decades, plastic-mulched farmland has expanded rapidly in China as well
as in the rest of the world because it results in marked increases of crop production. However,
plastic-mulched farmland significantly influences the environment and has so far been inadequately
investigated. Accurately monitoring and mapping plastic-mulched farmland is crucial for agricultural
production, environmental protection, resource management, and so on. Monitoring plastic-mulched
farmland using moderate-resolution remote sensing data is technically challenging because of spatial
mixing and spectral confusion with other ground objects. This paper proposed a new scheme that
combines spectral and textural features for monitoring the plastic-mulched farmland and evaluates
the performance of a Support Vector Machine (SVM) classifier with different kernel functions using
Landsat-8 Operational Land Imager (OLI) imagery. The textural features were extracted from
multi-bands OLI data using a Grey Level Co-occurrence Matrix (GLCM) algorithm. Then, six
combined feature sets were developed for classification. The results indicated that Landsat-8 OLI
data are well suitable for monitoring plastic-mulched farmland; the SVM classifier with a linear
kernel function is superior both to other kernel functions and to two other widely used supervised
classifiers: Maximum Likelihood Classifier (MLC) and Minimum Distance Classifier (MDC). For the
SVM classifier with a linear kernel function, the highest overall accuracy was derived from combined
spectral and textural features in the 90˝ direction (94.14%, kappa 0.92), followed by the combined
spectral and textural features in the 45˝ (93.84%, kappa 0.92), 135˝ (93.73%, kappa 0.92), 0˝ (93.71%,
kappa 0.92) directions, and the spectral features alone (93.57%, kappa 0.91). Spectral features make
a more significant contribution to monitoring the plastic-mulched farmland; adding textural features
from medium resolution imagery provide only limited improvement in accuracy.

Keywords: plastic-mulched farmland; spectral features; textural features; support vector machine;
Landsat-8; OLI imagery

1. Introduction

The recent agricultural practice of using plastic coverings is one of the most important differences
between traditional agriculture and intensive agriculture. Plastic mulching is a technique used
on a wide variety of crops, fruits and vegetables to provide protection from unfavorable growing
conditions. In recent decades, the farmland covered by plastic film has increased considerably
because such mulching has multiple functions in agricultural production: improving hydrothermal
conditions, promoting crop growth, increasing crop yields, and mitigating the effects of drought and
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flooding, cold and heat, insects and diseases [1,2]. Plastic film has been used in many forms, such
as greenhouses, medium and low tunnels and soil mulching. In China, the area of plastic-mulched
farmland accounts for over 90% of total plastic-covered farmland. China has the largest area of
plastic-mulched farmland in the world and that area has been growing rapidly; the 0.12 million ha
covered by plastic film in 1981 rocketed to 19.79 million ha in 2011 [3] and increased to 25 million
ha in 2013 [4]. However, the extensive use of plastic film in agriculture has been accompanied by
a series of negative impacts on the climate, the eco-environment and the soil micro-environment.
For example, plastic mulching changes the energy balance, water balance and carbon balance between
the land surfaces, the atmosphere and the soil. Moreover, as plastic residues accumulate over
years of use, the result is soil structure deterioration, farmland quality degradation, crop yield
reduction, blocking of farming operations, and environmental pollution. Recently, such problems
have become increasingly serious [3,5]. Nevertheless, because of the high dynamics of agronomic
practices, there is no clear and accurate information concerning area coverage, spatial distribution or
the temporal variation characteristics of plastic-mulched farmland in China. Various organizations
and applications require timely information and a comprehensive understanding of the coverage and
condition of plastic-mulched farmland. These include industries that plan and produce plastic film,
organizations that recycle and provide oversight of plastic residues, and researchers studying land
surface temperatures, evapotranspiration, crop phenology, and so on. Therefore, it is important to
determine the spatiotemporal pattern and the magnitude of plastic-mulched farmland. Policy-makers
and scientists urgently need effective methods to monitor and map the spatiotemporal pattern and
distribution area of plastic-mulched farmland. Although conventional in-situ field investigation may
provide accurate information about plastic-mulched farmland within small regions, field investigation
is too labor-intensive, time-consuming and expensive for large regions. Moreover, annual report
data tend to be subjective and lack space and time information; these mentioned methods are not
sufficiently objective and do not result in timely and accurate reports.

Remote sensing is an effective technique for obtaining up-to-date information quickly and
remotely over wide areas [6,7]. Using remote sensing, it is possible to obtain qualitative and
quantitative information about ground objects [8]. However, relatively few research efforts so far
have been conducted with a goal of monitoring and mapping plastic-mulched farmland using remote
sensing. Wang et al. [9] discussed how to distinguish plastic-mulched paddy field under the water
background using multi-angle polarization information. Lu et al. [10] extracted the plastic-mulched
cotton farmland from Landsat-5 TM data using a decision tree classifier. Subsequently, they [11]
developed a threshold model for monitoring transparent plastic-mulched cotton fields using MODIS
(Moderate-resolution Imaging Spectroradiometer) time series data. All these methods provided
ideal results. There were also some studies concerning detection of greenhouses and plastic-covered
vineyards. Carvajal et al. [12], Agüera et al. [13], Agüera and Liu et al. [14], and Dilek et al. [15] extracted
greenhouse information from very high spatial resolution imagery and Zhao et al. [16] from TM data
using conventional supervised classification algorithms or machine learning algorithms, and all got
ideal results.

From the literature review, we found that: (1) current studies for monitoring plasticulture focused
largely on greenhouses, rarely on plastic-mulched farmland; and (2) most of the used data were high
spatial resolution imagery, and the Landsat-8 data have not been used. Only three papers discussed
monitoring plastic-mulched farmland with remote sensing techniques and in these, only spectral
information was used; other features such as textural or spatial features have not been discussed.
It is currently unclear what types of remotely sensed data, what features, or what methods are most
effective for monitoring plastic-mulched farmland.

Plastic mulching changes the surface textural characteristics in fact; thus, supplementing spectral
features with textural features can theoretically enhance the separability of plastic-mulched farmland.
However, there was no research to explain whether textural information can provide useful information
for monitoring plastic-mulched farmland. Therefore, the overarching aim of this work was to find the
optimal data source, features and methods.
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The first objective of this study was to examine whether Landsat-8 OLI data are feasible for
monitoring plastic-mulched farmland.

The second objective was to determine the contribution of textural features for monitoring
plastic-mulched farmland.

The third objective was to investigate the performance of SVM with different kernel functions
and the performance of a non-parametric classifier by comparing them with maximum likelihood and
minimum distance classifiers.

2. Study Area and Data

2.1. Study Area

This study was carried out in Jizhou, Hebei Province, China, which is an agricultural region
located from 37˝1814011N to 37˝4412511N and from 115˝0915711E to 115˝4110711E (Figure 1) in the North
China Plain. The study region has a warm temperate continental monsoon climate, with a dry and
windy spring, hot and rainy summer, and a cold and dry winter. The area includes many types of soil,
but sandy loamy and light loamy soil accounts for approximately 85.3% of all soil types. Because this
area has sufficient rain and heat that appear in synchrony with the season, it is an appropriate region
for growing and developing grain and cotton. The natural elements and extensive anthropogenic
influences make it possible for land cover/use types within this area to be broadly classified into
cultivated land, woodland, grassland, water body, traffic land, residential land, industrial land, etc.
Jizhou occupies a 9.22 ˆ 104 ha area. The terrain is mostly flat and tilts slightly from southwest to
northeast. The average elevation ranges from 22 m to 27 m. Farmland occupies 5.93 ˆ 104 ha [17]
(approximately 64.36% of the total area). The types of farmland include paddy fields, dry fields,
vegetable fields, etc. The major crops in this area are cotton, winter wheat, corn and chili peppers.
Cotton fields are mulched by white plastic film, and these plastic-mulched cotton fields form obvious
spatial patterns in the field and in the imagery (Figure 2).
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Figure 2. The plastic-mulched farmland in the study area: (a) field photo of plastic-mulched 
farmland at sowing stage; (b) field photo of plastic-mulched farmland at seedling stage; (c) 
plastic-mulched farmland in the Google Earth imagery; (d) plastic-mulched farmland presented in 
false color composite Landsat-8 OLI imagery: R = SWIR2 (Shortwave Infrared 2), G = NIR, B = red; 
and (e) plastic-mulched farmland presented in false color composite Landsat-8 OLI imagery: R = 
NIR, G = red, B = green.  
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(Visible-near-infrared, Shortwave Infrared) bands (Coastal Aerosol, Blue, Green, Red, NIR, SWIR1 
(Shortwave Infrared 1), SWIR2 and Cirrus) and one 15 m panchromatic band. The TIRS offers two 
types of longwave thermal-infrared data imagery with 100 m spatial resolution. 

The temporal characteristic of remote sensing data is a key factor for monitoring ground objects 
because the remote sensing signature changes over time and space. The spectral characteristic of 
plastic-mulched farmland is influenced greatly by mulched crops, dust and rainfall after it has been 
deployed; thus the optimal monitoring period is just after deployment. However, the deployment 
time differs across different regions and different crops. The cotton (the only plastic-mulched crop in 
Jizhou) is planted from mid-to-late April and seedlings emerge between late April and early May. At 
this time of year, winter wheat is at the jointing and heading stage, while corn is sowed in early June. 
Thus, the optimal period for monitoring plastic-mulched cotton field is from mid-to-late April to 
early May. Therefore, we chose to use the OLI imagery acquired on 29 April 2014 as the main remote 
sensing data. The OLI imagery for path/row 114/27 was downloaded from USGS GLOVIS, which is a 
high-quality L1T-type product (free of clouds) that has been geometrically corrected. To obtain more 
accurate input satellite imagery for monitoring plastic-mulched farmland, radiometric calibration 
and atmospheric correction with Fast Line of-sight Atmospheric Analysis of Spectral Hypercubes 
(FLAASH) were performed. The Google Earth imagery was acquired on 29 April 2014 also, and was 
used to collect samples for classification. 
  

Figure 2. The plastic-mulched farmland in the study area: (a) field photo of plastic-mulched farmland
at sowing stage; (b) field photo of plastic-mulched farmland at seedling stage; (c) plastic-mulched
farmland in the Google Earth imagery; (d) plastic-mulched farmland presented in false color composite
Landsat-8 OLI imagery: R = SWIR2 (Shortwave Infrared 2), G = NIR, B = red; and (e) plastic-mulched
farmland presented in false color composite Landsat-8 OLI imagery: R = NIR, G = red, B = green.

2.2. Data

2.2.1. Remote Sensing Imagery

Data used in this paper include Landsat-8 OLI imagery, Google Earth imagery, and ancillary
data. The Landsat-8 satellite carries two sensors: the OLI and the TIRS (Thermal Infrared Sensor).
The OLI provides imagery data every 16 days in eight medium spatial resolution (30 m) shortwave
(Visible-near-infrared, Shortwave Infrared) bands (Coastal Aerosol, Blue, Green, Red, NIR, SWIR1
(Shortwave Infrared 1), SWIR2 and Cirrus) and one 15 m panchromatic band. The TIRS offers two
types of longwave thermal-infrared data imagery with 100 m spatial resolution.

The temporal characteristic of remote sensing data is a key factor for monitoring ground objects
because the remote sensing signature changes over time and space. The spectral characteristic of
plastic-mulched farmland is influenced greatly by mulched crops, dust and rainfall after it has been
deployed; thus the optimal monitoring period is just after deployment. However, the deployment
time differs across different regions and different crops. The cotton (the only plastic-mulched crop
in Jizhou) is planted from mid-to-late April and seedlings emerge between late April and early May.
At this time of year, winter wheat is at the jointing and heading stage, while corn is sowed in early
June. Thus, the optimal period for monitoring plastic-mulched cotton field is from mid-to-late April to
early May. Therefore, we chose to use the OLI imagery acquired on 29 April 2014 as the main remote
sensing data. The OLI imagery for path/row 114/27 was downloaded from USGS GLOVIS, which is
a high-quality L1T-type product (free of clouds) that has been geometrically corrected. To obtain more
accurate input satellite imagery for monitoring plastic-mulched farmland, radiometric calibration
and atmospheric correction with Fast Line of-sight Atmospheric Analysis of Spectral Hypercubes
(FLAASH) were performed. The Google Earth imagery was acquired on 29 April 2014 also, and was
used to collect samples for classification.

2.2.2. Classification Scheme and Ground Truth Samples

To meet the research requirement and simultaneously stay consistent with the actual spatial
pattern of the study area, a classification scheme that included five main land cover classes were
established (Table 1). There are some rare greenhouse distributions that did not meet the required
number of training and testing samples, so greenhouses were masked using data from visual
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interpretations of the high spatial resolution Google Earth imagery. The classifiers adopted in this
paper were supervised classification methods, which require sufficient numbers of training and testing
samples. Stratified random sampling was performed to avoid missing rare types of samples and to
ensure that the selected samples were uniform and representative of the study space and types [18].
The samples (3 pixels ˆ 3 pixels sized) for each class were collected separately by visually interpreting
the Google Earth imagery and the Landsat-8 OLI imagery using stratified random sampling methods.
A total of 839 random samples (7551 pixels) were obtained. Then the samples were systemically
divided in half for training and testing. The number of training and testing samples was kept roughly
equal both infraclass and interclass (except for the rare distribution classes).

Table 1. The land cover classification scheme.

Initial Classes Abbreviation Remarks Final Classes

Plastic-Mulched
Farmland PMF White Plastic Film PMF

Impervious Surface IS Buildings, Factories, Roads and Dam Boundaries

Non-PMF
Vegetation Cover VC Crop, Vegetable Field, Grassland, Woodland

Water Body WB Rivers, Lakes and Irrigation Canals
Bare Soil BS Bare Land, Fallow land and Abandoned Land

3. Methods

3.1. Feature Extraction and Selection Methods

Feature extraction and selection play an important role in imagery classification or object detection
tasks. Based on certain evaluation criteria, an optimal or most effective feature subset is selected from
the original feature set to reduce the dimensionality of the feature space. Via feature selection, relevant
or redundant features will be removed from the original space; only the important features will be
preserved [19].

3.1.1. Spectral Separability Analysis

From the spectral separability of the five land cover classes (Figure 3), we can see that
plastic-mulched farmland is well separated on the visible and near infrared bands. On the visible
bands, these classes are clustered into three groups: plastic-mulched farmland, impervious surface
and bare soil, vegetation and water bodies. Although plastic-mulched farmland and bare soil are
not well separated on the shortwave infrared bands, the impervious surfaces and bare soil are well
separated. The reflectance of plastic-mulched farmland is higher than the other classes on the visible
and shortwave infrared bands. The reflectance of vegetation is highest on the near infrared band.
Using the seven bands of OLI imagery, all five classes are well separated.

Plastic film is made of polyethylene, a white, semitransparent, nonpolar thermoplastic resin with
high crystallinity. The spectral reflectance of plastic-mulched farmland depends largely on the soil
characteristics. Thus, the shape of the spectral curve of plastic-mulched farmland is similar to the
spectrum curve shape of the soil. Soil reflectance generally increases as the wavelength increases.
However, plastic-mulched farmland is brighter, smoother (because it reduces soil roughness) and
drier (it has low vapor and air permeability and low water absorbability) than other classes, so the
reflectance of plastic-mulched farmland is also higher than those other classes on visible shortwave
infrared bands. On the near infrared band, the highest reflectance accrues to repeated reflections
between leaf cell walls and the cell gap of green vegetation. The OLI Data used in this paper were
acquired at the sowing stage (29 April 2014) for plastic-mulched cotton. Using this date, we can avoid
most of the effects of vegetation, dust and rainwater on plastic-mulched farmland that would occur
following plastic mulch deployment. The spectrum signature of plastic-mulched farmland is captured
well by this remotely sensed data.
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3.1.2. Textural Features Extraction and Selection

Texture analysis has been widely used in remote sensing classification [20–23]. The (GLCM)
proposed by Haralick in 1973 [24] has become one of the most common and widely accepted statistical
texture analysis methods [25]. The GLCM is a function of both the direction and distance relationship
between two neighboring pixels. It records the number of co-occurrence relationships between one
pixel and its specified neighbor pixels for a specified direction and distance. Several studies have used
the GLCM method for classification and obtained desired results [26–34].

In this paper, the GLCM were calculated in four different directions (θ = 0˝, 45˝, 90˝ and 135˝)
and over three different distances (d = 1, 2, 3 pixels) using the multi-bands data. Considering the
spatial distribution pattern of plastic-mulched farmland and the spatial resolution of the imagery,
we did not consider or design different window sizes. One window size (3 pixels by 3 pixels) was
defined for calculating textures. The widely used textural features of mean, variance, homogeneity,
contrast, dissimilarity, entropy, angular second moment and correlation were calculated using the
GLCM. Mean describes the levels of shades of gray; variance reflects the uneven characteristics of gray
levels; correlation describes similarity at a certain position; and contrast, dissimilarity and homogeneity
reflect the comparability of the imagery. Contrast is the total variance of gray level within small area,
which becomes greater when the gray level difference is larger. Dissimilarity is a measurement of
changing degree of gray level. There are positive correlations between contrast and dissimilarity; and
negative correlations between contrast and homogeneity. Angular second moment, also called energy,
is a measurement of the distribution uniformity of grayscale. The greater the value of angular second
moment is, the coarser the texture is. There are inverse correlations between angular second moment
and entropy. When there are more classes distributed at uneven gray levels, the textures are mixed
and disordered, and the angular second moment is smaller, the entropy is quite larger. In contrast,
when there are fewer classes, the angular second moment is greater, and the entropy is quite small.

Many of the textural features measured using multi-bands may be highly correlated or
redundant [35] because the textural features are derived from the spectral information. Moreover,
textural features obtained from different directions and distances on seven bands of Landsat-8 OLI
imagery imply large increases in feature dimensionality. High dimensionality in the feature set may
increase computational time, overwhelm the classifier, and result in “curse of dimensionality” [36].
Thus, the most valuable textural features should be selected prior to performing the classifiers to
speed up the training process and increase interpretability by alleviating the “curse of dimensionality”.
Feature selection is an effective approach for alleviating “curse of dimensionality” and speeding
up computational time and for developing a robust and independent feature subset for imagery
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classification [37]. Many approaches have been presented for feature selection such as principal
component analysis [38,39]; more recently, non-parametric algorithms such as neural network, support
vector machine and classification tree [40,41] have been used widely. These approaches can be
broadly divided into three categories: filters, wrappers and embedded methods. The advantage of
embedded methods is that feature selection is completed during the learning process. The Random
Forests (RF) feature selection method is a decision tree-based ensemble method that is efficient
computationally, robust to outliers and noise, and useful for estimating error, strength, correlation, and
variable importance [42].

In this paper, the 672 GLCM textural features were obtained from seven bands of Landsat-8 OLI
imagery in four directions and three different pixel distances. The importance of textural features was
subsequently calculated using the random forest feature selection method in four directions. The top 20
textural features with importance value greater than 1 were selected in the four directions, respectively.
The random forest algorithm is characterized by the random selection of samples and features, and the
results of random selection are little different across different runs. In order to get more stable and
accurate feature sets, the random forest feature selection process has been repeated for many times in
our study. The differences between runs were mainly in the order of feature importance, not in feature
types, and the top 20 selected textural features remained generally consistent across different runs.
Then, the top 20 selected textural features and the spectral features were combined to develop various
input feature sets for monitoring plastic-mulched farmland. In total, six different feature sets were
generated using the following combinations:

(1) Spectral features (S): Include spectral reflectance of the 7 bands of Landsat-8 OLI imagery;
(2) Spectral features + textural features 1 (S + T1): Include spectral features and textural features in

the 0˝ direction;
(3) Spectral features + textural features 2 (S + T2): Include spectral features and textural features in

the 45˝ direction;
(4) Spectral features + textural features 3 (S + T3): Include spectral features and textural features in

the 90˝ direction;
(5) Spectral features + textural features 4 (S + T4): Include spectral features and textural features in

the 135˝ direction; and
(6) Spectral features + textural features 5 (S + T5): Include spectral features and textural features in

all directions.

3.2. Classification and Accuracy Assessment Methods

3.2.1. Classification Methods

In this paper, we selected three supervised classification algorithms: a non-parametric Support
Vector Machine (SVM) with four different kernel functions, and parametric classifiers: the Maximum
Likelihood Classifier (MLC) and Minimum Distance Classifier (MDC), because they are extensively
used and perform well in remote sensing. The MLC and the MDC were the benchmarks used to
compare the non-parametric and parametric classifiers in this paper. These three classifiers are briefly
described below.

The SVM algorithm is well-known in the machine learning field and has been successfully
used in a wide range of classification problems in remote sensing [43]. Various studies have shown
that the SVM classifier outperforms other classifiers [44–50]. The concept underlying SVM is based
on structural risk minimization and separating margin maximization [51]. Several different kinds
of kernel functions, such as linear kernel function (SVM-L), radial basis kernel function (SVM-R),
polynomial kernel function (SVM-P) and sigmoid kernel function (SVM-S), are used to generalize the
nonlinear decision boundaries in SVM. Linear kernel function does not need parameters to transform
the data; the polynomial kernel function needs a simple nonlinear parameter to transform the data;
the sigmoid kernel generates the support vector machine model using similar to neural network S
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type activation function; and the radial basic function is known as effective for many types of data.
The assumption of the MLC method is that the statistics of each class in each band are distributed
normally. The probability that a given pixel belongs to a specific class is calculated. Then, each pixel is
classified into a specific class with the highest probability (that is, the maximum likelihood) [52]. The
MDC calculates the Euclidean distance from each unknown pixel for each class using the mean vectors
of each endmember. All pixels are classified into the nearest class.

3.2.2. Accuracy Assessment

The measures of overall accuracy, kappa coefficient, producer’s accuracy and user’s accuracy
were used to assess the performance of the classifiers. The overall accuracy is defined as the ratio of
the total correctly classified pixels to the total number of pixels (the total number of all ground truth
reference pixels). The producer’s accuracy corresponds to omission error, while the user’s accuracy
corresponds to commission error.

4. Results and Discussions

4.1. Results

4.1.1. The Spatial Distribution of Plastic-Mulched Farmland

Landsat-8 OLI imagery can provide valuable information for monitoring plastic-mulched
farmland, due to the spectral, spatial and temporal characteristics of plastic-mulched farmland and the
imagery. The results (Figure 4) shown that the plastic-mulched farmland in Jizhou, Hebei Province is
distributed primarily among the middle, north and south, and dispersed in the east and west. The
spatial distributions of the plastic-mulched farmland obtained from these classifiers match well with
the field survey results of the same area. There are marginal differences between the results of SVM
using different kernel functions and larger differences between the SVM results and those of MLC or
MDC using different input feature sets. In this paper, the fewer results of classifiers (SVM-L and the
MLC using different feature sets) were taken as examples to display the differences between classifiers
and feature sets (Figure 4). From the figure, we can see that there exist a certain degree of differences
between classifiers and between feature sets. The spatial distribution from conventional supervised
classifier (MLC) is more extensive than that from machine learning algorithm SVM. The results from
spectral features are more scattered than that from the combined spectral and textural features.
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Figure 4. The spatial distribution of the plastic-mulched farmland extracted from different
classifiers using different feature sets (Non_PMF: Non plastic-mulched farmland area; PMF_SVM:
plastic-mulched farmland extracted from SVM-L alone and not from MLC; PMF_MLC: plastic-mulched
farmland extracted from MLC alone and not from SVM-L; PMF_SVM & MLC: plastic-mulched
farmland extracted from both SVM-L and MLC): (a) results of spectral features; (b) results of combined
spectral features and 0˝ directional textural features; (c) results of combined spectral features and
45˝ directional textural features; (d) results of combined spectral features and 90˝ directional textural
features; (e) results of combined spectral features and 135˝ directional textural features; and (f) results
of combined spectral features and all directional textural features.)

4.1.2. Accuracy Assessment

From the classification accuracies, we found that plastic-mulched farmland can be extracted
effectively from Landsat-8 OLI imagery using different classifiers and feature sets. On the whole, the
non-parametric machine learning classifier (SVM) outperforms the parametric classifiers (MLC and
MDC). In some cases, the overall accuracy of MLC was higher than SVM, but the producer’s and
user’s accuracies for plastic-mulched farmland obtained from SVM were more stable than those from
the parametric classifiers MLC and MDC while keeping the accuracy levels equal.

The SVM performs well with all four kernel functions for monitoring plastic-mulched farmland
using combined spectral and textural features from Landsat-8 OLI imagery. The accuracies of all the
combinations of different SVM kernel functions and input feature sets were beyond 92.7%, and both
the producer’s accuracy and user’s accuracy for detecting plastic-mulched farmland were higher than
88.82% (SVM-S using S + T1 feature). However, there were a few differences between the various kernel
functions and input feature sets. Generally, the linear kernel function provided better results, followed
by radial basis kernel function and the polynomial kernel function. From the difference value (Figure 5)
between the accuracy of combined spectral and textural features (S + T1/S + T2/S + T3/S + T4/S + T5)
and the accuracy of the spectral feature (S) alone, we can see that the overall, producer’s and user’s
accuracies of SVM-L were increased when including textural features in the 90˝ direction. The accuracy
of SVM-R was increased also when including textural features calculated in the 45˝ direction, while the
increment in the other direction were unstable (it both increases and decreases). The highest overall
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accuracy for SVM with the linear kernel function was derived from the combined use of spectral and
textural features in the 90˝ direction (94.14%, kappa 0.92), followed by using combined spectral and
textural features in the 45˝ (93.84%, kappa 0.92), 135˝ (93.73%, kappa 0.92) and 0˝ (93.71%, kappa 0.92)
directions, and finally, the spectral features alone (93.57%, kappa 0.91). Improved producer’s and
user’s accuracies for plastic-mulched farmland were obtained from combined spectral features and
textural features in the 90˝ direction, 90.67% (90.58%), followed by combined spectral features and
textural features in the 0˝ and 135˝ direction, 91.06% (90.53%) and 90.67% (90.23%), respectively, the
spectral features alone, 90.38% (90.38%), and combined spectral features and textural features in the
45˝ direction, 90.28% (90.19%), and finally, combined spectral features and textural features in the all
directions, 90.28% (89.76%).
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Figure 5. The accuracy changes of different kernel functions SVM using different feature sets: (a) the
difference value of overall accuracy; (b) the difference value of producer accuracy; and (c) the difference
value of user accuracy; Difference Value = Accuracy(S + T1/S + T2/S + T3/S + T4/S + T5) ´ AccuracyS).

The inclusion of textural features improves accuracy slightly when the SVM kernel functions
and the input feature sets are optimized. In our examinations, classification accuracies from different
combinations of spectral features and textural features were only marginally different from each other;
the combined spectral features and textural features in the 90˝ direction using SVM with the linear
kernel function was achieved the highest accuracy.

From the confusion matrix (Table 2) among plastic-mulched farmland, impervious surface and
bare soil (there was no confusion between water body, vegetation cover and the other classes, so
these two land cover classes were not presented in Table 2) of SVM-L and MLC, it can be observed
that confusion between plastic-mulched farmland and bare soil was more serious than between
plastic-mulched farmland and impervious surfaces. The misclassification percentage from bare soil
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to plastic-mulched farmland was higher than the misclassification percentage from plastic-mulched
farmland to bare soil in most cases. The misclassification percentage from impervious surfaces
to plastic-mulched farmland was higher than the percentage from plastic-mulched farmland to
impervious surfaces in most cases as well. These misclassifications have the potential to increase the
area of classified plastic-mulched farmland, which would also influence the confidence level in its
spatial distribution. The plastic film used for mulching is very thin (0.008 mm), and it is deposited
closely over the soil surface; therefore, the spectral information acquired by the sensor is a confused
electronic signature of both soil and plastic film. The 1 m width plastic-mulched sections are separated
by narrower bare soil rows distributed alternately in plastic-mulched cotton fields, making mixed
pixels extremely common in medium resolution imagery.

Table 2. Confusion matrix of parts land cover classes (PMF, IS and BS) from SVM-L and MLC.

Feature Sets
Classifiers SVM-L MLC

Land Cover Classes PMF IS BS PMF IS BS

S
PMF 90.38 1.98 12.44 88.63 1.21 13.36

IS 0.49 95.27 2.00 0.49 96.92 1.54
BS 9.14 2.64 85.56 10.88 1.65 85.10

S + T1

PMF 91.06 1.98 12.29 88.82 1.32 14.29
IS 0.39 95.27 2.46 0.39 97.69 1.23
BS 8.55 2.09 85.25 10.79 0.66 84.33

S + T2

PMF 90.28 1.98 12.75 85.71 1.32 10.14
IS 0.97 96.81 1.54 0.68 96.92 1.23
BS 8.75 1.21 85.71 13.61 1.65 88.63

S + T3

PMF 90.67 1.43 12.9 88.24 1.32 12.29
IS 1.17 97.25 1.08 0.58 95.93 1.54
BS 8.16 1.32 86.02 11.18 2.64 86.18

S + T4

PMF 90.67 1.87 12.9 88.63 0.88 12.75
IS 0.29 95.71 1.84 0.10 97.14 2.00
BS 9.04 2.31 85.25 11.27 1.87 85.25

S + T5

PMF 90.28 1.98 13.52 84.84 0.66 11.21
IS 0.58 95.60 2.92 0.39 97.14 1.23
BS 9.14 2.20 83.56 14.77 1.98 87.56

4.2. Discussion

From these results, we can conclude that the highest accuracy in detecting plastic-mulched
farmland was obtained from the SVM using linear kernel function and combined spectral and textural
features in the 90˝ direction. Thus, the following discussion focuses on this combination of feature sets
and method.

4.2.1. The Contribution of Textural Features

To explain the effects of spectral and spatial characteristics of textural features for monitoring
plastic-mulched farmland, we conducted comparative analyses using textural features alone from
various bands and a combination of spectral and textural features using SVM-L. Textural features
include those calculated from the panchromatic band (TP), pan-sharpened multi-bands (TF), and
original bands (T3) in the 90˝ direction. We also compare the accuracy among the seven feature
sets: the spectral features alone (S), original multi-bands textural features alone (T3), pan-sharpened
multi-bands textural features alone (TF), panchromatic band textural features alone (TP), and combined
spectral and original multi-bands textural features (S + T3), combined spectral and pan-sharpened
multi-bands textural features (S + TF), and combined spectral and panchromatic band textural features
(S + TP).
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From the results (Table 3), we can see that both the spectral features and the multi-bands textural
features (except for the panchromatic band textural features) can serve to detect plastic-mulched
farmland. However, using spectral features alone provided higher accuracy than using textural
features alone. Among the textural features, the panchromatic band textural features alone provided
lower overall accuracy than the other two textural features, and there were similar accuracy levels
between the original multi-bands textural features alone (T3) and the pan-sharpened multi-bands
textural features alone (TF).

The accuracy derived from the combined spectral and textural feature sets was higher than
that from spectral or textural features alone. Among the combined feature sets, the overall accuracy
achieved by S + T3 was higher than the other two combined feature sets. In addition, the producer’s and
user’s accuracies achieved by S + TF were higher than accuracies for the other feature sets. However,
the improvement in accuracy was both limited and almost negligible. Because the textural features are
second-level features derived from the spectral reflectance, there may be information redundancy in
the combined spectral and textural features; therefore, accuracy is not improved significantly by the
addition of textural features.

Table 3. The classification accuracy of different features sets.

Feature Sets Abbreviations Overall Accuracy Producer’s Accuracy User’s Accuracy

Spectral Features S 93.57 90.38 90.38
Texture from Original Multi-Bands T3 92.89 89.31 90.10
Texture from Panchromatic Band TP 78.06 83.85 84.47

Texture from Pan-Sharpened Multi-Bands TF 92.93 91.07 90.22
Combined Spectral and Original
Multi-Bands Textural Features S + T3 94.14 90.67 90.58

Combined Spectral and Panchromatic
Band Textural Features S + TP 93.77 90.06 90.23

Combined Spectral and Pan-Sharpened
Multi-Bands Textural Features S + TF 93.68 91.63 91.15

4.2.2. Stability of SVM

The stability of a classifier is always influenced by the samples and feature sets. In this section,
we discussed the effects of the number and distribution of samples and feature sets for SVM using the
linear kernel function.

The Number and Distribution of Samples

The number and distribution of the training and testing samples are important for classification
accuracy. For this study, five-fold cross validations were conducted. All the samples of each class were
divided into five equal sets, with training being conducted on four sets and testing on one set; this was
repeated five times and the mean accuracy was taken. The mean accuracy of 94.41% was achieved
using SVM with the linear kernel function. From the results, we can conclude that, on the one hand,
the distribution and number of the training and testing samples influence the classification accuracy
to some degree but not significantly; on the other hand, the SVM with the linear kernel function is
a relatively stable classifier for our study area.

The Number of Features

We developed three different combined feature sets (spectral features and top 10 textural features,
spectral features and top 15 textural features, and spectral features and top 20 textural features, all
calculated in the 90˝ direction) to discuss the effects of the number of feature sets required for classifier
stability. From the accuracy (Table 4), we can see that the overall, producer’s and user’s accuracies
improved slightly as the input feature sets were increased from combined spectral and top 10 textural
features to top 15 textural features, and to top 20 textural features. However, this feature-dimensionality
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increment has almost no significant effect on the performance of SVM-L. SVM-L is both effective and
insensitive to feature dimensionality. The SVM outperformed the conventional classifier as well.

Table 4. The accuracy of SVM-L using different number of features.

Classifier Feature
Sets

Overall
Accuracy

Producer’s
Accuracy

User‘s
Accuracy

Kappa
Coefficient

SVM-L
S + Top10 93.71 90.67 90.14 0.91
S + Top15 93.90 90.96 90.43 0.92
S + Top20 94.14 90.67 90.58 0.92

5. Conclusions

In this paper, Landsat-8 OLI multispectral data were evaluated to determine their suitability for
monitoring plastic-mulched farmland in Jizhou, Hebei Province, China. In addition, the performance
of the non-parametric classifier SVM with different kernel functions and the parametric classifiers
MLC and MDC were tested. The contribution of textural features was also discussed in monitoring
plastic-mulched farmland. We can conclude that:

(1) Plastic-mulched farmland in Jizhou can be effectively extracted from medium spatial resolution
Landsat-8 OLI data. The methods used here achieved high overall, producer’s and user’s accuracies
(above 85%) using various methods and different feature sets.

(2) SVM performed well with linear, radial basis kernel function, polynomial and sigmoid kernel
functions, although SVM with linear kernel functions provided the best performance. Overall accuracy
for the different SVM kernel functions were all beyond 92.7%, and both the producer’s accuracy and
user’s accuracy scores were higher than 88.82% (SVM-S using the S + T1 feature).

(3) The non-parametric classifier SVM with the linear kernel function outperforms the parametric
classifiers MLC and MDC for monitoring plastic-mulched farmland. SVM proved to be an effective
and relatively stable classifier that was insensitive to feature dimensionality and to the distribution of
training and testing samples in our study area.

(4) Both spectral and textural features can describe plastic-mulched farmland sufficiently for
detection; however, the spectral features alone provide higher overall accuracy than the textural
features alone. Among the textural features, the multi-bands textural features provided higher accuracy
than the panchromatic band textural features.

(5) The inclusion of textural features can improve the accuracy of plastic-mulched farmland
slightly using the optimized input feature sets. The highest overall accuracy was derived from
the combined spectral features and textural features in the 90˝ direction (94.14%), followed by the
combined spectral and textural features in the 45˝ (93.84%), 135˝ (93.73%) and 0˝ (93.71%) directions
and finally, the spectral features alone (93.57%).

Our study indicated that the SVM classifier is an effective method for monitoring plastic-mulched
farmland using Landsat-8 OLI data. These method and imagery data can be used to monitor and map
the spatial distribution and temporal variation of plastic-mulched farmland, can provide basic data for
further study of social and eco-environmental effects of plastic-mulched farmland.

Further works should be done to test the multi-temporal Landsat-8 imagery with machine learning
algorithms to improve the accuracy of plastic-mulched farmland classification. Furthermore, we plan
to explore the optimal spectral and spatial requirements for accurate monitoring plastic-mulched
farmland using hyper-spectral and higher spatial resolution remote sensing data.
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