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Abstract: Automatic classification of light detection and ranging (LiDAR) data in urban areas is of
great importance for many applications such as generating three-dimensional (3D) building models
and monitoring power lines. Traditional supervised classification methods require training samples
of all classes to construct a reliable classifier. However, complete training samples are normally hard
and costly to collect, and a common circumstance is that only training samples for a class of interest
are available, in which traditional supervised classification methods may be inappropriate. In this
study, we investigated the possibility of using a novel one-class classification algorithm, i.e., the
presence and background learning (PBL) algorithm, to classify LiDAR data in an urban scenario.
The results demonstrated that the PBL algorithm implemented by back propagation (BP) neural
network (PBL-BP) could effectively classify a single class (e.g., building, tree, terrain, power line,
and others) from airborne LiDAR point cloud with very high accuracy. The mean F-score for all
of the classes from the PBL-BP classification results was 0.94, which was higher than those from
one-class support vector machine (SVM), biased SVM, and maximum entropy methods (0.68, 0.82
and 0.93, respectively). Moreover, the PBL-BP algorithm yielded a comparable overall accuracy to the
multi-class SVM method. Therefore, this method is very promising in the classification of the LiDAR
point cloud.
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1. Introduction

Airborne light detection and ranging (LiDAR) is becoming a particularly important technology
for the acquisition of accurate three-dimensional (3D) spatial data [1], with applications including
land cover surveys [2], forestry parameter estimation [3], and 3D city modeling [4]. Since LiDAR
data are discrete unstructured points, classification of LiDAR point cloud is an essential procedure
before further data processing and model construction. However, LiDAR point cloud classification
in urban scenes remains a challenging task because of the complexity of the geometric relationships
between objects.

In recent years, many supervised classification methods have been proposed to address this
problem. For example, Charaniya et al. (2004) [5] transformed LiDAR point cloud into imagery and
then used Gaussian mixture modeling (GMM) to classify objects. Point-based supervised classification
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methods based on Random Forests [6], decision trees [7], AdaBoost [8], and JointBoost [9] have also
yielded satisfactory results in LiDAR point cloud classification. Support vector machine (SVM), which
achieves remarkable performance in dealing with high dimension data, has recently gained high
interest in the processing of full-waveform LiDAR data [10,11]. In traditional supervised classification
methods, the completeness and representativeness of training sets are of vital importance to the
classification accuracy. However, in many applications it is highly labor-intensive and time-consuming
to collect sufficient training samples. There are also circumstances that we only concern about one
specific class, regardless of other classes. In such cases, it is hard or not necessary to collect training
sets for classes other than the target class, and hence traditional supervised classification methods
might be inaccurate due to incomplete training sets.

A feasible solution to deal with these circumstances is to use one-class classification methods.
In one-class classification, points belonging to a specific class of interest are denoted as positive
data (i.e., presence data), while those belonging to other classes are referred to as negative data
(i.e., absence data). One-class classifier aims to generate a decision model from an input training
dataset that usually consists of positive data only, so as to recognize the positive data in a test
dataset. A number of one-class classification methods have been developed. For example, one-class
support vector machine (OCSVM) seeks a hyperplane to separate most of the samples from the origin
with the maximum margin in the feature space [12], and has proved to be useful in the one-class
classification of remote sensing images [13]. However, due to the lack of negative training samples,
OCSVM normally suffers from an over-fitting problem. Improvement can be achieved with the aid
of samples to be classified, which are defined as unlabeled data. For example, Liu et al. (2003) [14]
investigated a biased SVM (BSVM) method in which the unlabeled data were considered as a set of
noisy negative samples, and the training examples were weighted to handle the noise rates. BSVM can
provide satisfactory results in one-class classification, while the difficulty in tuning parameters and
the complexity in model selection have become its major obstacles [15,16]. Aside from the BSVM,
methods based on Bayes’ rule have also gained great attention in one-class classification with positive
and unlabeled data [17]. For example, Elkan and Noto (2008) [18] proposed a positive and unlabeled
learning (PUL) algorithm, which can be implemented by any traditional binary classifiers to solve the
one-class classification problems. PUL has shown promise in land-cover mapping using remote sensing
images [19–21]. A balanced size of training samples and unlabeled samples are required to achieve
the best performance [22]. However, no direct approach has been provided to optimize the sample
size. Another well-known one-class classification method is the maximum entropy (MaxEnt) approach
proposed by Jaynes (1957) [23]. MaxEnt estimates the target distribution by finding the most uniform
distribution (i.e., maximum entropy), subject to the constraints derived from the training data [24,25].
An appropriate threshold is needed when converting the model output into positive and negative
classes [26]. However, threshold selection is commonly difficult when dealing with one-class data
since the false-positive and false-negative predictions cannot be balanced [27]. In addition, MaxEnt is
sensitive to the input parameters such as the regularization coefficient, sampling bias and evaluating
models, which can hinder its adoption by non-expert users [28,29].

Recently, Li et al. (2011) [30] proposed a new presence and background learning (PBL) algorithm
that has great advantage in one-class classification. This algorithm does not require complicated model
selection and can generate very high accuracy results in niche modelling. However, it has rarely been
tested in airborne LiDAR classification. Therefore, this study mainly aims to investigate the possibility
of using the PBL algorithm to classify LiDAR data in an urban area. The commonly used OCSVM,
BSVM, MaxEnt, and SVM methods are used for comparison.

2. Materials and Methods

2.1. Dataset

The study area is located in Santa Rosa, CA, USA (38◦30′N, 122◦45′W), covering an area of about
700 m × 650 m (Figure 1). The elevation of the study area varies from 140 m to 399 m. Within the
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study area, the major land cover types are buildings, trees, pavement, bare soil, water bodies, power
lines, shrubs, and grassland. The airborne LiDAR dataset covering the study area was provided by
the University of Maryland and the Sonoma County Vegetation Mapping and LiDAR Program under
grant NNX13AP69G from NASA’s Carbon Monitoring System. This dataset was collected in 2013
using two LiDAR systems, one carrying a Leica ALS50 and the other a Leica ALS70. The systems
flew at 900 m above the ground with a 30◦ field of view (FOV), and recorded up to 5 echoes per pulse.
The average swath width of a single pass was around 400 m with about 50% swath overlap. In total,
4,615,428 points were collected, and the average point density was 10.14 pts/m2.

In order to evaluate the classification accuracy, we semi-automatically generated ground truth
classes using the software TerraScanTM with the aid of a high-resolution orthophoto from GoogleTM

Earth. The five ground truth classes consisted of buildings, trees, power lines, terrain (merging
pavement, bare soil, and grassland), and others (including shrubs and cars).
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Figure 1. (a) The location and overview of the study area; (b) light detection and ranging (LiDAR)
point cloud colored by point heights; (c) ground truth classes interpreted manually.

2.2. Features of Interest

In the present study, four kinds of features were used in the classification, including height-based
features, eigen-based features, echo-based features, and multi-scale features.

2.2.1. Height-Based Features

A significant breakthrough of the LiDAR sensor is the ability to acquire highly accurate height
information. LiDAR-derived height data, such as digital surface models (DSM), digital elevation
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models (DEM), and normalized DSM (nDSM) can make it possible to identify certain objects [1,31,32],
such as low vegetation and terrain in urban area [5,33]. In this study, the normalized height (denoted
as Hn) representing the height value in nDSM and the height variance (denoted as Hv) in a local
spherical neighborhood were applied in the classification. The first step for extracting the normalized
height is to identify the ground points. This procedure was performed using a progressive triangulated
irregular network (TIN) densification filtering algorithm as implemented in the software LAStools [34].
Then, we used the ordinary Kriging method to interpolate 1 m DSM and DEM from the first returns
and ground returns, respectively, and calculated the nDSM as the difference between DSM and DEM
following standard industrial procedure. The height variance was repeatedly computed at multiple
scales as described in Section 2.2.4.

2.2.2. Eigen-Based Features

Eigen-based features are effective estimators for the local spatial distribution of a set of points.
Given a set of n 3D points O = {(xi, yi, zi)}n

i=1 within a spherical neighborhood, the covariance matrix
Mcov can be calculated using the following equation:

Mcov =
1
n ∑n

i=1

(
Oi −O

)(
Oi −O

)T (1)

where O is the mean of the points, i.e., O = ∑n
i=1 Oi/n. The eigenvectors (V1, V2, V3) and eigenvalues

(λ1 ≥ λ2 ≥ λ3 ≥ 0) can be derived using the eigen-decomposition method, which is shown in
Equation (2).

Mcov = [V1 V2 V3]

 λ1 0 0
0 λ2 0
0 0 λ3

[V1 V2 V3]
T (2)

In geometry, eigenvectors are associated with the normal vector and coefficients of the best-fitting
plane for the points within the local neighborhood, and eigenvalues are helpful to measure whether
the points are linearly, planarly, or spherically distributed [35]. Therefore, eigen-based features
derived from the eigenvectors and eigenvalues can contribute to the improvement of classification
accuracy in urban areas [10,36]. In this experiment, we derived two eigen-based features from the
eigenvectors to aid in the classification, i.e., NZ corresponding to the angle between the local normal
vector and the vertical direction, and RZ corresponding to the residual of the local plane fitting. We also
derived four eigen-based features, linearity Lλ, planarity Pλ, sphericity Sλ, and change of curvature
k, from the eigenvalues following the definitions in Chehata et al. (2009) [6] and Ni et al. (2017) [37],
i.e., Lλ = (λ1 − λ2)/λ1 , Pλ = (λ2 − λ3)/λ1, Sλ = λ3/λ1 and k = λ3/(λ1 + λ2 + λ3).

2.2.3. Echo-Based Features

Due to the diversity of illuminated surfaces, the emission pulses from a LiDAR sensor may
indicate different backscatter characteristics. Generally, the laser pulse can penetrate the canopy of
vegetation and hence the points of canopy will indicate multiple returns, whereas terrain and buildings
are commonly recorded as a single return. Therefore, the information on different objects can be
revealed from the number of returns [38,39]. In this study, two echo-based features were selected for
the classification, i.e., NE corresponding to the total number of echoes, and RE corresponding to the
ratio of the echo number to NE.

2.2.4. Multi-Scale Features

As stated above, most of our features aimed to measure the local geometric characteristics of points
within a spherical neighborhood. The radius r of the spherical neighborhood determines a certain scale
at which the local distribution characteristics will be measured. Recent research has demonstrated that
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different local distribution characteristics will be obtained via a series of r [40]. For example, at the
scale of a few centimeters, points belonging to power-lines distribute like a 1D line, whereas those
belonging to trees distribute like a mixture of 1D branches and 2D leaves. At a larger scale such as
3 m, the points belonging to power-lines still distribute like a 1D line, while those belonging to trees
now indicate a scattered distribution in 3D space. Combinations of the distribution characteristics at
different scales can provide effective information to discriminate between different classes.

In order to evaluate the local geometric characteristics under different scales, the features stated in
the previous section including HV , Lλ, Pλ, Sλ, k, NZ, and RZ were repeatedly computed at each scale
of interest. Taking into account the point density and the object size in the study area, we empirically
determined the scales as 1.5 m, 2.5 m, and 3.5 m. Practically, the points near the object boundaries may
have too few neighborhoods to evaluate valid feature values at a small scale. In that case, the feature
values in the closest available larger scale were used to complete the missing values.

2.3. Classification Schemes

2.3.1. PBL-BP Classification

PBL is a general one-class classification scheme that models the probability of an individual
sample x being positive (denoted as P(y = 1|x) ) from the input positive and unlabeled training
samples. Due to the absence of reliable negative samples, traditional supervised learning methods are
inefficient for doing this. Let s = 1 denote that x is collected as a labeled sample and s = 0 denote that
x is collected as an unlabeled sample. Then, the model trained using positive and unlabeled data can
be denoted as P(s = 1|x, η = 1) , where η = 1 refers to the presence-background strategy. According
to the conditional probability method and the random sampling strategy, the quantitative relationship
between the trained model P(s = 1|x, η = 1) and the desired model P(y = 1|x) can be expressed as:

P(y = 1|x) = 1− c
c
× P(s = 1|x, η = 1)

1− P(s = 1|x, η = 1)
(3)

where c is a constant that can be estimated from validation data O. In practice, a reliable way to estimate
c is to average the predicted probabilities for all xεO:

c =
1
n ∑(x∈O)

P(s = 1|x, η = 1) (4)

where n is the cardinality of dataset O.
In summary, the main idea behind the PBL method is to generate a desired model P(y = 1|x) in

two steps. Firstly, the initial probability P(s = 1|x, η = 1) is predicted by a binary classifier that is
trained using positive and unlabeled samples. Then, the desired model P(y = 1|x) can be generated
by calibrating the initial probability with a constant c, which is estimated from validation data, through
a non-linear transformation. It is worth mentioning that PBL is not a specific classifier, but a general
framework that can be implemented by any classifier that is able to correctly predict the conditional
probability. More details about the PBL algorithm can be found in Li et al. (2011) [30].

Since the back propagation (BP) neural network can correctly evaluate the posterior
probability [41,42], in this study PBL-BP was applied to perform the classification. Two hidden layers
were used during the training of the BP neural network, and the transfer functions were tan-sigmoid
and log-sigmoid, respectively. The number of nodes in hidden layers was determined empirically.
For each class, we randomly selected 1000 positive samples and 5000 unlabeled samples. Then, the
features of interest were extracted and normalized into the range [0, 1]. Note that we did not carry
out the procedure of feature selection, hence the applied features shared the same weights during
the process of training. Additionally, we extracted 75% of the collected samples to train the classifier,
and 25% as validation data to estimate the constant c. Given that the initial synaptic weights are
randomly determined, the output of the BP neural network will be different for each case. In order
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to achieve a reliable model, the BP neural network was trained ten times with the same network
structure, parameters, and training data. Afterwards, these outputs were averaged to construct the
final decision model.

We also used PBL-BP to produce a multi-class classification result through a one-against-all
strategy [43]. The PBL-BP algorithm was independently performed for each class, and the outputs of
posterior probabilities were combined. Afterwards, each sample was labeled as the class corresponding
to the maximum posterior probability.

2.3.2. Other One-Class Classification Methods

Besides the PBL-BP algorithm, this study also classified the LiDAR data in the study area using the
OCSVM, BSVM, and MaxEnt algorithms. Classification results from these methods were quantitatively
compared with those of PBL-BP, so as to comprehensively evaluate the effectiveness of PBL-BP in the
extraction of a single class from LiDAR point clouds.

The OCSVM algorithm was implemented in the LIBSVM package released by Chang and
Lin (2001) [44]. OCSVM requires only positive samples as a training set, irrespective of negative
and unlabeled samples. We used the Gaussian radial basis function (RBF) kernel to facilitate dealing
with the high-dimension features [12,45]. Two parameters needed to be determined during the training:
the RBF kernel width γ and the rejection fraction v. Following the guideline of LIBSVM, we evaluated
γ ranges from 2−10, 2−9, . . . , 210 and v ranges from 0.1, 0.2, . . . , 0.9. In view of the fact that OCSVM
normally encounters the over-fitting problem, we randomly selected 750 positive samples per class for
generating the classifier, and applied both positive and negative data for validation, so as to achieve
the best performance.

The BSVM algorithm was implemented in the SVMlight package [46]. For the same reason as
with the OCSVM algorithm, we chose the Gaussian RBF kernel to build the desired model. For each
class, 1000 positive samples and 5000 unlabeled samples were randomly collected. The training
process included the determination of three parameters: the RBF kernel width γ, the weights of
negative errors c, and the factor j representing the bias of weight between positive errors and negative
errors. In our experiment, we manually set γ from 2−4, 2−3, . . . , 24, c from 2−7, 2−3, . . . , 20, and
j from 21, 22, . . . , 26. According to the empirical approach proposed by Liu et al. (2003) [14] and
Li et al. (2011) [30], we extracted 75% of the collected samples as training data and 25% as validation
data, and performed classifier selection criterion to evaluate the best γ, c and j. Afterwards, we used
these parameters together with the initial training set to generate the final decision model.

The MaxEnt algorithm was implemented using the MAXENT software [47]. We randomly selected
1000 positive samples and 5000 unlabeled samples for each class and extracted 75% of them as training
data. To reduce over-fitting, the regularization multiplier was set to 2.00 [29]. The outputs of MaxEnt
are logistic values; hence, a threshold is required to convert the output values into binary classes.
Following the guidelines in [26,28], we extracted 25% of the selected samples as validation data, and
set the threshold as the logistic value, which is equivalent to a 5% omission rate of the validation data.
Other user-defined parameters were set to the default values.

2.3.3. SVM Classification

To systematically investigate the performance of PBL-BP, we compared its multi-class classification
results with that from the SVM method, which was implemented by LIBSVM package. SVM solves
the classification problem by seeking optimal separating hyperplanes that maximize the distances
between different classes, and is extensively used in remote sensing analysis [48,49]. For non-linearly
separable problems, the kernel function is introduced to transform the original samples into a high
dimensional feature space where the samples can be linearly separated. In this experiment, an RBF
kernel was used since it has proved to be effective in LiDAR point cloud classification [10,36,50].

The input for SVM consisted of the training samples of all classes. For each class, 1000 training
samples were randomly collected in the study area. Two parameters were involved in the training of
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the classifier: the RBF kernel width γ and the penalty parameter C. We evaluated both γ and C in the
range of 2−10, 2−9, . . . , 210 using 5-fold cross-validation [51]. Afterwards, the evaluated parameters
were used to perform the classification.

2.4. Accuracy Assessment

The classification results were quantitatively evaluated based on the ground truth classes using
a confusion matrix, which is widely applied in the performance assessment of an algorithm [44].
In the confusion matrix, true positive (TP) denotes the number of correctly labeled positive samples,
and true negative (TN) denotes the number of correctly labeled negative samples. Meanwhile, false
positive (FP) refers to the number of negative samples that were incorrectly labeled as positive samples,
and false negative (FN) refers to the number of positive samples that were incorrectly labeled as
negative samples. From the confusion matrix, we can calculate the producer’s accuracy (PA), which
represents the probability of a sample belonging to a specific class was correctly labeled, the user’s
accuracy (UA), which measures the correct rate of the samples that were labeled as a specific class, and
overall accuracy (OA), which indicates the proportion of correctly classified samples among the total
number of samples. In one-class classification problems, a high OA is not necessarily equivalent to
an accurate result for a specific class, whereas UA and PA are necessarily to be high for an accurate
classification [15,52,53]. Therefore, we used the F-score, which is defined as the harmonic mean of UA
and PA, for assessing the accuracies of one-class classification results. The PA, UA, OA, and F-score
can be derived as follows:

PA =
TP

TP + FN
, (5)

UA =
TP

TP + FP
, (6)

OA =
TP + TN

TP + TN + FP + FN
, (7)

F =
2× PA×UA

PA + UA
(8)

3. Results

3.1. One-Class Classification Results

Figure 2 illustrates the one-class classification results of PBL-BP, OCSVM, BSVM and MaxEnt for
each class in the study area. Accuracy assessment using ground truth classes revealed that the PBL-BP
algorithm successfully extracted all of the classes in the scene (Table 1). The highest accuracies were
obtained in the classification of terrain, with an F-score of 0.98. Both PA and UA for terrain were high
(98.04% and 98.10%, respectively). A small number of trees were incorrectly classified as power lines,
and the mislabeled points for buildings were mainly distributed within the gable roofs that showed
similar features to trees. There was confusion between trees and shrubs in the classification map, and
the F-score of trees (0.92) was relatively lower than those of the other classes. The mean F-score for
all of the classes from the PBL-BP classification results was 0.94, indicating that the results had high
agreement with ground truth classes.

Quantitative assessment of the classification results indicated that PBL-BP outperformed the
other one-class classifiers (Table 1). In general, OCSVM produced lots of salt and pepper noise in
the classification maps. Both OCSVM and BSVM obtained poor classification results for class other
since many instances of trees and terrain were wrongly labeled as belonging to that class. There was a
significant confusion between power lines and trees in the BSVM classification map. The mean F-scores
for all of the classes from the classification results of OCSVM and BSVM were 0.68 and 0.82, which
were 0.26 and 0.12 lower than those from PBL-BP, respectively. The classification maps of MaxEnt and
PBL-BP were similar, with mean F-scores of 0.93 and 0.94, respectively.



Remote Sens. 2017, 9, 1001 8 of 15

Remote Sens. 2017, 9, 1001  8 of 15 

 

 

Figure 2. One-class classification results of presence and background learning algorithm implemented 
by back propagation neural network (PBL-BP), one-class support vector machines (OCSVM), biased 
SVM (BSVM) and maximum entropy (MaxEnt): (a) Terrain; (b) Building; (c) Tree; (d) Power Line; (e) 
Others. 

Table 1. Accuracy assessment for One-class classification results of PBL-BP, OCSVM, BSVM and 
MaxEnt. 

Classes Performance Metrics PBL-BP OCSVM BSVM MaxEnt 

Terrain 
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Figure 2. One-class classification results of presence and background learning algorithm implemented
by back propagation neural network (PBL-BP), one-class support vector machines (OCSVM), biased
SVM (BSVM) and maximum entropy (MaxEnt): (a) Terrain; (b) Building; (c) Tree; (d) Power Line;
(e) Others.

Table 1. Accuracy assessment for One-class classification results of PBL-BP, OCSVM, BSVM and MaxEnt.

Classes Performance Metrics PBL-BP OCSVM BSVM MaxEnt

Terrain
UA (%) 98.11 97.03 95.80 100.00
PA (%) 98.04 71.48 99.57 96.29
F-score 0.98 0.82 0.97 0.98

Building
UA (%) 94.03 70.56 82.94 86.17
PA (%) 90.63 79.72 96.79 98.57
F-score 0.92 0.74 0.89 0.91

Tree
UA (%) 96.01 66.26 82.92 87.56
PA (%) 92.49 74.59 98.09 97.38
F-score 0.94 0.70 0.89 0.92

Power Line
UA (%) 95.89 91.03 65.10 90.50
PA (%) 95.94 88.93 99.66 98.67
F-score 0.96 0.89 0.78 0.94

Others
UA (%) 91.73 16.18 45.49 86.48
PA (%) 92.00 48.81 82.89 98.22
F-score 0.92 0.24 0.58 0.91
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3.2. Multi-Class Classification Results

PBL-BP produced a multi-class classification result (Figure 3a) with an OA of 96.97% (Table 2).
When compared with the one-class classification results, the error of power line decreased, while the
omission of the power line increased since the pylons tended to be classified as trees. There were
mainly two types of error in the multi-class classification map: (1) a large number of points belonging
to class other (approximately 10.1%) were incorrectly classified as terrain and trees; and (2) some small
objects on building roofs were incorrectly classified as trees.
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Figure 3. Multi-class classification results of presence and background learning algorithm implemented
by back propagation neural network (PBL-BP) and support vector machine (SVM): (a) PBL-BP; (b) SVM.

Table 2. Confusion matrix for the PBL-BP multi-class classification result.

Reference

Prediction
Terrain Building Tree Power Line Others

Terrain 2,301,098 37 792 0 1142
Building 1396 917,961 49,115 7 3024

Tree 5987 31,905 1,018,900 458 19,167
Power Line 0 129 697 10,873 0

Others 12,428 2795 10,582 3 226,807
PA (%) 99.91 94.49 94.66 92.94 89.78
UA (%) 99.15 96.34 94.33 95.87 90.67

OA (%) 96.97
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Figure 3b shows the classification results of SVM. As can be seen, its classification map was
very similar to PBL-BP, and both results showed a high consistency with the ground truth data.
The quantitative assessment of the classification results is given in Table 3. SVM obtained high PAs for
all classes, while the UAs for classes other and power lines were low (69.30% and 84.75%, respectively).
The OA of PBL-BP was 96.97%, whereas that of SVM was 96.07%, indicating that PBL-BP achieved
slightly better results than SVM.

Table 3. Confusion matrix for support vector machine (SVM) classification result.

Reference

Prediction
Terrain Building Tree Power Line Others

Terrain 2,241,724 0 5 0 61,340
Building 0 935,627 27,062 89 8725

Tree 11 31,467 1,008,098 2002 34,839
Power Line 0 0 71 11,628 0

Others 11,044 2319 2435 0 236,817
PA (%) 97.34 96.31 93.65 99.39 93.75
UA (%) 99.51 96.51 97.15 84.75 69.30

OA (%) 96.07

4. Discussion

One outcome of interest from this research is the effectiveness of PBL-BP algorithm for the
one-class classification of a LiDAR point cloud. According to our experimental results, methods
learning from both positive and unlabeled samples (PBL-BP, MaxEnt and BSVM) commonly yielded
more accurate results than those learning from only positive samples (OCSVM). This is consistent with
findings reported by Castelli et al. (1996) [54], who concluded that unlabeled samples can provide
useful information to improve classification accuracy. In the classification, BSVM achieved high
PAs, but the UAs were commonly low, indicating that BSVM cannot effectively solve the over-fitting
problem. A possible reason for this may be the difficulties in tuning free parameters. BSVM weights
the unlabeled samples to construct a reliable decision rule, but the weights are hard to tune as there is
no direct approach to evaluate the actual rate of noises in the unlabeled data [19]. MaxEnt is one of the
state-of-the-art methods learning from positive and unlabeled samples, and achieved high accuracies in
the classification. However, it suffers from several drawbacks. One major drawback of MaxEnt is that
its outcome depends critically on the input parameters [55,56]. Additionally, assuming a distribution
model of the data can sometimes be problematic [29]. Our experiment results indicated that MaxEnt
outperformed BSVM, which is different from the findings reported by Mack and Waske (2017) [57]
and Stenzel et al. (2017) [58]. This phenomenon might have resulted from the different thresholds
that were used to transform the model outputs into binary classes. Studies have found that the
default threshold performed relatively poorly as compared with a threshold obtained from alternative
threshold selection strategies, and might be insufficient to balance false positive and false negative
classifications [17,57]. Although threshold selection strategies can improve the classification results,
the addition of such a procedure has the disadvantage of increasing the complexity of model selection.
By contrast, PBL does not involve complicated parameter tuning and model selection, and can produce
more reliable and accurate classification results than the other one-class classifiers. Therefore, PBL is
very promising for solving one-class classification problems of LiDAR data.

In addition, this study revealed the potential of the PBL-BP algorithm in multi-class classification
of LiDAR point cloud, for the first time. Previous findings have indicated that the classification
accuracy can be influenced greatly by the training samples [49,59]. To provide more information on
the performance of PBL-BP, comparative experiments were conducted from two aspects: (1) training
sets, and (2) sample sizes. To evaluate the impact of training sets on the classification results, we ran
PBL-BP and SVM ten times using different randomly sampled training data. In terms of sample
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sizes, we trained PBL-BP and SVM with different sizes of randomly sampled data. The sizes of
training samples for each class were in the range of [500, 1500], incrementing 100 samples each time.
The classification results (Figure 4) demonstrate that both of their OAs tend to increase with the sample
sizes, which is consistent with findings reported in [59]. Although PBL-BP provided a slightly lower
mean OA when compared with SVM (96.39% and 96.51%, respectively), the differences are very small
(approximately 0.12%). Therefore, it is reasonable to conclude that the PBL-BP algorithm can provide
a comparable performance to the SVM method.
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PBL can be particularly useful in practical applications where the extraction of a specific class
is needed. Although traditional supervised classification methods can be used to achieve this goal,
the adoption of such methods requires training samples of all classes in the study area, which are
commonly highly labor-intensive and time-consuming to collect. The cost of acquiring training
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samples for classes of no interest may be very high, especially for urban scenes that contain a variety
of objects [60]. Meanwhile, traditional supervised classification methods are normally focused on the
overall classification accuracy rather than the class of interest [45,61]. However, maximizing the overall
classification accuracy is not necessarily equivalent to optimizing the accuracy of a specific class [49].
In contrast, PBL is focused tightly on the specific class of interest, and requires only the positive and
unlabeled samples for training. It is not necessary to collect any negative samples and hence the cost of
collecting training data can be significantly reduced. Since PBL can reduce the requirement for training
data without any substantial loss in accuracy, it may be a better choice to classify a specific class of
interest from LiDAR data as compared with traditional supervised classification methods.

Previous research has demonstrated that the selection of the classifier is critical to the successful
classification of complex urban scenes and the optimum choice will vary with different data [49].
In other words, the performance of classifiers is data-dependent, and one classifier might be able
to handle some specific datasets but be incapable of dealing with other datasets [62]. Since it is
hard to choose a best classifier in a practical classification task, ensemble methods that combine the
predictions of several individual classifiers have become a new prospect for improving classification
results [8,9,63,64]. However, predictions resulted by different classifiers are less comparable, hence an
appropriate rule is needed to combine them [65,66]. PBL is a flexible framework that can calibrate the
initial predictions of any binary classifiers through a non-linear transformation. After the calibration,
the predictions become uniform and comparable and hence can be combined to generate the decision
model. Therefore, PBL may also be useful in applications where ensemble classifications are to be
carried out, which will be further investigated in the near future.

The PBL is based on the assumption that samples are selected completely in random. In other
words, positive training samples are randomly collected from all positive data, and unlabeled training
samples are randomly collected from the whole study area. In a real-world application, however,
a commonly used method of collecting training samples is to visually estimate the classes and draw
polygons around the areas covering a number of training samples, which will lead to a strong spatial
autocorrelation in the training data. In such cases, the training samples are highly clustered and
this assumption may not be satisfied. Moreover, studies have found that the purity and quality of
positive samples and the proportion of positive samples to unlabeled samples are important factors
that influence PUL classification accuracy [22]. Although the theoretical principles underlying PUL
and PBL are similar, a more reliable sampling design is adopted in PBL [30]. Therefore, the effect of
these factors on PBL classification results is still unclear. Further study is still needed to identify how
biases and errors of training samples collection influence the PBL classification results.

5. Conclusions

This study investigated the classification of LiDAR data using a novel one-class classification
method, i.e., PBL algorithm. The classification result was systematically compared with OCSVM,
BSVM, and MaxEnt to evaluate the performance of PBL-BP in the extraction of a single class
(e.g., buildings, trees, terrain, power lines and other) in an urban area. The PBL classification results
had high agreement with the ground truth classes, with a mean F-score of 0.94 for all classes, which
was 0.26 and 0.12 higher than the results from OCSVM and BSVM, respectively. The results also
demonstrated that PBL outperformed the state-of-the-art MaxEnt method, while significantly reducing
the effort in parameter tuning and model selection.

Moreover, this study estimated the performance of PBL in multi-class classification with different
training sets and sample sizes. Results implied that PBL can produce comparable accuracy with SVM
with an OA of above 96%, and hence shows great potential for LiDAR point cloud classification,
especially when the training classes are incomplete. Future studies will be focused on the use of PBL
in generating an ensemble model to further improve the classification accuracy. The influence of
sampling biases and errors on the classification results also needs to be further studied.
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