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Abstract: External Digital Elevation Models (DEMs) with different resolutions and accuracies cause
different topographic residuals in differential interferograms of Multi-temporal InSAR (MTInSAR),
especially for the phase-based StaMPS-PS. The PS selection and deformation parameter estimation
of StaMPS-PS are closely related to the spatially uncorrected error, which is directly affected by
external DEMs. However, it is still far from clear how the high resolution and accurate external
DEM affects the results of the StaMPS-PS (e.g., PS selection and deformation parameter calculation)
on different platforms (X band TerraSAR, C band ENVISAT ASAR and L band ALOS/PALSAR1).
In this study, abundant synthetic tests are performed to assess the influences of external DEMs on
parameter estimations, such as the mean deformation rate and the deformation time-series. Real SAR
images, covering Shenzhen city in China, are also selected to analyze the PS selection and distribution
as well as to validate the results of synthetic tests. The results show that the PS points selected by
the 5 m TanDEM-X DEM are 10.32%, 4.25% and 0.34% more than those selected by the 30 m SRTM
DEM at X, C and L bands SAR platforms, respectively, when a multi-look geocoding operation is
adopted for X band in the SRTM DEM case. We also find that the influences of external DEMs on the
mean deformation rate are not significant and are inversely proportional to the wavelength of the
satellite platforms. The standard deviations of the mean deformation rate difference for the X, C and
L bands are 0.54, 0.30 and 0.10 mm/year, respectively. Similarly, the influences of external DEMs on
the deformation time-series estimation for the three platforms are also slight, except for local artifacts
whose root-mean-square error (RMSE) ≥6 mm. Based on these analyses, some implications and
suggestions for external DEMs on StaMPS-PS processing are discussed and provided.
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1. Introduction

Multi-temporal InSAR (MTInSAR) technique, an enhanced differential InSAR technique, has been
widely applied in deformation mapping for urban surface, volcanos, mines and earthquakes [1–7].
In general, MTInSAR can be divided into three categories [8]: the single-master MTInSAR, such as
PSInSAR, STUNS, and StaMPS-PS [1,9–11]; the multi-master MTInSAR, for instance, SBAS, NSBAS,
TCPInSAR, and StaMPS-SBAS [1,12–14]; and the combination of the previous two categories [15,16].
The original (wrapped or unwrapped) phase is mostly derived from differential interferograms after
removing topographic phase with external DEM. Therefore, the quality of differential interferometric
phase (referred to as “original phase” hereafter) is directly affected by the external DEM, such as the
phase unwrapping error caused by incorrect external DEM in mountainous areas [17,18], the aliasing
of deformation signal, and topographic residues [19–21]. Meanwhile, it also affects the deformation
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estimation of MTInSAR, for example, the influences of incorrect topographic residuals on the calculation
of time-series deformation [18,22,23]. Hence, it is necessary to study the effects of external DEMs with
different accuracies and spatial resolutions on the parameter estimation of MTInSAR.

In recent years, high resolution imaging radars, such as TerraSAR-X, COSMO-SkyMed and
Radarsat-2 provide plenty of opportunities for MTInSAR studies. However, the development of
external DEMs is left far behind and only few middle resolution (~30 m) open source DEMs can be used
in MTInSAR, for example, the SRTM-1arc/3arc DEM obtained in 2000 and the ASTER DEM obtained
in 2007. Nevertheless, their resolutions are much lower than that of high resolution SAR images
(e.g., ~3 m for TerraSAR-X stripmap mode), and they are also very outdated. These can lead to spatially
correlated and uncorrelated residual topographic phases in differential interferograms and difficulties
in the PSs selection and deformation signals and topographic residuals isolation [1,21,24]. The residual
topographic phases can be partly estimated in the processing chain of MTInSAR [17,19,22,23]. However,
for the phase-based MTInSAR (e.g., StaMPS-PS), the PSs selection is closely related to the estimation
of spatially uncorrelated components, which are directly affected by the resolution and precision of
external DEMs [18,20,25–27]. Fortunately, high resolution and accurate external DEM can be obtained
by LiDAR, Unmanned Aerial Vehicle (UAV) and TanDEM-X DEM [28,29], which can provide much
more details for surface feature information compared with those DEMs aforementioned. In addition,
these DEMs have been successfully applied in the environment related sciences, such as wetlands
dynamics, forestry biomass estimation, and vegetation growth [30–35]. Thus, it gives us a good chance
to study how the high resolution and accurate external DEM affect the PS selection and deformation
parameter estimation in StaMPS-PS technique. This paper aims to qualitatively and quantitatively
analyze the influences of external DEMs on parameter estimations at different SAR platforms, and to
provide external DEM selection guidance in different cases.

StaMPS-PS developed by Hooper et al. [1,15] is adopted in this study to calculate deformation
parameters (the mean deformation rate and time-series deformation) for different SAR platforms.
DEMs from SRTM-1arc (30 m) and TerraSAR-X/TanDEM-X (5 m) in Shenzhen, China were selected
to analyze the influences of external DEM on the StaMPS-PS. This study is organized as follows.
Section 2 gives a brief description of the study area, datasets and methodology. Section 3 analyzes
effects of topographic residuals through a series of synthetic tests and hypothesis test, e.g., the
one-sample KolmogorovSmirnov (KS) test and the Wilcoxon rank sum test. Using real SAR images
from different platforms, the influences of external DEM on the PS selection and parameter estimations
are analyzed and discussed in Section 4, and the discussion and conclusions are presented in Sections 5
and 6, respectively.

2. Datasets and Methodology

2.1. Study Area and Datasets

Shenzhen, located in the middle-south of Guangdong province of China, is one of the fastest
developing cities with quick urbanization in the past 35 years [36]. The city is surrounded by the
sea in the south and west. Marine sediments of quaternary age with a high compressibility widely
distribute along the coastal land areas. The thickness of the layer is generally 3–10 m besides some
local depth of 20 m [37]. The elevation of this area ranges from 1 m in the coastal area to 600 m in the
north (see Figure 1). The topography of the urban areas is flat with some high buildings.

Two external DEMs covering Shenzhen city, the SRTM-1arc with a resolution of 30 m in 2000 and
the TerraSAR-X/TanDEM-X DEM with a resolution of 5 m in 2014 generated by an iterative DInSAR
fusion technique [38,39], were collected, as shown in Figure 1a,b. It should be noted that the accuracy
of the fusion DEM is also affected by the surface features, as described in [38], even though the fusion
method can reduce the effects of geometric distortions. Obvious height differences in Figure 1c caused
by the resolution and precision difference and the city development in the period of 2000 and 2014
are observed. In addition to the DEM data, three platforms were selected to analyze the influences of
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external DEM quality on StaMPS-PS: 44 X band TerraSAR-X images (October 2008 to December 2010),
34 C band ENVISAT ASAR images (June 2007 to September 2010) and 23 L band ALOS/PALSAR-1
images (December 2006 to January 2011) (Tables S1–S3). The data coverage and spatial and temporal
baseline distribution maps are shown in Figures 1a and 2.

Figure 1. Data coverage: (a) SRTM-1arc DEM with a resolution of 30 m in 2000. The red, black and
yellow rectangles represent the TerraSAR-X, ENVISAT ASAR and ALOS/PALSAR collected in this
paper, respectively. (b) Fused TanDEM-X DEM with a resolution of 5 m in 2014. (c) Difference between
TanDEM-X DEM and SRTM-1arc DEM.
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2.2. The Role of External DEM in StaMPS-PS

StaMPS-PS is a widely used PS-InSAR processing package for retrieval of surface deformation
time-series [1,15]. Instead of selecting PSs based on amplitude dispersion (DA) [10,11], StaMPS-PS
combines DA and phase stability analysis to obtain the final PSs, and separates the deformation signals
and topographic residual from the unwrapping phase. Assuming there are N + 1 co-registered SAR
images, the flattened and topographically corrected phase of the xth pixel in the ith interferogram is
expressed as:

W
{

φInti ,x
}
= W

{
∆φInti ,x,D + ∆φInti ,x,A + ∆φInti ,x,O + ∆φInti ,x,T + ∆φInti ,x,N

}
(1)

where ∆φInti ,x,D, ∆φInti ,x,A, ∆φInti ,x,O, and ∆φInti ,x,N are the deformation signal, atmospheric affects,

residue orbit error and thermal noise, respectively. ∆φInti ,x,T =
4πB⊥,Inti

λRsinθ ∆z is the topographic residual
phase due to incorrect external DEMs, where B⊥,Inti , λ, θ, R and ∆z are the perpendicular baseline,
wavelength, incident angle, slant distant and topographic residual, respectively. The first three items
and part of the fourth item of Equation (1) are spatially correlated phases (φInti ,x

), which can be removed
from the original phase with a band-pass filter and a low-pass filter. The remaining phases can be
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divided into two parts. One is a spatially uncorrelated part of the fourth item of Equation (1), which is
proportional to perpendicular baseline and look angle error (∆θ) [40,41], ∆φu

Inti ,x,T = 4π
λ B⊥,Inti · ∆θ.

The other is the spatially uncorrelated part of the first three items and the fifth part of Equation (1).
The look angle error can be calculated by a parameter space search method instead of least squares
inversion due to the wrapped phase. The residual phase used to evaluate the stability of a permanent
scatterer candidate (PSC) can be estimated after subtracting ∆φu

Inti ,x,T :

γx =
1
N
|

N

∑
i=1

exp
{√
−1
(

φInti ,x − φInti ,x
− ∆φu

Inti ,x,T

)}
| (2)

where γx is defined as the temporal coherence (referred to as coherence hereafter) to identify the PS,
ranging from 0 to 1. The root-mean-square change of γx is calculated after each iteration until the
solution has converged. The final PSs can be selected based on the probability concerning the amplitude
dispersion as well as γx. Once the PSs are selected, the spatially-uncorrelated look angle error can be
subtracted from the original phase to satisfy the condition that the absolute phase difference between
neighboring PSs is generally smaller than π. Then, the corrected phase can be unwrapped with a 3D
phase unwrapping method [42]. Optionally, high-pass filter in the time domain can be applied to the
unwrapped data followed by a low-pass filtering in space to remove the remaining spatially correlated
errors, such as the atmosphere delay and residual orbit errors. After that, the deformation signal can
be obtained.

As outlined above, the original phase in StaMPS-PS is directly affected by the resolution
and accuracy of external DEMs. Low quality DEMs can lead to notable spatially correlated and
uncorrelated phases remaining in the differential interferograms, which would affect the estimation
of spatial uncorrelated DEM error and residual phase in StaMPS-PS. Besides, the low-pass filtering
aforementioned is performed in the map coordinate. The pixel geographic position (e.g., longitude
and latitude), determined by the external DEM, can affect the number of selected pixels and the spatial
phase value within the given window size. These influences caused by external DEM quality on phase
analysis may affect the results of StaMPS-PS ultimately [24,43].

2.3. Processing and Accuracy

To qualitatively and quantitatively analyze the influence of the external DEM quality on parameter
calculations in StaMPS-PS of three platforms aforementioned, we used abundant synthetic data derived
from the results of real SAR datasets in Section 4, i.e., the simulated PSs. The parameters, such as
wavelength, incident angle and perpendicular baseline of each PS, were used to obtain the simulated
unwrapped phases. Through a magnification operation, we adjusted the magnitudes of topographic
residual phase caused by different kinds of external DEMs. Based on these unwrapped phases, we used
StaMPS-PS to calculate the deformation parameters, e.g., mean deformation rate and deformation
time-series, and the residual topography. The accuracies of these parameters are quantified by the
root-mean-square error (RMSE) between the estimated and simulated “true” values

rmse(Z) =

√√√√Num

∑
i=1

(Zest − Ztrue)
2/Num (3)

rmse
(
V
)
=

√√√√Num

∑
i=1

(
Vest −Vtrue

)2/Num (4)

rmse(d) =

√√√√N+1

∑
i=1

(dest(ti)− dtrue(ti))
2/(N + 1) (5)
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where Ztrue, Vtrue and dtrue(ti) are the “true” values of DEM error, mean deformation rate and
displacement, respectively. Zest, Vest and dest(ti) are their estimated values of these three types
of unknowns. Num and N + 1 are the number of simulated PSs and SLCs, respectively.

We also used real SAR datasets to verify the results of synthetic tests. Two kinds of DEMs
aforementioned are adopted to analyze the external DEM effect caused by spatial resolution and
accuracy in the real SAR experiments. Firstly, we got the preliminary differential interferograms
with different external DEMs. Then PSs were selected and unwrapped phases were obtained by
the StaMPS-PS software. To track the influences of external DEMs on the deformation detection at
the three different platforms, for each platform, we used the same parameter setting through the
whole processing due to the small scale deformation. It is noted that the phase unwrapping error
should considered if the deformation is large, especially for SAR images with short wavelength.
Next, parameters such as spatially correlated look angle errors and residual orbit errors were obtained
after phase unwrapping. Finally, deformation signals, such as the mean deformation rate and
time-series deformation, were obtained after the spatial and temporal filtering.

Using the obtained deformation parameters, we compared the differences caused by external
DEMs and analyzed the causes of these differences in StaMPS-PS. When the SRTM-1arc DEM (~30 m)
is used as an external DEM for high resolution SAR images, i.e., TerraSAR-X (~3 m), a multi-look
operation was adopted in the geocoding processing to generate precise offset information between SAR
image and the simulated amplitude map because of the large resolution difference. In the multi-look
geocoding procedure, we first multi-look the intensity map with 5 and 4 looks in the range and azimuth
direction, respectively. The pixel size equals to 7.5 m and 8 m. Second, we generated the precise offset
polynomial by the coregistration between multi-look intensity map and simulated SAR images from
external DEM. Last, the height, longitude and latitude of PSCs were obtained based on the external
DEM map geometry, SAR range-Doppler imaging geometry and precise offset by interpolation. It is
noted that the remaining inputs of StaMPS-PS are obtained based on the original pixel size, such as
the wrapped interferometric phase, local incident angle, perpendicular baseline, range and azimuth
locations. Unlike the multi-look geocoding, the single-look geocoding operation can obtain the offset
polynomial directly from the original SAR intensity images and simulate amplitude maps when the
resolution difference is small, such as the median high resolution SAR image, e.g., ENVISAT ASAR and
ALOS/PALSAR1. Note that, in the single-look geocoding of TerraSAR-X, the coregistration between
the original SAR intensity image (~3 m) and the simulated SAR images is skipped due to the large
resolution difference. The geographic positions are generated only based on the relationships between
external DEM map geometry and SAR range-Doppler imaging geometry. In contrast, the single-look
geocoding operation was adopted for all the three platforms when the external DEM is TanDEM-X
DEM, because the details in simulate SAR images after downsampling from high resolution to low
resolution were still abundant. At each platform, the pixel size in the single-look geocoding processing
is equal to the original SAR resolution.

3. External DEM Effects in Simulated Experiment

3.1. Simulated Parameters

The number of PSs selected for X, C and L bands are 360,745, 88,968 and 166,402, respectively.
Deformation signals, atmospheric phase, residual topographic phase and noise of these PSs were
simulated. Specifically, considering the detectable deformation gradient of each platform [44,45],
we used a two-dimension elliptical Gaussian function to simulate available deformation signals
for each band (φD), with the deformation rate spanning from −45 mm/year to 15 mm/year (see
Figure 3a–c). Spatially correlated atmospheric artifacts are simulated with the fractal dimension that
has a uniform distribution between 2.16 and 2.67 (φA). The maximum magnitude of atmospheric
delay is random with a standard deviation of 1.5 rad [41]. To simulate a more realistic DEM error,
we adopt the difference between SRTM DEM and TanDEM DEM at each band (φT) (see Figure 3d–f).
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Based on an assumed zero-Doppler centroid frequency, the decorrelation noise caused by geometric,
temporal and volume is also considered (φN) [40,41]. Assuming there is no phase unwrapping error or
residual orbit error, the final simulated unwrapped phases of PSs can be obtained by summing the
aforementioned components, as shown in Equation (6)

φunwrap = φD + φA + φN + h_ratio·φT (6)

where h_ratio is an integer multiple of the height difference between SRTM and TanDEM-X DEMs
aforementioned, aiming to generate residual topographic phase with different magnitudes in the
simulated unwrapped phase. For example, Figure 3g–i shows the final simulated unwrapped phase
of bands X, C and L, with h_ratio = 1 and a time interval of 165, 175 and 184 days according to the
reference SAR images, respectively.

Figure 3. Simulated deformation rate maps and topographic residuals maps for three different
platforms: (a–c) the simulated deformation rate maps for X, C and L bands, respectively, wherein five
simulated deformation funnels are for X and C bands and 4 are for L band; (d–f) the topographic
residuals, derived from the difference between SRTM-1arc DEM and TanDEM-X DEM, for X, C and L
bands, respectively; and (g–i) the simulated unwrapped phase of three bands with a time interval of
165, 175 and 184 days, respectively.

3.2. Deformation Rate Difference of the Three Platforms

To analyze the external DEM influences on the mean deformation rate of StaMPS-PS, we used the
factor h_ratio to adjust the topographic residual magnitude for each platform. The bigger the h_ratio,
the more the residual topographic phases caused by the external DEM quality. For example, the h_ratio
values of X and C bands change from 1 to 10 and 20 with an interval of 1, and of L band changes
from 1 to 100 with an interval of 2, respectively. To analyze the mean deformation rate difference
caused by different magnitude of topographic residuals, we compared the outcomes between h_ratio
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= 1 and h_ratio > 1 with the significance test described in the following section. The ranges and
interval of h_ratio for each platform can first be set large enough until it passes the significance test,
record as the h_ratio thresholds. Then, for brevity, the maximum h_ratio of each platform can be set
as a suitable number that is larger than the thresholds. The histogram of the mean deformation rate
difference of X, C and L bands with different h_ratio values are shown in Figure 4a–c. The distribution
of rate differences in X and C bands are similar, mainly between −0.2 mm/year and 0.2 mm/year.
The rate difference of L band is increasing with the growing h_ratio, and mainly distributes between
−0.8 mm/year and 0.8 mm/year.
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band (a); C band (b); and L band (c). The blue solid lines represent the deformation rate difference
of each case. The red solid lines represent the significant test of deformation rate difference is firstly
passed for each platform. For brevity, the histograms of remaining h_ratio, which also passed the
significant test, are not plotted.

To test the significance of the mean deformation rate caused by the external DEM difference,
One-sample KolmogorovSmirnov (KS) test and Wilcoxon rank sum test were adopted [46,47]. We firstly
used KS test for the normal distribution test of deformation rate vector for each h_ratio. The results
show that all these tests reject the null-hypothesis at the significance level of 5%, indicating that these
vectors do not subject to normal distribution. Then, the non-parametric test, Wilcoxon rank sum
test, was adopted to test the significance of deformation rate between h_ratio > 1 and h_ratio = 1.
The results are shown in Figure 5a, in which value 1 indicates a failure to reject the null hypothesis
while value 0 indicates a rejection of the null hypothesis at the significance level of 5%. As the map
shows, the significance tests for X, C and L bands are firstly passed when h_ratio equals to 8, 17 and 61,
respectively, represented by red solid lines in Figure 4. This test results indicate that short wavelength
is more sensitive to the external DEM difference because of the small ambiguity height as expected.
The influence of external DEM difference on the mean deformation rate is inversely proportional to
the wavelength.

Besides the significance test, the correlation coefficients between the accuracy of residual
topography and the precision of mean deformation rate with different h_ratio values, calculated by a
linear regression at 5% significance level, were also analyzed, shown in Figure 5b. It should be noted
that the residual topography in these synthetic tests is the total of spatial correlated and uncorrelated
parts after phase unwrapping of StaMPS-PS. The significant correlations (>0.5) of the three platforms
were obtained, and they are increasing with the increase of h_ratio value of X and L bands. However,
for the C band, the correlation is decreasing with the increase of h_ratio value, which may be due to
the changing of phase central in the lower resolution ENVISAT ASAR images [24]. The results have
also validated the relationship that external DEMs with lower precision will lead to larger uncertainty
on the calculation of the mean deformation rate in StaMPS-PS for three platforms. From those tests,
we find that these rate difference caused by different topographic residuals is usually slight, smaller
than 1.2 mm/year, and it is usually within the allowable range of PS-InSAR technique [24,43].
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for three different platforms. Value 1 means the significance test is passed while value 0 means the
opposite. (b) The relationship between mean deformation rate accuracy and topographic residuals
precision for every h_ratio value. The y-axis is the correlation of two factors for every h_ratio. (c) The
relationship between time-series deformation RMSE and topographic residuals precision for every
h_ratio value. The y-axis is the correlation of two factors for evey h_ratio. The red, blue and black
dashed lines represent the results of TerraSAR-X, ENVISAT ASAR and ALOS/PALSAR, respectively.

3.3. The Deformation Time-Series Difference in the Three Platforms

We also analyzed the relationship between external DEM difference and deformation time-series
difference at each platform. It is worth noting that the deformation time-series is calculated without
spatial and temporal filtering, because the filtering window size is uncertain in practical applications.
As Figure 6 shows, the RMSE of deformation time-series difference increases with the growing h_ratio
values for the three platforms. The mean RMSE of deformation difference is 1 mm, 8 mm and 30 mm for
X, C and L bands when h_ratio equals to 8, 17 and 61, respectively (Figure 6a–c). Similarly, we calculated
the correlation between the residual topography accuracy and the RMSE of deformation difference
with different h_ratio values in Figure 5c. The correlation coefficient is increasing with the increase of
h_ratio value for X and L bands, which is similar with the results in Figure 5b. However, the correlation
is smaller than 0.5 except for L band when the h_ratio reaches to 32. In conclusion, the inaccuracy of
external DEMs can affect the deformation time-series. However, the correlation between these two
factors is not obvious.
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Figure 6. Histograms of deformation time-series RMSE between h_ratio > 1 and h_ratio = 1 for: X band
(a); C band (b); and L band (c). Blue solid lines represent the deformation time-series RMSE of each
case. Red solid lines represent the time-series deformation RMSE histogram when the significance test
of deformation rate difference is firstly passed for each platform.
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4. Comparative Studies in Real Data Experiment

4.1. PS Selection

Unlike the fixed PSs analysis on simulated datasets in Section 3, different external DEMs can
also lead to different differential interferometric phases (i.e., original phase of StaMPS-PS, in real SAR
images), and may affect the results of PS selection, as described in Section 2. Therefore, this section also
analyzes the PS number and its distribution to inspect the impacts of external DEMs on PS selection.
The results in the map coordinate are shown in Figures 7–9 and Table 1. Here, we take the coordinate
of the SAR system (i.e., range and azimuth directions) as the statistical criterion because different
resolution external DEMs are used. Using two different external DEMs, the selected PSs for every
platform can be divided into three parts: the whole PSs for each external DEM named “total” (TPS),
the intersection PSs between two TPS named “common” (CPS) and the remaining PSs after removed
the CPS from TPS for each external DEM named “difference” (DPS) in the following paragraphs.

Table 1. Number of selected PSs for the three platforms with two different external DEMs.

SRTM-1arc DEM
Single-Look Geocoding

SRTM-1arc DEM
Multi-Look Geocoding

TanDEM-X DEM
Single-Look Geocoding

CPS DPS TPS CPS DPS TPS CPS DPS TPS

TerraSAR-X 238,548 123,523 362,071 198,215 125,311 323,526 198,215 162,530 360,745
ASAR 58,740 12,895 71,635 58,740 16,075 74,815

ALOS/PALSAR1 150,606 15,232 165,838 150,606 15,796 166,402

Figure 7. Mean deformation rate maps for X band with different external DEMs: SRTM-1arc DEM (a);
and TanDEM-X DEM (b). (c–f) The zoom of the areas outlined by red rectangles in (a,b). Areas outlined
by black solid lines have obvious deformation rate differences in (a,b). The black rectangle in (b) is the
overlap areas selected for deformation rate comparison of the three platforms. The blue bold rectangles
are the reference areas.

In total, 323,526 and 360,745 PSs were selected for TerraSAR-X (X band) with SRTM-1arc and
TanDEM-X DEM, respectively. Thus, for TanDEM-X DEM, there are 37,219 PSs more than the other,
accounting for 10.3% of the total PSs. Its CPS number is 198,215, accounting for 54.9% of the total.
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It is noted that the total PS number used for percentage calculation is the number of PSs selected
with TanDEM-X DEM and hereafter. We can see that the distribution of PSs in Figure 7a,b are similar,
and mainly concentrate in the urban areas, besides some mountainous areas where some bare fields
and houses are located. However, there are also some distribution differences, such as the zoom of the
red rectangles in Figure 7a,b. The linear feature, i.e., highway and viaduct, of TanDEM-X DEM is more
obvious than that of SRTM DEM, as shown in zoom in Figure 7c,e. In addition, the geocoding error
caused by external DEM is also significant as marked by red lines in Figure 7d,f. Then, we can also
get the TPS number of ENVISAT ASAR (C band). Because the coverage of TanDEM-X is incomplete
compared with C band SAR images, we selected an overlap area outlined by the dashed red rectangles
in Figure 8 for comparison. The number of the finally selected TPS with the TanDEM-X DEM is 74,815,
3180 more than that of SRTM-1arc DEM (71,635). The CPS number is 58,740, accounting for 82% of
the total. The selected PSs are mainly located at manmade structures and only small local differences
are observed. Similarly, the geocoding difference of two cases still exists, because of the precision
difference of external DEMs, see the bridges represented by dashed black lines and pixels in red lines
in Figure 8c,d. In addition, there are also some wrongly selected PSs in Figure 8c,d, see the black solid
lines. Finally, the number of selected TPS in ALOS/PALSAR images (L band) is 166,402 and 165,838 for
SRTM-1arc DEM and TanDEM-X DEM respectively. The increasing rate of PSs number for TanDEM-X
DEM is only 0.34%. The CPS number is 15,606, accounting for 90.82% of the total number (see Table 1).
The distribution of the selected PSs is shown in Figure 9 for these two external DEMs. No obvious
difference is observed in this figure.

Figure 8. Mean deformation rate maps for C band with two external DEMs: SRTM-1arc DEM (a); and
TanDEM-X DEM (b). The areas outlined by red dashed rectangles in (a,b) are the overlap area selected
to compare the PS selection in (a,b). The black solid lines outline areas with obvious deformation
rate differences between (a) and (b). (c,d) The amplification maps of the red solid rectangles in (a,b).
The dashed black lines and solid red lines in (c,d) outline the area with obvious geocoding difference
while the solid black lines in (c,d) represent the wrongly selected PSs The blue bold rectangles are the
reference areas.
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Figure 9. Mean deformation rate maps for L band with two different external DEMs: SRTM-1arc DEM
(a); and TanDEM-X DEM (b). The blue bold rectangles are the reference areas.

4.2. Mean Deformation Rate

The mean deformation rate of the three platforms with two different external DEMs are shown in
Figures 7–9. We firstly verified the deformation rate precision for the three platforms by cross validation,
as they have similar time spans. An overlap area located in the Luohu district, Shenzhen, was selected at
the three platforms, as shown in Figure 10. We can find that the pattern and magnitude of deformation
rates for the three platforms are approximately the same, except for some small differences caused by
different resolutions, wavelength and incomplete time span of the three platforms. Then, differences
in deformation rate maps for every platform are analyzed. Obvious differences at the three platforms,
five places in X band and three in C band, are shown by black solid lines in Figures 7–9. However,
none obvious difference is found for L band, which may be due to the lack of sensor sensitivity.
Therefore, quantitative analysis was adopted to investigate the relationship between the deformation
rate and external DEMs for the three platforms. The mean value, standard deviation and histograms
of deformation rate difference are shown in Table 2 and Figure 11.
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Table 2. The mean deformation rate difference and time-series deformation difference between
SRTM-1arc DEM and TanDEM-X DEM with the three platforms.

SRTM-1arc DEM
Single-Look Geocoding

SRTM-1arc DEM
Multi-Look Geocoding

SRTM-1arc DEM
Single-Look Geocoding

SRTM-1arc DEM
Multi-Look Geocoding

Rate difference: Mean/Std (mm/year) Displacement difference: Mean (mm)

TerraSAR-X −0.05/0.38 −0.22/0.54 0.88 0.86
ASAR −0.02/0.30 0.94

ALOS/PALSAR −0.20/0.10 1.47

As Table 2 and Figure 11 show, the standard deviation of deformation rate difference caused by
external DEM differences for L band is the smallest (0.1 mm/year). However, a bias (−0.20 mm/year) is
found in the deformation rate difference (see black solid line in Figure 11). The standard deviation and
mean value of deformation rate difference for C band are 0.30 and −0.02 mm/year, respectively.
Those for X band with multi-look geocoding operation are 0.54 mm/year and −0.22 mm/year.
However, the standard deviation value is 0.38 mm/year when the single-look geocoding is adopted
(see Figure 11). In conclusion, in the processing of StaMPS-PS, the influence of external DEM differences
on the deformation rate calculation is small, which is in accordance with the conclusion of synthetic
tests in Section 3. It is worth noting that multi-look operation in geocoding processing for short
wavelength SAR images, such as X band TerraSAR-X, is a significant factor for deformation rate
estimation (see green line in Figure 11).
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section. The deformation time-series is calculated after spatial and temporal filtering with the same 
window size for different external DEMs in each platform. The cross comparison of the three 
platforms is skipped, as they have different resolution and acquisition dates (i.e., difference in 
atmospheric delay signals). Therefore, we only calculated the RMSE of time-series deformation for 
each selected PS in the three platforms and plotted their histograms in Figure 12 individually. The 
mean value for X band with single-look geocoding and multi-look geocoding, C and L bands are 
0.88, 0.86, 0.94 and 1.47 mm, respectively. Although the mean values of time-series deformation 
RMSE are similar, the local artifact can reach 6 mm or more. Thus, it should also be considered in 
the deformation time-series estimation. 

Figure 11. Histograms of the mean deformation rate difference caused by external DEM difference
and geocoding multi-look operations for three platforms. The blue line represents the histogram
of mean deformation rate difference between single-look geocoding with TanDEM-X DEM and
single-look geocoding with SRTM-1arc DEM. The green line is the result between single-look geocoding
with TanDEM-X DEM and multi-look geocoding with SRTM-1arc DEM. Red and black solid lines
represent the results of ENVISAT ASAR and ALOS/PALSAR images with single-look geocoding
operation, respectively.

4.3. Deformation Time-Series

The deformation time-series difference caused by external DEMs is also analyzed in this section.
The deformation time-series is calculated after spatial and temporal filtering with the same window
size for different external DEMs in each platform. The cross comparison of the three platforms is
skipped, as they have different resolution and acquisition dates (i.e., difference in atmospheric delay
signals). Therefore, we only calculated the RMSE of time-series deformation for each selected PS in the
three platforms and plotted their histograms in Figure 12 individually. The mean value for X band
with single-look geocoding and multi-look geocoding, C and L bands are 0.88, 0.86, 0.94 and 1.47 mm,
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respectively. Although the mean values of time-series deformation RMSE are similar, the local artifact
can reach 6 mm or more. Thus, it should also be considered in the deformation time-series estimation.Remote Sens. 2017, 9, x FOR PEER REVIEW  13 of 19 
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single-look geocoding with SRTM-1arc DEM. The green line represents the result between single-look
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lines represent the results of ENVISAT ASAR and ALOS/PALSAR images with single-look geocoding
operation respectively.

5. Discussion

5.1. Analysis of PS Selection

Our experiments indicate that external DEMs with different resolutions and accuracies can affect
the PS selection in those three platforms, especially for X-band TerraSAR data. External DEMs with
high resolution and precision can improve the PS selection for the three platforms differently: 10.32%
(37,219) for X band, 4.25% (3180) for C band and 0.34% (564) for L band. As described in Section 2,
PSCs of StaMPS-PS were firstly selected based on amplitude dispersion derived from SLCs, namely the
number of PSCs is fixed when the participant SLCs are the same. The differential interferometric phase
of PSCs is directly affected by the external DEM, and it will affect the coherence estimation (variability
of phase noise). Therefore, the PSs selected based on the coherence will be different. Besides the PS
number, the location of selected PSs in the map system or SAR system will also be affected by external
DEMs, as shown in Table 1. In addition to the majority of CPS, the DPS of different external DEMs are
completely different.

To analyze the influences of external DEMs on the coherence calculation, we calculated the
coherence of the TPS for each platform, and extracted coherence of CPS and DPS at the same time.
The results are shown in Figure 13. The coherence of TPS of X band is improved obviously when the
external DEM is TanDEM-X DEM, as shown by the blue solid line in Figure 13a. The coherence of
CPS is improved when it is higher than 0.86 (γ > 0.86), otherwise, it remains the same. For the DPS,
the TanDEM-X DEM can improve the coherence greatly, as shown in Figure 13a. The improvement for
C band is different from that of X band, in which the improvement is only obvious when coherence is
smaller than 0.72 (γ < 0.72) (Figure 13b). The coherence of CPS is increased a little when it is larger than
0.92 (γ > 0.92). For coherence of DPS for C band, the TanDEM-X DEM has an obvious improvement at
γ < 0.76. The results of C band indicate that high resolution external DEM can improve coherence of
area whose coherence is smaller than 0.72 to increase the PS number. In contrast with X and C band,
the coherence of L band remains stable for the three kinds of PSs, as shown in Figure 13c.
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Figure 13. Coherence of the three platforms with two different external DEMs: (a–c) the coherence
histograms of X, C and L bands, respectively. Blue, black and red solid lines represent the coherence
histograms of TPS, CPS and DPS with TanDEM-X DEM, respectively. Blue, black and red dashed lines
represent the coherence histograms of TPS, CPS and DPS with SRTM-1arc DEM, respectively.

In addition to the original phase difference, the coordinate of PSC is also affected by the external
DEM difference. The phase analysis procedures, such as window size related filtering based on the
longitude and latitude, can be directly affected and lead to PS selection difference. To analyze the
coordinate difference of PSs caused by external DEMs, high resolution SAR images (TerraSAR-X)
were selected for this comparison with SRTM-1arc DEM. We compared the coordinates derived from
multi-look geocoding and the single-look geocoding. The results of single-look geocoding were obtained
with the same parameter setting through the whole procedures, as shown in the second column of
Table 1. In total, 362,071 PSs were selected with the single-look geocoding, 38,545 more than the result
of multi-look geocoding (323,526). Moreover, the coherences in these two cases were also calculated and
compared in Figure 14. We can see that the coherence of the single-look geocoding is higher than that of
multi-look geocoding, especially for areas with coherence smaller than 0.86. The increased coherence
improves the DPS, which is its main contribution, because the coherence of CPSs is approximately
equal, indicating that the quality of the added PSs in single-look geocoding is good.
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Figure 14. Coherence comparison between single-look geocoding and multi-look geocoding operation
for TerraSAR-X with the external DEM SRTM-1arc. Blue, black and red solid lines represent the
coherence histograms of TPS, CPS and DPS for single-look geocoding. Blue, black and red dashed lines
represent the coherence histograms of TPS, CPS and DPS for multi-look geocoding.

Two areas were selected to display the coordinate difference caused by external DEMs in Figure 15.
Area 1 is a single building named Shenzhen convention and exhibition center (SZCEC) and Area 2 is
located around the Futian Port (FTP) where linear feature and manmade buildings dispersed. Figure 15
displays the height value and PS distribution when different external DEMs are used: Figure 15a,b,d,e
shows the results with SRTM-1arc DEM and Figure 15c,f shows the results for TanDEM-X DEM.
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Figure 15a,d presents the results of multi-look geocoding operation, while the subfigures present the
results of single-look geocoding. We can see that the height of SZCEC in Figure 15b,e does not accord
with its texture, owing to the low resolution and timeliness of SRTM-1arc DEM. Height differences
between Figure 15a,b due to the multi-look geocoding operation are also observed. In contrast, the height
value in Figure 15c can maintain the shape of the SZCEC because of the high resolution and precision
of TanDEM-X DEM. In addition to the height information, the distribution of PSs in Figure 15a,d is
much more consistent with the textures compared with those in Figure 15b,e, such as the cross girder of
SZCEC in (Figure 15a) and bridges in (Figure 15d), represented by dashed black and solid red lines,
respectively. We can conclude that the distribution of PSs is more disperse in single-look geocoding
than those in multi-look geocoding. It should be noted that the geocoding precision of TanDEM-X DEM
is higher than that of SRTM-1arc in the map system coordinates (see the red lines in Figure 15f).
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Figure 15. Height value of the selected PSs of two selected areas in map coordinate: (a–c) Area 1
locates at SZCEC; and (d–f) Area 2 locates around Futian Port. The background is the optical image
derived from Googleearth. (a,d) The elevation and distribution of selected PS with SRTM-1arc DEM in
multi-look geocoding operation. (b,e) The elevation and distribution of selected PS with SRTM-1arc
DEM in single-look geocoding operation. (c,f) The elevation and distribution of selected PS with
TanDEM-X DEM in single-look geocoding operation. The dashed lines in (a) represent the regular
building structures, i.e., cross girder. The red lines in (d–f) represent the linear feature, i.e., bridges.

We also calculated the PS numbers of these two areas, as shown in Table 3. The multi-look
geocoding operation can reduce the number of PS with the external DEM SRTM-1arc, for example,
the PS number decreases from 7373 to 6982 in Area 2. Comparing PS numbers selected in single-look
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geocoding with the external DEMs SRTM-1arc and TanDEM-X DEM, we can find that the PS number in
Area 2 with the SRTM-1arc DEM (7373) is higher than that with the TanDEM-X DEM (7366). However,
high resolution TanDEM-X DEM can partly improve the PS density (increases 119 for Area 1), indicating
that the PS density can also be affected by the building types.

Table 3. PS numbers of the two selected area with two different external DEMs.

SRTM-1arc DEM
Single-Look Geocoding

SRTM-1arc DEM
Multi-Look Geocoding

TanDEM-X DEM
Single-Look Geocoding

Area 1 2290 2354 2409
Area 2 7373 6982 7366

5.2. Analysis of Parameter Estimation

We analyzed the relationship between the reconstructed absolute DEM difference (dh) and
the absolute mean deformation rate difference (dv). We firstly refined the absolute difference
with a threshold of mean deformation rate precision, which is obtained together with the mean
deformation rate in StaMPS-PS, because of different detectability of platforms [44,45]. Hence, 0.8, 0.9
and 1.4 mm/year were selected empirically for X, C and L bands, respectively. Secondly, the absolute
DEM differences are divided from 0 to 20 m into 20 groups of each band uniformly. Thirdly, we
calculated the average absolute velocity difference in each group. Finally, we plotted the histograms of
three bands, as shown in Figure 16. We can see that the average absolute velocity difference is increasing
with the increase of the absolute DEM difference interval for the X band (Figure 16a,b) and C band
(Figure 16c), indicating that the incorrect estimation of residual topography can cause differences in
deformation rate calculations. However, for the L band, the proportional relationship is not obvious
(see Figure 16d). This may be caused by the large ambiguity height of L band.
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Figure 16. The relationship between absolute average mean deformation rate difference and
reconstructed absolute DEM difference caused by external DEMs at the three platforms: (a) the statistical
result between single-look geocoding with TanDEM-X DEM and single-look geocoding with SRTM-1arc
DEM; (b) the statistical result between single-look geocoding with TanDEM-X DEM and multi-look
geocoding with SRTM-1arc DEM; and (c,d) the statistical results between single-look geocoding with
TanDEM-X DEM and single-look geocoding with SRTM-1arc DEM for C and L band, respectively.

6. Conclusions

This study adopted the StaMPS-PS to analyze the effects of deformation estimation caused by
the different external DEMs (SRTM-1arc DEM and TanDEM-X DEM) at three platforms: X band
TerraSAR, C band ENVISAT ASAR and L band ALOS/PALSAR1. Abundant synthetic data and
real SAR images were used to quantitatively analyze the influences of external DEM quality on the
parameter estimations. The results showed the following. (1) The PS selection of StaMPS-PS is affected
by the external DEMs. The high resolution and precision external DEM can improve the PS density
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for median high resolution SAR images, with the increasing rates of PS number for C band (4.25%)
and L band (0.34%). For high resolution X band SAR images, the increasing rates of PS number is
10.32% if multi-look geocoding of SRTM-1arc DEM is adopted, while −0.37% if single-look geocoding
is adopted. The added PSs are mainly concentrated in areas with temporal coherence smaller than
0.72 for ENVISAT ASAR images and 0.95 for TerraSAR-X images. (2) The geocoding precision is
affected by the resolution and accuracy of external DEMs. External DEMs with high resolution and
accuracy can improve the geocoding precision, such as the coordinates in the map system and height
information. We also confirmed that multi-look operation in the geocoding procedure is a vital factor
affecting the PS density and distribution, especially for high resolution SAR images (X-band TerraSAR).
Single-look geocoding can improve the PS density with a sacrifice of the geographical position accuracy.
In contrast, multi-look geocoding can improve the geographical position accuracy, but at the sacrifice
of PS density. (3) The influence of external DEMs on the mean deformation rate estimation is slight
and not significant. The standard deviation of the mean deformation rate difference caused by DEM
difference equals to 0.54, 0.30 and 0.10 mm/year for X-band TerraSAR, C-band ENVISAT ASAR
and L-band ALOS/PALSAR, respectively. Moreover, the mean deformation rate difference (dv) is
proportional to the reconstructed DEM difference (dh) for the X and C bands; however, no obvious
proportional relationship is found for L band. (4) The influence of external DEMs on the time-series
deformation estimation for the three platforms is slight, with mean RMSE values equal to 0.86, 0.94
and 1.47 mm, respectively, in our case.

Supplementary Materials: The following are available online at www.mdpi.com/2072-4292/9/11/1115/s1,
Table S1: The parameters of the selected TerraSAR-X images, Table S2: The parameters of the selected ASAR
images, Table S3: The parameters of the selected ALOS/PALSAR images.
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