Estimating Land Surface Temperature from Feng Yun-3C/MERSI Data Using a New Land Surface Emissivity Scheme
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Abstract: Land surface temperature (LST) is a key parameter for a wide number of applications, including hydrology, meteorology and surface energy balance. In this study, we first proposed a new land surface emissivity (LSE) scheme, including a lookup table-based method to determine the vegetated surface emissivity and an empirical method to derive the bare soil emissivity from the Global LAnd Surface Satellite (GLASS) broadband emissivity (BBE) product. Then, the Modern Era Retrospective-Analysis for Research and Applications (MERRA) reanalysis data and the Feng Yun-3C/Medium Resolution Spectral Imager (FY-3C/MERSI) precipitable water vapor product were used to correct the atmospheric effects. After resolving the land surface emissivity and atmospheric effects, the LST was derived in a straightforward manner from the FY-3C/MERSI data by the radiative transfer equation algorithm and the generalized single-channel algorithm. The mean difference between the derived LST and field-measured LST over seven stations is approximately 0.002. Validation of the LST retrieved with the LSE determined by the new scheme can achieve an acceptable accuracy. The absolute biases are less than 1 K and the STDs (RMSEs) are less than 1.95 K (2.2 K) for both the 1000 m and 250 m spatial resolutions. The LST accuracy is superior to that retrieved with the LSE determined by the commonly used Normalized Difference Vegetation Index (NDVI) threshold method. Thus, the new emissivity scheme can be used to improve the accuracy of the LSE and further the LST for sensors with broad spectral ranges such as FY-3C/MERSI.
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1. Introduction

Land surface temperature (LST) is one of the key parameters in the land surface physical processes at regional and global scales, integrating the interactions between the surface and atmosphere and all energy exchanges between the atmosphere and the land [1,2]. LST plays a significant role in many research fields, such as weather forecasting, global ocean circulation and climate change research [3]. Remote sensing is a unique way of obtaining the LST at regional and global scales. Three kinds of algorithms have been proposed in the past decades to derive the LST from satellite data [4,5], i.e., the single-channel algorithm [6–8], the split-window (SW) algorithm [1,9–11] and the multi-channel algorithm [12,13]. With these versatile algorithms, many LST products have been produced from different satellite data, such as the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) [14,15], Moderate Resolution Imaging Spectroradiometer (MODIS) [1,16], Visible Infrared
Imaging Radiometer Suite (VIIRS) [10,17], Geostationary Operational Environmental Satellites (GOES) [18,19] and Spinning Enhanced Visible and Infrared Imager (SEVIRI) [20]. Those LST products have been widely used for monitoring urban heat islands [21,22] and volcanoes [23–25], detecting forest fires [26,27], and so on.

FengYun-3C (FY-3C) satellites are China’s second-generation polar-orbiting meteorological satellites. The Medium Resolution Spectral Imager (MERSI) is the instrument onboard the FY-3C, with 4 of 19 visible/shortwave channels and 1 thermal infrared (TIR) channel set for 250 m spatial resolution, with other channels for 1 km spatial resolution. FY-3C/MERSI also provides 1000 m radiance data interpolated from the original 250 m data. Thus, we can obtain 250 m and 1000 m spatial resolution thermal infrared data from FY-3C/MERSI. FY-3C/MERSI provides a new data source for the retrieval of LST and meteorology monitoring. However, to our knowledge, an operational FY-3C/MERSI LST product is unavailable.

For the sensor with only one TIR channel, a set of LST retrieval algorithms, such as the radiative transfer equation algorithm [8,28], the mono-window algorithm [6] and the generalized single-channel algorithm [7], have been developed for estimating the LST. According to the validation results obtained from four Surface Radiation Budget Network (SURFRAD) sites by Yu et al. [29], the radiative transfer equation algorithm has the highest accuracy, and the root mean square error is less than 1 K. Additionally, the study by Windahl and Beurs [30] verified the precision of the radiative transfer equation method, mono-window algorithm and generalized single-channel algorithm. The accuracy of the three algorithms decreased with the increase of water vapor content, and the radiative transfer equation method has a higher precision under a high water vapor content. The research of Jiménez-Muñoz et al. [31] indicated that the accuracy of the generalized single-channel algorithm is below 1 K when the water vapor content was lower than 2 g/cm². The effective mean atmospheric temperatures in the mono-window algorithm are often estimated from the empirical formula with the near-surface air temperature, and this may be not suitable for some special study areas [32]. Thus, both the radiative transfer equation algorithm and the generalized single-channel algorithm are the potential LST retrieval algorithms for FY-3C/MERSI.

The accuracy of the single channel algorithm depends on the accuracy of the atmospheric correction and land surface emissivity (LSE). At present, the Normalized Difference Vegetation Index (NDVI) threshold method [33], the Vegetation Cover Method (VCM) [3] and the classification-based method [34] are widely used in the single channel algorithms. However, these techniques present several limitations. LSE based on the classification-based method cannot reflect the land cover changes [35]. For example, the MODIS LST products (collection 5) underestimate the LST in an arid area of northwest China, due to an overestimation of the LSE by the classification-based method [36]. Therefore, an accurate LSE scheme is the prerequisite of accurate LST retrieval. In addition to the determination accuracy of the land surface emissivity, the precision of the atmospheric correction also affects the results of the LST. Most of the single channel algorithms were developed without considering the effect of the view zenith angle; this will introduce a large error into the results of the sensor with a large view zenith angle [32]. Given that the view zenith angle of FY-3C/MERSI can reach up to 55 degrees, we will conduct an angular dependent atmospheric correction.

This study aims to accurately estimate the LST from the FY-3C/MERSI data using a more realistic LSE scheme. The structure of this paper is arranged as follows: Section 2 introduces the data used in this study and the estimation of the ground LST. Section 3 describes the methodology used in this study, including a new LSE scheme, atmospheric correction and the determination of the LST. The results and analysis are presented in Section 4. A discussion is provided in Section 5, and the main conclusions are summarized in Section 6.
2. Data

2.1. Satellite Products

The FY-3C/MERSI images, Global LAnd Surface Satellite (GLASS) broadband emissivity (BBE) product, GLASS leaf area index (LAI) product, MODIS Surface Reflectance data (MOD09GQ) and MODIS Land Cover data (MCD12Q1) were used to estimate the land surface temperature. Nine FY-3C/MERSI images ranging from 17 July 2014 to 6 October 2014 were obtained in this study. For the convenience of registration, the calibrated MERSI 1000 m resolution earth viewing data was used after calibration. The land surface reflectance, land cover or LAI products from FY-3C/MERSI are unavailable; therefore, the MOD09GQ, MCD12Q1 and GLASS LAI were used for the LST retrieval from FY-3C/MERSI. The FY-3C/MERSI images were re-projected to the projection of MOD09GQ. All the satellite products used were resampled to 1 km resolution to match the spatial resolution of the FY-3C/MERSI data.

The MOD09GQ Version 6 product provides an estimate of the surface spectral reflectance of the Terra MODIS 250 m data corrected for the atmospheric conditions such as gases, aerosols, and Rayleigh scattering. The MOD09GQ were used to calculate the NDVI and then identify the vegetated surfaces. The MODIS Land Cover product (MCD12Q1) is an annual land cover dataset with a 500 m spatial resolution, which contains five classification schemes. The International Geosphere Biosphere Program (IGBP) global vegetation classification scheme was selected in this paper to determine the leaf emissivity of vegetated surfaces.

The GLASS BBE product [37] was derived from the Advanced Very High Resolution Radiometer (AVHRR) and MODIS data using the newly developed algorithms [38,39]. The GLASS LAI product was generated using a general regression neural network (GRNN) from the MODIS surface reflectance data [40]. Both GLASS BBE and LAI products have spatial and temporal resolutions of 1 km and eight days, respectively. Detailed information for the GLASS product can be found in Liang et al. [37]. The GLASS BBE and the GLASS LAI products were used for estimating the LSE for FY-3C/MERSI.

2.2. Ground Measurements

The Heihe Watershed Allied Telemetry Experimental Research (HiWATER) [41,42] was performed in the Heihe River Basin, which is a typical inland river basin in northwest China. In this study, three datasets were selected from this experiment: the dataset of the thermal infrared spectrum observed by BOMEM MR304 in the middle reaches of the Heihe River Basin [43], the dataset of the hydrometeorological observation network (automatic weather station, 2014) [44] and the dataset of infrared temperature in the Zhanye Airport desert [45].

The surface-leaving radiance of the different components of land surfaces (soil, sand, corn leaf, soybean leaf, apple leaf, etc.) and atmospheric downward radiance were measured by ABB BOMEM MR304 spectroradiometers and a diffuse gold plate [36]. The emissivity spectra in the range of 8–14 μm with a spectral resolution of 1 cm\(^{-1}\) were retrieved using the Iterative Spectrally Smooth Temperature and Emissivity Separation (ISSTES) algorithm [46]. The emissivity spectra in the ASTER and the MODIS spectral library were also used to determine the leaf emissivity in Section 3.3 and to derive the LSE for the FY-3C/MERSI from the GLASS BBE for bare soils.

There are five automatic weather stations in this study: Bajitan Gobi Desert station (GB), Shenshawo sandy desert station (SSW), Huazhaizi desert steppe station (HZZ), Zhangye wetland station (SD) and Daman Superstation (CJZ) and the automatic weather stations were installed with Kipp and Zonen CNR1 net radiometers at a 6-m-height or with the SI-111 radiometer at a 2.65-m-height. The datasets of the five automatic weather stations and infrared temperatures in the Zhanye Airport desert (JCHM) were used to validate the LST estimated from the FY-3C/MERSI. The spatial distribution of the six field sites is shown in Figure 1.
which is aimed at the sky at approximately 55° from the zenith. The average radiance of the SI-111 radiometer, using the following equation:

\[ B(T_s) = \frac{B(T_e) - (1 - \varepsilon) L_{sky}}{\varepsilon} \]  

where \( T_s \) is the LST, \( F^\uparrow \) is the surface upward longwave radiation, \( \varepsilon_b \) is the BBE, \( \sigma \) is the Stefan-Boltzmann constant \( (5.67 \times 10^{-8} \text{ Wm}^{-2} \text{ K}^{-4}) \), and \( F^\downarrow \) is the atmospheric downward longwave radiation at the surface. The BBE is estimated from the ASTER narrowband emissivity using the following linear equation derived from the spectral library: the average \( \varepsilon \) values of 0.964 ± 0.006 and 0.955 ± 0.007 were adopted for the HZZ and JCHM sites. The values of the CJZ sites were calculated from GLASS BBE of each eight-day period for the same reason as the CJZ sites. The ASTER LSE was inaccurate over vegetated surfaces \[14,48\].

For the SD, HZZ and JCHM sites, the ground LSTs were calculated from radiometric temperatures measured at nadir by the SI-111 radiometer, using the following equation:

\[ T_s = \left[ \frac{F^\uparrow - (1 - \varepsilon_b) \cdot F^\downarrow}{\varepsilon_b \cdot \sigma} \right]^{1/4} \]  

Figure 1. Spatial distribution of the six in situ sites. (The base map is from HJ-1 CCD false color composite image and the RGB components are channels 4, 3 and 2, respectively).
sites, respectively. The average $\varepsilon_{bb}$ values of the SD sites were also calculated from the GLASS BBE of each eight-day period for the same reason as the CJZ sites.

$$\varepsilon_{SI-111} = 0.1309 + 0.0918\varepsilon_{10} + 0.0701\varepsilon_{11} + 0.1069\varepsilon_{12} + 0.5456\varepsilon_{13} + 0.0515\varepsilon_{14}$$ \hspace{1cm} (4)

3. Methods

3.1. Algorithms Used for Estimating the LSTs

3.1.1. The Radiative Transfer Equation (RTE) Algorithm

According to the radiative transfer equation, the blackbody radiance under clear sky conditions can be expressed by the following formula:

$$B_i(T_s) = \frac{L^\text{sen}_i - L^\uparrow_i(\theta)}{\tau_i(\theta)\varepsilon_i} - \frac{1 - \varepsilon_i L^\downarrow_i}{\varepsilon_i}$$ \hspace{1cm} (5)

where $L^\text{sen}_i$ is the at-sensor radiance of channel $i$, $T_s$ is the land surface temperature, $\theta$ is the view zenith angle (VZA), $B_i(T_s)$ is the blackbody radiance of channel $i$, $\varepsilon_i$ is the land surface emissivity of channel $i$, $\tau_i(\theta)$ and $L^\downarrow_i(\theta)$ are the atmospheric transmittance and atmospheric upward radiance of channel $i$ at VZA $\theta$, and $L^\downarrow_i$ is the downward atmospheric irradiance of channel $i$. Provided with LSE and three atmospheric parameters, the LST calculation is straightforward.

3.1.2. The Generalized Single-Channel (GSC) Algorithm

Jiménez-Muñoz and Sobrino [7] developed a generalized single-channel method to retrieve the land surface temperature from a single thermal sensor. The land surface temperature is expressed by the following formula:

$$T_s = \gamma \left[ \frac{1}{\varepsilon_i} (\psi_1 L_i + \psi_2) + \psi_3 \right] + \delta$$ \hspace{1cm} (6)

where $\varepsilon_i$ is the land surface emissivity of channel $i$, $\gamma$ and $\delta$ given by the following:

$$\gamma = \left\{ \frac{c_2 L_i}{T_i^2} \frac{\lambda_i}{\varepsilon_i} \left[ \frac{\lambda_i}{\varepsilon_i} + 1 \right] \right\}^{-1}; \delta = -\gamma L_i + T_i$$ \hspace{1cm} (7)

where $T_i$ refers to the at-sensor brightness temperature; $L_i$ is the radiance received by channel $i$ of the sensor; $c_1 = 1.19104 \times 10^8 \text{ W m}^4 \text{ sr}^{-1}$ and $c_2 = 14387.7 \mu\text{m} \times K$; $\lambda_i$ is the effective band wavelength for band $i$; and $\psi_1$, $\psi_2$ and $\psi_3$ are the atmospheric functions, given by the following:

$$\psi_1 = \frac{1}{\tau_i(\theta)}; \psi_2 = -L^\downarrow_i - \frac{L^\downarrow_i(\theta)}{\tau_i(\theta)}; \psi_3 = L^\downarrow_i$$ \hspace{1cm} (8)

where $\tau_i(\theta)$ and $L^\downarrow_i(\theta)$ are the atmospheric transmittance and atmospheric upward radiance of channel $i$ at VZA $\theta$, and $L^\downarrow_i$ is the downward atmospheric irradiance of channel $i$. If the atmospheric parameters $\tau_i(\theta), L^\downarrow_i$ and $L^\downarrow_i(\theta)$ are known, the atmospheric functions can be calculated from (8).

3.2. Angular Dependent Atmospheric Correction

It is well known that $\tau_i(\theta)$ and $L^\downarrow_i(\theta)$ vary with VZA [32], so the effect of VZA should be considered in the atmospheric correction, because the VZA of the FY-3C/MERSI can reach up to a maximum value of 55 degrees. In the RTE algorithm, many studies have indicated that various atmospheric reanalysis products, such as NCEP/FNL, MERRA and ERA-Interim can obtain good atmospheric correction results [8,50–53]. Benefitting from its high vertical resolution (42 pressure levels from 1000 hpa to 0.1 hpa)
and high spatial resolution (2/3° longitude × 1/2° latitude) [52], the MERRA reanalysis data in conjunction with the fast radiative transfer model RTTOV 11.3 [54] are utilized for atmospheric correction in the RTE algorithm. The precipitable water vapor product of FY-3C/MERSI, which is longitude/latitude projected with a 0.05° resolution, were used to calculate the atmospheric functions in the GSC algorithm.

For a particular FY-3C/MERSI scene, the atmospheric transmittance and upward radiance at nadir view (τ_i(0) and L ↑ i(0)) were calculated using RTTOV and MERRA in the RTE algorithm and calculated from the water vapor content in the GSC algorithm. To minimize the computational time, the downward radiance was modeled as a non-linear function of the upward radiance at nadir view [55]. For a given VZA, τ_i(θ) and L ↑ i(θ) can be fitted as the non-linear function of τ_i(0) and L ↑ i(0). MODTRAN 5.2 and SeeBor V5.0 training database of global profiles [56,57] (SeeBor V5.0 profiles for simplicity as follows) were used for establishing the non-linear relationship.

According to the study of Galve et al. [58], 2762 SeeBor V5.0 profiles acquired on land under clear sky conditions were chosen for the simulation. Given that the VZA of the FY-3C/MERSI can reach up to 55 degrees, the VZA are designed with a range from 0 to 65 degrees in a 5-degree step. The result of atmospheric transmittance or upward radiance differences increase with VZA, due to the rise of the atmospheric path with the angle. For a given VZA, τ_i(θ) and L ↑ i(θ) can be expressed by τ_i(0) and L ↑ i(0) through the following quadratic equation and L ↑ i(0) can also be expressed by L ↑ i(0) through the following expression. The coefficients will be given in Section 4.1.

\[
Y = aX^2 + bX + c
\]  

where X is τ_i(0) or L ↑ i(0), Y is τ_i(θ) or L ↑ i(θ).

**Figure 2.** Plot of the atmospheric transmittance (a) or upward radiance (b) at a given VZA against the atmospheric transmittance or upward radiance at nadir view.

3.3. A New Scheme for Determining Land Surface Emissivity

The land surface was divided into vegetated surfaces and bare soils to calculate their LSEs, respectively. Figure 3 shows the spectral response for band 5 of the FY-3C/MERSI. We can see that the MERSI has a broadband spectral range of 9.5–13 μm, which is inside the spectral range of GLASS BBE (8–13.5 μm). The study of Ren and Cheng [59] indicated that a linear relationship between MERSI emissivity and GLASS BBE existed for bare soils using the soil emissivity spectra in the ASTER spectral library. As the accuracy of GLASS BBE is better than 0.02 [60], the performance of this linear relationship is certainly better than the constant assumption or a linear function fitting of red reflectance adopted by the NDVI threshold and the VCM methods in predetermining LSE for LST estimation.
Thus, the GLASS BBE was used to determine the LSE for LST estimation from the FY-3C/MERSI. The emissivity of the bare soils was estimated with the following equations:

$$\varepsilon_{\text{soil}} = 0.8731 \cdot \varepsilon_{\text{BB}} + 0.1269$$  \hspace{1cm} (10)

where $\varepsilon_{\text{soil}}$ is the soil emissivity and $\varepsilon_{\text{BB}}$ is the GLASS BBE. The regression coefficients are determined by a total of 45 emissivity spectra from the ASTER spectral library, MODIS spectral library and the measured soil emissivity from Wang et al. [43].

![Figure 3. Spectral response for band 5 of FY-3C/MERSI.](image)

Regarding the vegetated surfaces, we followed the method proposed by Cheng et al. [49], which can reflect the abundance of the vegetation and also has an accuracy of better than 0.005 over the fully covered vegetated surface. We used the 4Scattering by Arbitrary Inclined Leaves (4SAIL) model to construct a lookup table (LUT) of the LSE for vegetated surfaces. The variation ranges for three principal model inputs were set as follows: the leaf emissivity ranges from 0.935 to 0.995 and has an interval of 0.01; the soil emissivity varies from 0.71 to 0.99 and has an interval of 0.01; and the LAI ranges from 0 to 6.0 and has an interval of 0.5. After that, we can derive the emissivity of vegetated surfaces by interpolating the LUT using three inputs: leaf emissivity, soil emissivity, and LAI. Vegetated surfaces were identified using the NDVI calculated from MOD09GQ. LAI was extracted from the GLASS LAI product. Leaf emissivity was calculated from the measurements by Pandya et al. [61], Wang et al. [43], and the ASTER and MODIS spectral library for five composited vegetation land cover types based on MCD12Q1; these are shown in Table 1. The soil background emissivity underneath the vegetation canopy was derived from the mean GLASS BBE from month 10 of this year to month 4 of the following year. The land surface in this period is covered by soil rather than vegetation, and the emissivity in this period is the emissivity of the soil background for vegetated surfaces.

**Table 1.** Leaf emissivity values for five composited vegetation land cover types.

<table>
<thead>
<tr>
<th>IGBP Class</th>
<th>Composite Type</th>
<th>Leaf Emissivity</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>1–7</td>
<td>Forest and Shrubland</td>
<td>0.967</td>
<td>Mean of conifer and deciduous emissivity from ASTER spectral library and 24 leaf emissivities from MODIS spectral library and 10 measured leaf emissivities from Wang et al. [45]</td>
</tr>
<tr>
<td>8, 9</td>
<td>Savanna</td>
<td>0.966</td>
<td>50% forest + 50% grassland</td>
</tr>
<tr>
<td>10</td>
<td>Grassland</td>
<td>0.965</td>
<td>Mean of green grass emissivity from ASTER spectral library and elephant grass emissivity from Pandya et al. [61]</td>
</tr>
<tr>
<td>12, 14</td>
<td>Cropland</td>
<td>0.966</td>
<td>Mean of 9 leaf emissivities from Pandya et al. [61], 4 wheat emissivities of Li et al. [36] and 39 measured leaf emissivities from Wang et al. [43]</td>
</tr>
<tr>
<td>16, 254</td>
<td>Other types</td>
<td>0.966</td>
<td>Mean value of above four types</td>
</tr>
</tbody>
</table>
4. Results and Analysis

4.1. Coefficients for Atmospheric Correction

Values for $\tau_i(0)$ and $L_i^0(0)$ in Equation (9) can be derived after running the RTTOV, or they can be calculated from the precipitable water vapor through the following expression:

$$
\tau_i(0) = 0.9703 - 0.0563w - 0.02059w^2 + 0.00208w^3, \quad R^2 = 0.977
$$

$$
L_i^0(0) = 0.07306 + 0.41283w + 0.20374w^2 - 0.01948w^3, \quad R^2 = 0.965
$$

(11)

Different coefficients are obtained for each VZA when regressions of $\tau_i(\theta)$ and $L_i^\uparrow(\theta)$ are completed against $\tau_i(0)$ and $L_i^0(0)$. To obtain a uniform angular dependent atmospheric correction expression, a linear function of $\sec(\theta) - 1$ is used [62], and the quadratic equation can be written as follows:

$$
Y = (a1 * S^2 + a2 * S + a3)X^2 + (b1 * S^2 + b2 * S + b3)X + (c1 * S^2 + c2 * S + c3)
$$

(12)

where $S = \sec(\theta) - 1$, $a1$, $a2$, $a3$, $b1$, $b2$, $b3$, $c1$, $c2$ and $c3$ are the coefficients of the formula. The angular dependent atmospheric correction coefficients for FY-3C/MERSI are given in Table 2 and the coefficient of determination of 0.99 was obtained by fitting all data to Equation (12).

Table 2. Angular Dependent Atmospheric correction coefficients of Equation (12) for FY3C/MERSI.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$a1$</th>
<th>$a2$</th>
<th>$a3$</th>
<th>$b1$</th>
<th>$b2$</th>
<th>$b3$</th>
<th>$c1$</th>
<th>$c2$</th>
<th>$c3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_i^\uparrow(\theta)$</td>
<td>-0.0111</td>
<td>-0.0846</td>
<td>0.0007</td>
<td>-0.0955</td>
<td>0.9205</td>
<td>0.9997</td>
<td>0.0189</td>
<td>-0.0198</td>
<td>0.0003</td>
</tr>
<tr>
<td>$\tau_i(\theta)$</td>
<td>0.1077</td>
<td>0.721</td>
<td>-0.0055</td>
<td>-0.2987</td>
<td>-0.4775</td>
<td>1.0104</td>
<td>0.1885</td>
<td>-0.2376</td>
<td>-0.005</td>
</tr>
</tbody>
</table>

4.2. Evaluation with the In Situ LSE

In this paper, the measured emissivities on 4 September 2014 or 5 September 2014 were selected to validate the estimated LSE on 4 September 2014. The emissivities were measured near the in situ sites by the 102F Portable Fourier Transform Infrared (FTIR) Spectrometer [63]. There are six measurements for the vegetation surfaces, namely, corn leaf, Chinese cabbage leaf, *Alhagi sparsifolia*, sparse vegetation, large cluster sparse vegetation, and one measurement for bare soil. The leaf emissivity of corn and Chinese cabbage were measured on 5 September 2014, the emissivities of other types were measured for the different sites. Figure 4 shows the photos of measurement sites. Compared to the measured emissivity values, the LSE at the CJZ01, SSW02, SSW03 and GB02 sites were overestimated by 0.012, 0.025, 0.003 and 0.003, respectively; and LSE at CJZ02, GB01 and SSW01 sites were underestimated by 0.002, 0.016 and 0.015, respectively. What the spectrometer actually measured at the CJZ01 site is the emissivity of corn leaf, and so it is lower than the estimated LSE because the multi-scattering is not considered. The bias is very small at a relatively homogeneous site such as GB02. Regarding the sparsely vegetated surfaces, the spatial scaling effect is very strong because it is difficult to determine exactly what the spectrometer has seen in its narrow field of view. We should be very cautious when using the measured data in sparse vegetation. For example, the field of view of the spectrometer may be totally soil or vegetation canopy if the vegetation coverage is quite low. Figure 4c can also illustrate this phenomenon. The measured object is *Alhagi sparsifolia*, whose area ratio is quite low in the whole pixel, and so the estimated LSE of the whole pixel is close to the measured soil emissivity (Figure 4f). The larger bias that appears over GB01 and SSW02 is not difficult to understand. Assuming that the measured emissivity is accurate enough, the large bias between the measured emissivity and estimated LSE may come from the uncertainty of a new emissivity determination method or the spatial variability of field stations, both of which will be discussed in the following sections.
Table 3. List of measured emissivities, estimated LSEs and the bias between them for different types.

<table>
<thead>
<tr>
<th>Station Name</th>
<th>Type Name</th>
<th>Measured Emissivity</th>
<th>Estimated LSE Using the Method in Section 3.3</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>CJZ01</td>
<td>Corn leaf</td>
<td>0.973</td>
<td>0.985</td>
<td>0.012</td>
</tr>
<tr>
<td>CJZ02</td>
<td>Chinese cabbage leaf</td>
<td>0.987</td>
<td>0.985</td>
<td>−0.002</td>
</tr>
<tr>
<td>GB01</td>
<td>Alhagi sparsifolia</td>
<td>0.976</td>
<td>0.960</td>
<td>−0.016</td>
</tr>
<tr>
<td>SSW01</td>
<td>Sparse vegetation</td>
<td>0.986</td>
<td>0.971</td>
<td>−0.015</td>
</tr>
<tr>
<td>SSW02</td>
<td>Large cluster sparse vegetation</td>
<td>0.960</td>
<td>0.985</td>
<td>0.025</td>
</tr>
<tr>
<td>SSW03</td>
<td>Large cluster sparse vegetation</td>
<td>0.959</td>
<td>0.962</td>
<td>0.003</td>
</tr>
<tr>
<td>GB02</td>
<td>Bare soil</td>
<td>0.957</td>
<td>0.960</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Figure 4. Photos of measurement sites. (a) CJZ01; (b) CJZ02; (c) GB01; (d) SSW01; (e) SSW02,03; (f) GB02.

4.3. Sensitivity Analysis of Emissivity

To analyze the effects of leaf emissivity, soil emissivity and LAI on the estimated LSE over vegetated surfaces, we adhered to the following rules to conduct the simulation: (1) the leaf emissivity ranges from 0.92 to 0.98 with an interval of 0.02, the LAI ranges from 0.1 to 6.0 with an interval of 0.5 from 0.5 to 6.0, and the soil emissivity was set to 0.96; (2) the soil emissivity ranges from 0.90 to 0.98 with an interval of 0.02, the LAI ranges from 0.1 to 6.0 with an interval of 0.5 from 0.5 to 6.0, and the leaf emissivity was set to 0.96. Figure 5 shows the emissivity calculated from the 4SAIL model. When the LAI values change from 0.1 to 2.0, the variation of soil emissivity has more influence on the estimated LSE than the variation of the leaf emissivity. In this range, when the leaf emissivity changes from 0.92 to 0.98, the difference between the maximum and minimum estimated LSE changed from 0.033 to 0.046, but when the soil emissivity changed from 0.90 to 0.98, the difference between the maximum and minimum estimated LSE changed from 0.075 to 0.007. This indicated that the soil emissivity might cause great errors to the estimated LSE of the vegetated surface when the LAI is less than 2.0. The emissivity shows little change when the LAI is greater than 3.0, when the leaf emissivity changes from 0.92 to 0.98, the emissivity remains from 0.978 to 0.994, no matter how the soil emissivity and LAI change. The emissivity shows little change when the LAI is greater than 3.0, when the soil
emissivity changes from 0.90 to 0.98 and the leaf emissivity is equal to 0.96, the emissivity remains 0.989, no matter how much the LAI changes.

**Figure 5.** LSE simulated by 4SAIL model varying LAI at a fixed soil emissivity of 0.96 (left) or a fixed leaf emissivity of 0.96 (right).

We also analyzed the stability of the soil background emissivity underneath the vegetation canopy and the applicability of the regression formula over bare soils. First, we plot the BBE of each eight-day period from 2001 to 2014 for different stations, as shown in Figure 6. As described in Section 3.3, the emissivity from month 10 of this year to month 4 of next year is the emissivity of the soil background for vegetated surfaces. We can infer from this that the soil background emissivity underneath the vegetation canopy is stable, based on Figure 6. According to the validation using four field trials by Cheng et al. [39], the accuracy of the GLASS BBE of bare soil is 0.016, and so the mean soil emissivity can be used to represent the soil background emissivity underneath the vegetation canopy. Second, using only one formula to regress the relationship between the GLASS BBE and estimated LSE may introduce some errors. The BBE variation is various for the different soil types, different seasons and different areas [49]. This trend is also obvious in Figure 6, as the BBE are slightly different at the various stations. Because of this, we chose soil and sand samples from the spectral library to calculate the regression coefficient between the GLASS BBE and estimated LSE, respectively. The regression results from soil and sand samples are obviously different, so it is noteworthy when using the regression formula. If we used the regression formula for soil samples to calculate the LSE of the sand surface, it may be inaccurate.

**Figure 6.** The BBE of each eight-day period from 2001 to 2014 for six stations.
4.4. Validation of Retrieved LST from FY-3C/MERSI with In Situ LST

Both the radiative transfer equation algorithm and the generalized single-channel algorithm were used for estimating the LST from the FY-3C/MERSI images acquired in 2014. Figure 7 shows the statistical results between the estimated LST from the RTE algorithm or the GSC algorithm and the in situ LST. The results derived from the RTE algorithm, using the LSE calculated by the new emissivity scheme, was denoted as RTE1. The NDVI threshold method developed by Sobrino et al. [33] was also used to retrieve the LST by the RTE algorithm. The results were called RTE2 accordingly. The results derived from the GSC algorithm, which the LSE calculated by new scheme, was denoted as GSC1, whereas the result derived from the GSC algorithm using the LSE calculated by the NDVI threshold method was denoted as GSC2. Note that the LST of the GSC algorithm on 17 July 2014 was empty due to a lack of atmospheric water vapor data.

![Figure 7](image)

**Figure 7.** Scatterplots between estimated LST from RTE algorithm (left) or GSC algorithm (right) and in situ LST.

From Figure 7, we can see that there is a high correlation between the estimated LST and the in situ LSTs for both the RTE algorithm and the GSC algorithm. The bias and STD (RMSE) of the RTE algorithm with the LSE derived from the new scheme are −0.92 K and 1.53 K (1.77 K). The bias and STD (RMSE) of the RTE algorithm using the LSE calculated by the NDVI threshold method are −0.82 K and 1.77 K (1.94 K). The bias and STD (RMSE) of the GSC algorithm with the LSE derived from the new LSE scheme are 0.45 K and 1.85 K (1.89 K). The bias and STD (RMSE) of the GSC algorithm using the LSE calculated by the NDVI threshold method are 0.98 K and 1.94 K (2.16 K). The validation results showed that the estimated LSTs are obviously underestimated at most stations for the two RTE algorithms, while most of the LSTs derived from the GSC algorithm was overestimated. Overall, we can conclude that the new LSE scheme can achieve a higher precision of LST determination.

Comparing the LSE derived by the NDVI threshold method with the LSE derived by the new scheme, the two methods have nearly similar LSTs, because the soil emissivity used here is the same as the new scheme, rather than the constant assumption adopted by the original NDVI threshold. According to the MODIS precipitable water product (MOD05), most of the total water vapor content of the validation stations in 2014 was less than 2.0 g/cm², and so the RTE and GSC algorithms all have obtained a high level of accuracy. The results are consistent with the study by Jiménez-Muñoz et al. [31], who claimed that the GSC algorithm has a high accuracy in a low water vapor content area. Although a high precision of the LST can be achieved with the LSE determined by the new scheme, we should be very cautious when using the atmospheric profiles for atmospheric correction. When the surroundings of study area were covered by clouds, the LST of the RTE algorithm is underestimated, e.g., JCHM station on 24 August 2014.
5. Discussion

5.1. Comparison with LST Derived from ASTER Emissivity Product

In this section, we used the LSE calculated from the ASTER Surface Emissivity product (AST_05) to evaluate the accuracy of the LSE estimated by the new scheme, as well as the estimated LSTs. The AST_05 is an on-demand product generated using the Temperature/Emissivity Separation (TES) algorithm [12] and combined with the Water Vapor Scaling (WVS) atmospheric correction method [55] for the five thermal infrared (TIR) 90 m resolution bands. The study by Hully et al. [64] indicated that the accuracies in retrieving the spectral emissivity for ASTER were below 0.016. The AST_05 product on 23 July 2014 was used to evaluate the emissivity determined by the new scheme.

First, the FY-3C/MERSI LSE can be calculated from the linear transformation formula, as shown in Equation (13). We adopted the least-squares fitting method to establish the transformation formula, using the 251-emissivity spectra in the ASTER spectral library and the spectral response function of the ASTER band 13, 14 and FY-3C/MERSI.

\[
\text{LSE}_{\text{aster}} = 0.7045\varepsilon_{13} + 0.2381\varepsilon_{14} + 0.055
\]

where \(\text{LSE}_{\text{aster}}\), \(\varepsilon_{13}\) and \(\varepsilon_{14}\) are the land surface emissivity of the FY-3C/MERSI and ASTER channels 13 and 14, respectively. Then, we compared the estimated LSE on 17 and 26 July 2014 to the LSE calculated from AST_05 on 23 July 2014, assuming that the land surface emissivity of the study area is stable during a short time. Figure 8 shows the images of the LSE difference on 17 and 26 July 2014 and the corresponding images of the LST difference. The LSE difference was calculated using the LSE estimated from the scheme presented in this paper (\(\text{LSE}_{\text{mersi}}\)) minus the LSE estimated from the AST_05 product (\(\text{LSE}_{\text{aster}}\)). The LSTs were derived from the RTE algorithm. The histogram of the LSE difference on 17 and 26 July 2014 and the corresponding histogram of the LST difference (\(\text{LST}_{\text{mersi}} - \text{LST}_{\text{aster}}\)) are also provided.

The average bias of the LSE difference over vegetated surfaces on 17 July 2014 is 0.009 and the RMSE is 0.013. The average bias and RMSE of the LSE difference over the vegetated surface on 26 July 2014 are the same as the values on 17 July 2014. The new scheme provides accurate values over bare soil surface on 17 July 2014 and 26 July 2014, with an average bias of less than 0.002 and a RMSE of less than 0.011, respectively. The LSE estimated from the new scheme over the vegetated surface on 17 July 2014 and on 26 July 2014 have been overestimated by 0.01, when compared with the LSE estimated from the AST_05 product. This result is consistent with the experiments of Gillespie et al. [65] and the research of Jiménez-Muñoz et al. [66]. They found that the TES algorithm has larger uncertainties over low spectral contrast surfaces, such as vegetation, and it provides accurate values for soil and rocks [49].

The average bias of the LST difference over vegetated surfaces on 17 July 2014 is \(-0.581\) K and the RMSE is 0.808 K. The average bias and RMSE of the LST difference over vegetated surfaces on 26 July 2014 are \(-0.577\) K and 0.784 K, respectively. The new scheme provides accurate values over the bare soil surfaces on 17 July 2014 and 26 July 2014, with an average bias of less than 0.06 K and RMSE less than 0.7 K, respectively. The statistical results show that the LST bias over the vegetated and bare soil surfaces have small statistical errors, most of the absolute bias values are within 2 K. Table 4 shows the results of the LSE estimated from AST_05 and that determined by the new scheme on 17 and 26 July 2014, as well as the corresponding LST at the validation stations. The LSEs of the GB and HZZ sites provided accurate values on 17 and 26 July 2014, with biases of less than 0.003 and the biases of the corresponding LSTs are within 0.3 K. Compared with the LSEs estimated from AST_05, the LSEs of the SSW site are overestimated by 0.01 and 0.013, respectively, and the LSTs are underestimated by 0.71 K and 0.87 K, respectively. The LSTs of the SD and CJZ sites are all within 2 K with in situ measured LSTs. From the above analyses, we can conclude that the LSE determined by the new scheme is acceptable over a bare soil surface compared with the LSE directly calculated from the
AST_05 product. Therefore, a high precision of the LST can be achieved from the RTE algorithm with the LSE determined by the new scheme.

Figure 8. The images and histograms of LSE difference between the AST_05 product and the new method on 17 and 26 July 2014; the corresponding images and histograms of LST difference. (a) The image of LSE difference on 17 July 2014; (b) The image of LSE difference on 26 July 2014; (c) The histogram of LSE difference on 17 July 2014; (d) The histogram of LSE difference on 26 July 2014; (e) The image of LST difference on 17 July 2014; (f) The image of LST difference on 26 July 2014; (g) The histogram of LST difference on 17 July 2014; (h) The histogram of LST difference on 26 July 2014.
Table 4. LSE estimated from AST_05 or the new method on 17 and 26 July 2014, as well as the corresponding LST.

<table>
<thead>
<tr>
<th>Sites</th>
<th>17 July 2014</th>
<th></th>
<th></th>
<th></th>
<th>26 July 2014</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LSE_aster</td>
<td>LSE_mersi</td>
<td>LST_aster (K)</td>
<td>LST_mersi (K)</td>
<td>LSE_aster</td>
<td>LSE_mersi</td>
<td>LST_aster (K)</td>
</tr>
<tr>
<td>SD</td>
<td>0.955</td>
<td>0.984</td>
<td>300.566</td>
<td>298.887</td>
<td>0.955</td>
<td>0.984</td>
<td>302.115</td>
</tr>
<tr>
<td>CJZ</td>
<td>0.963</td>
<td>0.985</td>
<td>302.865</td>
<td>301.524</td>
<td>0.963</td>
<td>0.985</td>
<td>300.360</td>
</tr>
<tr>
<td>GB</td>
<td>0.954</td>
<td>0.955</td>
<td>312.475</td>
<td>312.401</td>
<td>0.954</td>
<td>0.957</td>
<td>315.341</td>
</tr>
<tr>
<td>SSW</td>
<td>0.954</td>
<td>0.964</td>
<td>317.890</td>
<td>317.179</td>
<td>0.954</td>
<td>0.967</td>
<td>318.487</td>
</tr>
<tr>
<td>HZZ</td>
<td>0.971</td>
<td>0.968</td>
<td>314.886</td>
<td>315.099</td>
<td>0.971</td>
<td>0.968</td>
<td>314.020</td>
</tr>
</tbody>
</table>

5.2. Effects of Spatial Scale on the LST and LSE Evaluation

The LST validation sites must be homogeneous from the point scale to several kilometers [67,68]. The spatial variability of the validation stations has large effects on the validation results. To analyze the spatial variability of the six validation stations, we extracted the LSE or LST of the $3 \times 3$ (270 m), $5 \times 5$ (450 m), $7 \times 7$ (630 m), $9 \times 9$ (810 m), and $11 \times 11$ (990 m) pixels centered on each validation station from the twenty scenes of the ASTER LSE or LST products, respectively. The standard deviation of the different window sizes calculated from the twenty scenes of the ASTER LST or ASTER LSE products reflects the spatial variability of the validation stations. The average standard deviations of the different window sizes at the six stations are shown in Table 5. The average standard deviation of the ASTER LSE at the six stations changes little or remains the same with the various window sizes, with a range from 0.003 to 0.006. The average standard deviation of the ASTER LSE over the bare soil surface, e.g., HZZ and JCHM station changes are smaller than the vegetation surface, e.g., CJZ and SD stations. The average standard deviation of the ASTER LST at the six stations changes variously with the different window sizes. The HZZ, JCHM and GB stations show the lower standard deviation at all window sizes, with a range from 0.34 K to 0.89 K. The standard deviation of the SD and CJZ sites were higher than 1.0 K, except the $3 \times 3$ window size, which had a range from 1.04 K to 1.98 K. It appears to be that the two vegetation sites have higher heterogeneity than other sites.

Table 5. The average STD of the $3 \times 3$, $5 \times 5$, $7 \times 7$, $9 \times 9$, and $11 \times 11$ pixels extracted from 20 scenes of ASTER LST or ASTER LSE products at six stations.

<table>
<thead>
<tr>
<th>Sites</th>
<th>LST STD (K)</th>
<th>LSE STD</th>
</tr>
</thead>
</table>
|       | $3 \times 3$ | $5 \times 5$ | $7 \times 7$ | $9 \times 9$ | $11 \times 11$ | $3 \times 3$ | $5 \times 5$ | $7 \times 7$ | $9 \times 9$ | $11 \times 11$
| SD    | 0.929       | 1.086   | 1.242   | 1.470   | 1.664   | 0.006       | 0.006   | 0.006   | 0.006   | 0.006 |
| CJZ   | 0.804       | 1.041   | 1.387   | 1.801   | 1.977   | 0.005       | 0.005   | 0.005   | 0.005   | 0.005 |
| GB    | 0.435       | 0.625   | 0.776   | 0.842   | 0.887   | 0.003       | 0.004   | 0.004   | 0.004   | 0.005 |
| SSW   | 0.671       | 0.895   | 0.942   | 1.121   | 1.485   | 0.004       | 0.004   | 0.004   | 0.004   | 0.005 |
| HZZ   | 0.396       | 0.468   | 0.530   | 0.601   | 0.684   | 0.003       | 0.004   | 0.004   | 0.004   | 0.005 |
| JCHM  | 0.342       | 0.426   | 0.491   | 0.506   | 0.523   | 0.003       | 0.004   | 0.004   | 0.004   | 0.004 |

To illustrate the heterogeneous surface's effects on the estimated LST, we estimated the land surface temperature using the 250 m FY-3C/MERSI data. The GLASS BBE and GLASS LAI products were resized to a 250 m resolution based on the nearest neighbor interpolation model. Figure 9 shows the boxplots between the estimated LSTs from the RTE algorithm (left) or the GSC algorithm (right) at a 250 m resolution and ground LSTs. The trend is similar to the results of the 1000 m spatial resolution. The estimated LSTs are obviously underestimated in the RTE algorithm and most of the LSTs derived from the GSC algorithm were larger than the in situ LSTs.
In this study, we proposed a new scheme to predetermine the LSE for estimating LST from the FY-3C/MERSI with only one thermal infrared channel. The new scheme first divides the land surface into bare soils and vegetated surfaces, then takes advantage of the 4SAIL model’s ability to derive the land surface emissivity for vegetated surfaces and establishes the linear relationship between the GLASS BBE and the land surface emissivity of the FY-3C/MERSI data for bare soil surfaces. After determining the LSE, the LST was retrieved by using the RTE and GSC algorithms.

The LSE derived by the new scheme was validated by the field measurements collected at seven stations during the HiWATER experiment. The mean difference between the derived LSE and field-measured LSE is approximately 0.002. When the LSE determined by the new scheme was used for the LST retrieval from the FY-3C/MERSI data using the RTE and GSC algorithms, an acceptable accuracy was achieved, i.e., at 1000 m resolution, the absolute bias of the two algorithms were less than 1 K, and the STD (RMSE) values were all less than 1.95 K (2.2 K). At 250 m resolution, the absolute bias, STD and RMSE of the two algorithms were all less than 0.87 K, 1.76 K and 1.95 K, respectively. Compared to the LST derived by the same algorithm but with the commonly used NDVI threshold method, the new land surface emissivity scheme can achieve better results. Additionally, the new scheme was evaluated by the ASTER emissivity product. The new scheme can provide an accurate LSE estimate, with an average bias of less than 0.009 and RMSE of less than 0.013. Both the ASTER LSE and LSE determined by the new scheme were used to retrieve the LST from the FY-3C/MERSI data, and good agreement was obtained. The average bias and RMSE of the corresponding LST differences are −0.6 K and 0.8 K, respectively. Regarding the validation and evaluation results, we can conclude that the new emissivity scheme can be used to improve the accuracy of the LSE and further the LST for sensors with a broad spectral range such as the FY-3C/MERSI.

6. Conclusions

Compared with the results of the two algorithms at 1000 m resolution, the deviation of the two algorithms at 250 m resolution has improved to a certain extent. The bias of the RTE algorithm has changed from −0.92 K to −0.73 K for RTE1 and from −0.82 K to −0.53 K for RTE2. The bias of the GSC algorithm has changed from 0.45 K to 0.23 K for GSC1 and from 0.98 K to 0.87 K for GSC2. In addition, the STD (RMSE) of the RTE and GSC algorithms are all less than 1.76 K (1.95 K). From the above analyses, we can conclude that the two LST algorithms with the LSE derived from the new scheme are all suitable for estimating land surface temperatures. The estimated LSTs with the new LSE scheme have a higher precision than the estimated LST with the NDVI threshold method. Although the scaling effect on the ASTER LST is significant, the heterogeneous surface has little effect on the estimated LST for the coarser spatial resolution (250 m and 1000 m).

Figure 9. Boxplots between estimated LSTs from RTE algorithm (left) or GSC algorithm (right) at 250 m resolution and in situ LSTs.
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