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Abstract: A variety of data assimilation approaches have been applied to enhance modelling
capability and accuracy using observations from different sources. The algorithms have varying
degrees of complexity of implementation, and they improve model results with varying degrees
of success. Very little work has been carried out on comparing the implementation of different
data assimilation algorithms using High Frequency radar (HFR) data into models of complex
inshore waters strongly influenced by both tides and wind dynamics, such as Galway Bay.
This research entailed implementing four different data assimilation algorithms: Direct Insertion
(DI), Optimal Interpolation (OI), Nudging and indirect data assimilation via correcting model forcing
into a three-dimensional hydrodynamic model and carrying out detailed comparisons of model
performances. This work will allow researchers to directly compare four of the most common data
assimilation algorithms being used in operational coastal hydrodynamics. The suitability of practical
data assimilation algorithms for hindcasting and forecasting in shallow coastal waters subjected to
alternate wetting and drying using data collected from radars was assessed. Results indicated that a
forecasting system of surface currents based on the three-dimensional model EFDC (Environmental
Fluid Dynamics Code) and the HFR data using a Nudging or DI algorithm was considered the most
appropriate for Galway Bay. The largest averaged Data Assimilation Skill Score (DASS) over the ≥6 h
forecasting period from the best model NDA attained 26% and 31% for east–west and north–south
surface velocity components respectively. Because of its ease of implementation and its accuracy,
this data assimilation system can provide timely and useful information for various practical coastal
hindcast and forecast operations.

Keywords: data assimilation; surface currents; direct insertion; optimal interpolation; nudging;
wind stress; radars; EFDC; Galway Bay

1. Introduction

Globally, significant commercial and recreational activities occur along coasts; therefore,
knowledge of coastal circulation patterns is of great importance. The timely information of surface
flow patterns with high accuracy plays a key role in many coastal activities. Coastal process models
are used extensively for hindcasting processes used in engineering projects, such as identifying the
appropriate locations for sewage treatment plant sea outfall, or for investigating historical events
such as accidental oil spillages. Hydrodynamic operational forecasting is becoming more common,
and plays an important role in forecasting events such as storm surges, coastal flooding and for search
and rescue missions. As electronic communication technology advances, installation of advanced
remote sensing oceanic platforms based on radars or satellite mean that more and more near real-time
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ocean data such as surface currents and waves over a large domain and short observation windows are
available [1–3]. A large number of radar observation systems have now been deployed in coastal areas
around the world due to their relatively low cost and higher data density than satellite data sources.

Remote sensing data, especially surface currents, monitored by High-Frequency radar
(HFR) system have been used to explore underlying dynamics of coastal waters, to validate
models, to characterize coastal circulation patterns and to improve modelling performance [4,5].
Because synoptic, high spatial and temporal resolution surface flow fields are monitored in near
real-time by the HFR system, application of HFR data in operational coastal models is becoming
increasingly popular. Although coastal numerical models simulate states of parameters of interest,
models do not always generate acceptable results; many of the difficulties with numerical models are
due to poor definition of initial and boundary conditions. To enhance model performance a number
of researchers have employed data assimilation techniques to combine available observations with
models. Previous studies of various natural systems (such as hydrological systems) indicate that
integration of accurate and efficient data assimilation algorithms into models can have significant
benefits for model applications in both hindcasting and forecasting [6–8].

Data assimilation is a technique used to obtain a better estimate of parameter states by combining
information of observations and models. It has been broadly applied in areas such as atmospherics,
hydrology and oceanography [9–12]. Variational and sequential data assimilation algorithms are
two popular approaches that have been used in oceanographic modelling. The various algorithms have
varying degrees of complexity of implementation; HFR data of oceanic parameters can be assimilated
into models using different data assimilation algorithms for different coastal zones. For example,
Gopalakrishnan and Blumberg [6] assimilated HFR data into a regional model using a Nudging
data assimilation algorithm in the New York Bight domain; Shulman and Paduan [13] combined
HFR data into a model using an Optimal Interpolation data assimilation algorithm in the Monterey
Bay area; Marmain et al. [14] used HFR data to optimize forcing in model using ensemble Kalman
smoother in the northwestern Mediterranean Sea; Barth et al. [15] assimilated HFR data in a nested
model of the West Florida Shelf using Ensemble Optimal Interpolation data assimilation algorithm;
and Iermano et al. [16] applied four-dimensional variational data assimilation algorithm to assimilate
HFR surface velocity fields, satellite sea surface height, sea surface temperature for the southern
Tyrrhenian Sea. To date, little work has been carried out on inter-comparisons of a set of data
assimilation algorithms and their underlying parameters under the same conditions for a given water
body. Very little work has also been carried out on comparing the implementation of different data
assimilation algorithms using HFR data in complex inshore waters, such as Galway Bay, which are
heavily influenced by both wind and tidal dynamics [17–19].

With the goal of characterizing and predicting surface flows in Galway Bay area, a HFR system
that generates hourly surface current flow fields of Galway Bay was used as a source for assimilating
flow fields into a three-dimensional model EFDC (Environmental Fluid Dynamics Code) in this
research [19–21], unlike toy models used artificial data such as Lorenz model [22]. One of the main
objectives of this research was to assess the suitability of practical data assimilation algorithms (i.e.,
algorithms can be implemented relatively easily) for hindcasting and forecasting in shallow coastal
waters subjected to alternate wetting and drying using data collected from a HFR system. To compare
the efficacies of different data assimilation algorithms and to improve model simulations for Galway
Bay, we tested four different algorithms: Direct Insertion (DI), Optimal Interpolation (OI), Nudging
and indirect data assimilation via correcting model forcing into a hydrodynamic model and carrying
out detailed inter-comparisons of model performances.

Models using each of the above data assimilation technique were implemented; specific model
data assimilation parameters were based on sensitivity experiments of data assimilation cycle length
times. Two statistical assessment methods, namely Data Assimilation Skill Score (DASS) and Averaged
Kinetic Energy (AKE) were used to quantify the effects of data assimilation on modelling performance
after employing the various data assimilation techniques. The best data assimilation model using HFR
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data was determined in terms of both quantitative and qualitative comparisons. Inter-comparison
among the best four data assimilation models indicated that the hydrodynamic models using DI and
Nudging improved modelling accuracy greater than hydrodynamic models using OI and indirect
data assimilation.

The remainder of the paper is organized as follows: Section 2 introduces the methodology,
including research domain, the numerical model, and a brief introduction about the HFR system
deployed. Data assimilation algorithms are presented in Section 3, followed by results in Section 4.
Discussion is presented in Section 5. Finally, conclusions are presented in Section 5.

2. Methodology

2.1. Research Domain

Galway Bay is located on the west coast of Ireland with the bay entrance opening onto the
northeast Atlantic Ocean, as shown in Figure 1. The bay is semi-enclosed as it is partially shielded by
the Aran Islands [23]. The water circulation through four sounds influences the physics, chemistry
and biology of the waters of the bay [24,25]. Oceanic flows enter the bay mainly through the southern
sounds; circulate within the bay before exiting through the North Sound [19]. The River Corrib
drains approximately 70% of the catchment area around Galway Bay with a mean annual flow of
98.89 m3/s [26], discharging into the inner bay and generally extending seawards along the north
coast [27]. The dynamics within the bay are mainly influenced by oceanic flows to the bay from
the adjacent shelf and wind driven currents. Meteorological conditions in Galway Bay were mainly
influenced by the Atlantic weather system [23]. This is typical of the prevailing weather conditions
in Galway Bay. The prevailing wind direction in Galway Bay is from the southwestward. Waters in
Galway Bay are well-mixed with no evidence of stratification [28]. Detailed review on hydrodynamic
characteristics in this area, see Ren et al. [18] and O’Donncha et al. [19].
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Galway Bay has one of the few open water marine renewable test sites in the world and so is
of major local economic significance. The site has been structured to enable developers test quarter
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scale devices in the real environment. As part of this development, it is vital that there is a good
understanding of the environmental conditions at the site. The authors have developed a detailed
3D hydrodynamic model to provide accurate hydrodynamic data at the site [18]. In this work,
the computational domain of Galway Bay in the three-dimensional model EFDC as shown in Figure 1
is approximately 57 km in length and 36 km at its widest. The water depths of Galway Bay within the
area covered by the HFR system are in the range of 10–40 m.

2.2. Numerical Model

The numerical model EFDC was used to simulate the hydrodynamic circulation of Galway
Bay; the U.S. Environmental Protection Agency (EPA) developed the model at the Virginia Institute
of Marine Science. EFDC comprises of four linked modules: hydrodynamics, water quality and
eutrophication, sediment transport, and toxic chemical transport and fate. Only the hydrodynamic
module was used during this research; this module solves the three-dimensional, vertically hydrostatic,
free surface, turbulent averaged equations of motions for a variable density fluid. The hydrodynamic
component of EFDC uses a semi-implicit, conservative finite volume solution scheme for the
hydrostatic primitive equations with either two or three level time stepping [20,29,30]. The model uses
a sigma vertical coordinate system and either rectangular grid, or curvilinear orthogonal horizontal
coordinates. Over the past 25 years, the model has been applied to a variety of modelling studies of
rivers, lakes, estuaries and coastal regions [31–33].

In this research, the EFDC model of Galway Bay (see Figure 1) in its barotropic mode was
developed using a regular rectangular grid coordinate system; a 150 m horizontal spatial resolution
was employed yielding 380 × 241 grid cells. A bathymetric model of Galway Bay was developed
as part of the Integrated Mapping for the Sustainable Development of Ireland’s Marine Resource
(INFOMAR) programme. The INFOMAR programme is an Irish national joint venture project between
the Geological Survey of Ireland (GSI) (Dublin, Ireland) and the Irish Marine Institute (MI) (Galway,
Ireland). The programme is the successor to the Irish National Seabed Survey (INSS) and concentrates
on creating integrated mapping products related to the seabed of Irish territorial waters. The number
of vertical layers in the EFDC model for Galway Bay was set to 10. Variable vertical layer thicknesses
were used in the model with a thinner layer at the top and bottom of the water column and thicker
layers in the middle, thereby ensuring that wind forcing was not overly-damped by tidal forcing.
Detailed description on set up of the vertical layer structure for the Galway Bay is provided by
Ren et al. [18]. The meteorological forcing parameters including wind, pressure, rain, solar radiation
and relative humidity were obtained at one-minute intervals from the Informatics Research Unit for
Sustainable Engineering (IRUSE) weather station located at the campus of National University of
Ireland Galway, 4 km inshore from the northeast coast of Galway Bay. Because of its semi-enclosed
nature, the dynamics in the Galway Bay area are a result of the oceanic flows to the bay from
the adjacent shelf, inflows from the River Corrib and wind driven currents. Galway Bay usually
experiences favourable conditions for marine resources. Tide and local, fetch-limited winds are the
main driving forces for surface currents [34]. Records of the River Corrib inflows, which enter Galway
Bay close to the north of point C1 in Figure 1, were obtained from the Irish Office of Public Works
(OPW) (Trim, Ireland). Tidal water elevation time series generated from 2002 Oregon State University
Tidal Inversion Software (OTIS) (Corvallis, OR, USA) were used to define the tidal forcing on the
western and southern open boundaries in the model [35,36]. The tidal range during the analysis
period of this work was approximately 5 m. The dominant tidal direction in Galway Bay area is in the
east–west direction.

2.3. HFR System

A network of the Coastal Ocean Dynamics Application Radar (CODAR) SeaSonde HFR system
had been deployed in Galway Bay since July 2011; they are located at Mutton Island Waste Water
Treatment Plant and Spiddal Pier (see C1 and C2 in Figure 1). This HFR system remotely senses
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near-surface ocean currents and gravity surface waves. The system is based on the transmission of
electromagnetic signals to the ocean and the receiving of a reflected signal by radio-wave backscatter,
that is exactly equal to half of the transmitted signal wavelength [37,38]. Operating settings are:
the transmission frequency is 25 MHz and the system bandwidth is 500 kHz. Summing radial data
from two or more radars creates total surface vector fields at a 300 m horizontal resolution every
60 min. The coverage domain of the HFR system in the inner bay is highlighted in Figure 1. Data were
filtered so that extreme values, i.e., greater than 100 cm/s, were not recorded, as it is known from
historic observations 100 cm/s is an upper limit on current velocities in Galway Bay. Along with the
surface velocity components, the radar systems also determine the standard deviations of both surface
velocity components. The averaged standard deviations are 1.01 cm/s and 0.84 cm/s for east–west and
north–south surface velocity component during Julian Day 182–201 in 2013, respectively. The range of
HFR surface velocity components is approximately 0–100 cm/s. The radar data standard deviation is 1.1%
on average. This indicates that HFR system can stably monitor surface currents within acceptable limits.

The accuracy of the HFR system along the baseline is conceivably lower because of geometrical
configuration issues, known as geometric dilution of precision (GDOP) [39]. GDOP is a coefficient
of uncertainty that characterizes the effect of the geometry of the coupled radar system on the
measurement and position determination errors. Near the baseline, total vectors are not accurate as
the radial velocities are nearly parallel [19]. O’Donncha et al. [19] had computed Pearson’s coefficient
between the HFR data and the Galway Bay model “Free Run” without employing data assimilation
(see Figure 2). Model skill scores proposed by Willmott [40] were also computed to better quantify
localized discrepancies allowing for ambient flow speeds (see Figure 3), and in particular lower flows
in the baseline region along the Northern shore. Both metrics are presented decomposed into the zonal
and meridional component of flow.
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Figures 2 and 3 show that the meridional component of flow is distorted most by GDOP along
the baseline, while the zonal component is accurately resolved, apart from a very small domain
along the shoreline because of a slight rotation of the baseline from east–west. Analysing these
results, Figures 2b and 3b suggest that GDOP does not have a significant impact on results.
There is no evidence of a decrease in agreement between the meridional datasets along this narrow
domain [19]. Measurements of surface currents in Galway Bay have been validated with independent
observations from an Acoustic Doppler Current Profile (ADCP), see details by O’Donncha et al. [19]
and Ren et al. [41]. In this work, HFR surface currents were assimilated into an EFDC model of
Galway Bay.

The radar system area coverage includes extensive commercial uses such as fishery, tourism,
aquaculture and marine energy. Shore-based radars measure high resolution spatial and temporal
evolution of the two-dimensional surface current field over relatively large coastal domains [42].
However, the domain covered by the HFR system changes over time due to variable roughness of
ocean surface. Because the CODAR system can provide continuous dataset over years once it is
installed and well maintained, the understanding, extraction and application of these data are new
challenges to explore the dynamical process of surface currents. The synoptic, high resolution, near
real-time view of surface flow fields makes it possible to study local dynamics and transport processes
over a large domain for years. Thus HFR systems have a number of useful real world applications:
HFR data are used in search and rescue operations by US Navy Coast Guard [43]; HFR data are used
to improve oil spill modelling performance [44–46]; HFR data are assimilated into models to enhance
modelling accuracy [14,47–49]. In this work, HFR surface currents were assimilated into models to
explore potential for improving modelling performance, and to assess the accuracy of several potential
data assimilation techniques.

3. Data Assimilation Algorithms

Two generic types of data assimilation algorithms are widely used in oceanic forecasting systems:
firstly, sequential data assimilation algorithms such as OI, DI and Nudging, in which observations
are linearly combined into model background states to produce the optimized analysis states; and,
secondly, variational data assimilation algorithms such as three-dimensional (3D) and four-dimensional
(4D) variational algorithms, in which analysis states are obtained through a cost function. The cost
functions sum two distances: one is the distance between the analysis states and observation
states, and the other is the distance between the analysis states and the model background states.
Only sequential data assimilation techniques were used in this research. A complete data assimilation
system is generally comprised of three components: (a) a numerical model, which describes the
dynamic process in a mathematic way; (b) a batch of observations of variables of interest; and (c) a data
assimilation algorithm which blends the measurement states with the model background states [50,51].

In this work, the 3D numerical coastal EFDC model was adapted to integrate data assimilation
procedures; surface currents measured by the CODAR system were assimilated into the model to
enhance its performance. HFR data were bilinearly interpolated on to the higher resolution model grid
before data assimilation. As outlined above, suitability of sequential data assimilation or use in the
Galway Bay EFDC forecasting/hindcasting model was assessed.

The assessment can be considered in two stages: firstly, the assimilation parameters of
each data assimilation technique were examined through sensitivity analysis; and secondly, data
assimilation cycle lengths were examined and determined using temporally interpolated HFR data.
Detailed description of each data assimilation algorithm is presented in the following sections.

For simplicity, the following notation is used in this paper: (a) DI, data assimilation using the
Direct Insertion algorithm [52]; (b) OI, data assimilation using the Optimal Interpolation algorithm [53];
(c) NDA, data assimilation using Nudging algorithm [54]; (d) IDA, data assimilation using indirect
data assimilation algorithm through correcting wind stress [41]; and (e) FR, a “Free Run”, a benchmark
model without data assimilation implemented. All the initial and boundary conditions are the same in
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all the above models. The simulation period was from Julian Day 211 to 230 in 2013; this period was
chosen as the measured HFR data had high spatial density during this period relative to other time
periods. This period is subdivided as: (i) spin-up period, Julian Day 211–220; (ii) data assimilation
period, Julian Day 220–228 01:00; and (iii) forecasting period, after Julian Day 228 01:00. Introduction of
each used data assimilation technique is presented in the following sections.

3.1. OI DA Algorithm

The analysis equation of the OI data assimilation algorithm can be expressed as [55]:

x̂a = x̂b + K
(

ŷo − Hx̂b
)

(1)

where x̂a is the analysis state; x̂b is the model background state; K is the Kalman gain; ŷo is the
measurement state; and H is the observation projector.

The Kalman gain in OI is derived from minimum analysis error covariance [56]:
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PbHT

HPbHT + R
= PbHT

(
HPbHT + R

)−1
(2)

R = E(εεT) =

 var(ε1) · · · 0
...

. . .
...

0 · · · var(εn)

 (3)

Pb = E
(
η̂bη̂b

T
)
=

 var
(
ηb

1
)

· · · cov
(
ηb

1 ,ηb
n
)

...
. . .

...
cov
(
ηb

n,ηb
1
)

· · · var
(
ηb

n
)

 (4)

cov
(
ηb

i ,ηb
j

)
=

√
E(
(
ηb

i
)2
)−

[
E(ηb

i )
]2 × ρ(ηb

i ,ηb
j )×

√
E((ηb

j )
2
)−

[
E(ηb

j )
]2

(5)

ρ
(
ηb

i ,ηb
j

)
= exp (− r2

L2 ) (6)

where ηb
i is the model background error at the ith grid point, ηb

i = xb
i − xt

i ; εi is the measurement error
at the ith grid point, εi = y0

i − xt
i ; xt

i is the true state at the ith grid point; E(.) is the expectation; cov(.) is
covariance; L is the horizontal correlation length; r is the distance between ith and jth grid points; T is the
matrix transpose; Pb is the model background error covariance; and R is the observation error covariance.

In the OI data assimilation algorithm, the key aspect is the definition of the Kalman gain K. In this
work, the measurement error covariance was the error covariance of the HFR data. Since the Galway
Bay HFR radar system produces standard deviations (SD) for the surface velocity components at each
measurement step, the measurement error covariance matrix R was determined from the measurement
error variances at each data grid point. Based on Martin et al. [57] using the pairs of observations
minus model background states to form model background error statistics for assimilating ocean
parameters such as sea surface temperature and salinity, similar formulations from HFR observations
minus model background states were used to define model background errors in this work.

3.2. DI DA Algorithm

The DI algorithm is essentially a simplified version of the OI algorithm. The analysis states are
replaced by the measurement states directly. In other words, no consideration of model errors and
measurement errors was required leading to the Kalman gain being an identity matrix. The analysis
equation is simplified to [52,58]:

x̂a = ŷo (7)
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At the model grid points where available observations exist, the model background states are
directly replaced by the measurement states. A major assumption that measurement states are viewed as
“perfect” is implicit in the DI algorithm. Since the EFDC model has not been used to assimilate HFR surface
currents, application of the DI data assimilation algorithm in this work is used to examine robustness and
potential of using EFDC model to develop an operational data assimilation forecasting system.

3.3. Nudging DA Algorithm

The nudging data assimilation algorithm is quite similar to the OI algorithm. It is developed
by adding the weighted differences between the measurement states and model background states
to the model background states. However, the definition of the weighting factor as specified as
the Kalman gain in OI was different from that used in the Nudging algorithm. The Kalman gain,
K, of Equation (1) was replaced by a nudging parameter λ. In coastal data assimilation models,
Fan et al. [59], Lin et al. [60] and Gopalakrishnan [61] defined the Nudging data assimilation analysis
equation as:

∂U
∂t

= (physics) +
[

1
ta

]
∗e

[
−r2

nudging
d2

n
]
∗e[

−(t−t0)
td

]∗e[
z

zd
] ∗
(

U0 − U
)

(8)

where U is the model background states; U0 is the observation states from radars; (physics) denotes
the physical process mathematically described in the numerical model; rnudging is the distance between
model grid point and the observation location; (t − t0) is the difference between assimilation and
observation time; ta is the assimilation timescale, which determines the strength of the nudging
parameter; td is the damping time-scale for the nudging term; dn is the length-scale of nudging

term; e[
z

zd
] is an exponential decay parameter, which controls the depth of influence of the nudging

parameter; and zd is the depth of influence.

A value of e
[
−r2

nudging
d2

n
]

equal to 1 indicates that the model grid point and the observational location

are the same, and e[
−(t−t0)

td
]
= 1 means that there is no time-lag (t − t0 = 0) between model and

measurements. If the model grid points are close to observational data points and there is no time-lag
at data assimilation step for measured data, the nudging parameter can be simplified in terms of the
two conditions [61]:

λ =

[
1
ta

]
∗e[

z
zd

] (9)

The nudging parameter λ is zero at grid points, where HFR observations are not available.
Since interpolated HFR data accord with model grid and HFR data were temporally interpolated on
to each analysis model computational time step, the same nudging as described in Equation (9) was
used in this work. Thus, by substituting Equation (9) into Equation (1), the analysis equation for the
Nudging data assimilation algorithm is expressed as:

x̂a = x̂b +

[
1
ta

]
∗e[

z
zd

]
(

ŷo − Hx̂b
)

(10)

Equation (10) was implemented in the Galway Bay model by Ren and Hartnett [54].

3.4. Indirect DA Algorithm

Because patterns of surface currents in the research domain are strongly affected by wind forces,
it is possible that model errors result from inaccurate wind stress specification. To take advantages of
the HFR data and to improve simulation of strongly wind-induced surface currents, HFR data were
used to correct wind stresses in the models. In this approach, firstly, differences of surface currents
between model results and the HFR data were computed; then the differences at each measurement step
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were adopted to update wind stress using the algorithm proposed by Lewis et al. [62]. Detailed description
of this approach for Galway Bay domain is presented by Ren et al. [41].

4. Results

The best assimilation parameters in each data assimilation algorithm were selected based on
sensitivity tests generating closer patterns of surface currents to the HFR data during hindcasting
period. For OI system, the best horizontal correlation length was found to be 50 km [58]. For Nudging
data assimilation system, the best depth of influence and time scale were found to be 4.0 m and
1800 s, respectively [54]. For indirect data assimilation via correcting wind stress, the best assimilation
coefficient is −1 [41]. The Authors found that hourly assimilation of the HFR data did not have
significantly positive impacts on forecasting when using these data assimilation algorithms. To explore
the potentials of for enhancing model forecasting capability, sensitivity tests on data assimilation cycle
lengths were examined in each algorithm separately. Data assimilation cycle lengths less than the HFR
data observation interval 1 h (15 min, 5 min, 1 min and model computational time step) were selected
and examined. Other data assimilation cycle lengths less than 1 h were examined as well, but the
differences were not significant. The main reasons for assimilating data over shorter temporal intervals
into models are presented by Ren and Hartnett [54]. The best data assimilation cycle length was found
to be at each model computational time step for DI, OI and Nudging; the best data assimilation cycle
length was one minute for indirect data assimilation via correcting wind stress. For details of the
procedure using with IDA and OI data assimilation algorithm, see Ren et al. [41] and Ren et al. [58],
respectively. The same procedure was used to determine data assimilation cycle length for assimilation
models using the Nudging algorithm by Ren and Hartnett [54].

In this work, inter-comparisons among the various data assimilation models were undertaken
to assess their accuracy during both hindcasting and forecasting, and to select the most suitable data
assimilation model for Galway Bay based on this comprehensive assessment. Detailed comparisons
are presented in the following sections. Since in the Direct Insertion data assimilation algorithm model
background states were replaced directly with HFR data during assimilation period, analysis states
were the same as HFR data. Direct Insertion was primarily applied to examine the robustness of the
EFDC for combining radar data into models. Surface vector fields from DI models during hindcasting
period are thus not shown in Section 4.1.

4.1. Hindcasting of Surface Currents

Because the Authors focused on simulating patterns of surface currents for Galway Bay, vector
fields of surface currents at a typical time (Julian Day 224 01:00) from the best data assimilation model
using each of the algorithms along with HFR data are presented in Figure 4.

Figure 4 shows that assimilation models, especially model OI and NDA, had better agreement
with the HFR data (Figure 4e) than model FR. For completeness, it is instructive to compare how
the various models behave during hindcast mode as well as forecast mode. To clearly show the
improvements from the best assimilation models, results from model DI were not shown in Figure 4.
Southeast flow trends near the northern corner of the simulation domain were obtained in models OI
and NDA in comparison with HFR data, but models IDA and FR did not capture them. Moreover,
model OI only captured similar surface flow trends as the HFR data for water that flows away from
the coast near radar station C1. The Root-Mean-Square-Error (RMSE) values between models and
radar data at Julian Day 224 01:00 are shown in Table 1.



Remote Sens. 2017, 9, 1331 10 of 21

Table 1. RMSE between models and radar data (Julian Day 224 01:00).

Model RMSE (u) (cm/s) RMSE (v) (cm/s)

FR 6.46 6.50
OI 1.48 0.96

NDA 5.65 4.61
IDA 6.18 6.20
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Figure 4. Vector fields of surface currents during hindcasting (Julian Day 224 01:00): (a–c) model OI,
NDA and IDA, respectively; (d) model FR; and (e) HFR data.

Improvements in RMSE values between results from model OI and HFR data for surface east–west
and north–south velocity component in comparison with model FR are 77% and 85%, respectively,
at Julian Day 224 01:00, while improvements in RMSE values for model NDA are 13% and 29% for
surface east–west and north–south velocity component, separately. Improvements in RMSE values
for surface east–west and north–south velocity components in model IDA are not as significant as
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the other models at 4% and 5%, respectively. The above results indicate that all data assimilation
models improved modelling performance during hindcasting period. The OI algorithm forces model
background states closer to HFR observations.

4.2. Forecasting of Surface Currents

Accurate forecasting of sea states is of great importance for many coastal operations such as search
and rescue and shipping guidance. To assess the patterns of surface currents during the forecasting
period, vector fields of surface current at two representative forecasting times Julian Day 228 02:00 and
03:00 from the models and the HFR data are shown in Figures 5 and 6, respectively.
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Figure 5. Vector fields of surface currents at Julian Day 228 02:00: (a–d) model DI, OI, NDA and IDA,
respectively; (e) model FR; and (f) HFR data.

Figure 5 shows that the assimilation models were closer to the HFR data (Figure 5f) than the model
without data assimilation (FR) at Julian Day 228 02:00. Improvements in RMSE between results from
assimilation models and HFR data in model NDA and DI are significant when compared with model FR.
Model NDA improved by 10% and 37%, respectively, for surface east–west and north–south velocity
components; and model DI by 12% and 37%, respectively, for surface east–west and north–south
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velocity components. However, the improvement in the RMSE of the surface east–west velocity
component in model OI is more significant by 17%, whereas the RMSE of the surface north–south
velocity component is improved by 10%. The improvement in the RMSE for the surface north–south
velocity component in model IDA is 22%; however, data assimilation caused degradation of the
simulation of the east–west surface velocity components in model IDA. This is likely to have resulted
due to the application of a constant wind stress during the assimilation of HFR data over the domain;
wind stresses actually varied in space over the domain.

Remote Sens. 2017, 9, 1331  12 of 21 

 

RMSE values improved by 10% and 34%, respectively, for surface east–west and north–south velocity 
component; and model DI RMSE values improved by 11% and 33%, respectively, for surface east–
west and north–south velocity component in comparison with model FR. However, the improvement 
in the RMSE of the east–west surface velocity component in model OI is more significant by 20% than 
the north–south surface velocity component by 6%. The improvement in RMSE for north–south 
surface velocity component in model IDA is 25%; however, data assimilation caused degradation of 
the simulation of east–west surface velocity component in model IDA. This likely resulted again from 
using a constant wind stress update over the domain.  

(a) (b)

(c) (d)

(e) (f)

Figure 6. Vector fields of surface currents at Julian Day 228 03:00: (a–d) model DI, OI, NDA and IDA, 
respectively; (e) model FR; and (f) HFR data. 

To show the temporal changes of surface velocity components during forecasting, time series of 
surface velocity components at point A (see Figure 1) during the ≥6 h forecasting (Julian Day 228 
02:00–07:00) are shown in Figures 7 and 8.  
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Figure 6 shows that the assimilation models were in relatively good agreement with the HFR
data (Figure 6f) in comparison with model FR at Julian Day 228 03:00. Improvements in RMSE
between results from assimilation models NDA and DI, and HFR data are comparable. Model NDA
RMSE values improved by 10% and 34%, respectively, for surface east–west and north–south velocity
component; and model DI RMSE values improved by 11% and 33%, respectively, for surface east–west
and north–south velocity component in comparison with model FR. However, the improvement in
the RMSE of the east–west surface velocity component in model OI is more significant by 20% than
the north–south surface velocity component by 6%. The improvement in RMSE for north–south
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surface velocity component in model IDA is 25%; however, data assimilation caused degradation of
the simulation of east–west surface velocity component in model IDA. This likely resulted again from
using a constant wind stress update over the domain.

To show the temporal changes of surface velocity components during forecasting, time series
of surface velocity components at point A (see Figure 1) during the ≥6 h forecasting (Julian Day 228
02:00–07:00) are shown in Figures 7 and 8.Remote Sens. 2017, 9, 1331  13 of 21 
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Figure 8. Time series of surface north–south velocity component (v) during forecasting period.

Figures 7 and 8 show that forecasting of both surface velocity components was improved in each
of the best data assimilation models over the ≥6 h forecasting compared with the model FR. For the
east–west velocity components, results from data assimilation models had closer trends to HFR data
than results from model FR. Additionally, the data assimilation models were comparable with each
other, however, model IDA outperformed other data assimilations at certain times. For the north–south
velocity components, the data assimilation models were closer to HFR data than model FR. Results from
models DI, IDA and NDA were closer to HFR data than model OI over the ≥6 h forecasting period.

To illustrate the degree of improvement of the data assimilation models over model FR, spatial
variations in RMSE between radar data and model results were calculated using Equations (11) and (12)
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and are presented in Figure 9. RMSE of surface velocity east–west components (u) were firstly
calculated at each assimilation point using Equation (11) during the ≥6 h forecasting period (Julian Day
228 02:00–07:00). Equation (11) was also used to compute RMSE values for north–south surface
velocity components (v). The total RMSE (u, v) at each assimilation point was then computed using
Equation (12). The distribution of RMSE (u, v) across the domain was used to assess the degree of
agreement between modelled results and the HFR data.

RMSE(u) =

√√√√∑
Nj
i=1(uCODAR(i)− umodel(i))

2

Nj
(11)

RMSE(u, v) =
√

RMSE(u)2 + RMSE(v)2 (12)

where uCODAR is the CODAR HF radar measured surface velocity east–west component (cm/s);
umodel is the modelled surface velocity east–west component (cm/s); RMSE(u), RMSE(v) is the RMSE
of east–west velocity and north–south component at time step j respectively (cm/s); Nj is the number
of calculation time steps; and RMSE(u, v) is root squared RMSE value.
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Figure 9 shows distributions of RMSE values over the data assimilation domain during ≥6 h
forecasting period. RMSE values were generally smaller for model DI (Figure 9b) and model NDA
(Figure 9d) than model FR (Figure 9a), model OI (Figure 9c) and model IDA (Figure 9e), especially in
the area with high HFR coverage density. This indicates that, when assimilation models are rich in
HFR data, these models improve forecasts, especially when using the DI or NDA algorithms.

4.3. Data Assimilation Skill Score

To quantify improvements in accuracy of modelled surface currents achieved by using
different data assimilation techniques, a data assimilation skill score (DASS), which is based on
the Mean-Square-Error (MSE), is calculated over time in the domain covered by the radar system.
The DASS can be expressed as [63]:

DASS = 1 −
MSE

(
vCODAR, vDA)

MSE(vCODAR, v0)
(13)

where vDA is the output (east–west or north–south velocity component) from the model with data
assimilation; v0 is the output from the model FR; and vCODAR is the data from the HF radar system.

If DASS is greater than zero, then the data assimilation model improves the accuracy of the
forecast over model FR. If DASS is less than zero, then the data assimilation contaminates the basic
dynamic process in the model resulting in deterioration in model accuracy. Averaged DASS of surface
velocity components from the best data assimilation model using each data assimilation technique
were separately calculated over the ≥6 h forecasting (Julian Day 228 02:00–07:00). DASS for both
surface velocity components over time indicated that assimilation models improved the forecasting
with positive values except for the east–west velocity component in model IDA. The largest averaged
DASS (east–west component: +26%, north–south component: +31%) over the ≥6 h forecasting was
from the best model NDA. The magnitudes of DASS obtained here were greater than the results
(east–west component of M2 mooring: +6%, north–south component of M2 mooring: +14%; east–west
component of M3 mooring: +26%, north–south component of M3 mooring: +10%) in studies by
Gopalakrishnan [61]. Significantly, Gopalakrishnan [61] developed DASS at a few discrete mooring
points only; whereas in this research DASS was a domain averaged value, indicating substantial
domain-wide improvements due to data assimilation.

To further compare DASS values for surface velocity components between the various data
assimilation models, DASS values were averaged for + 0–3 h and + 4–6 h forecasting period,
respectively, and shown in Table 2.

Table 2. Averaged DASS values for surface velocity components during forecasting period.

Model
East–West Component (u) North–South Component (v)

+ 0–3 h + 4–6 h + 0–3 h + 4–6 h

DI 0.20 2.30 0.47 0.17
OI 0.28 0.15 0.09 −0.02

NDA 0.20 0.33 0.47 0.18
IDA −0.13 0.15 0.34 0.12

Averaged DASS magnitudes in Table 2 shows that DASS decreased with time more significantly
for north–south (v) surface velocity components than east–west surface velocity components (u).
This is probably because tidal forcing alone is more dominant in the east–west direction. Forecasts of
surface flows in the north–south direction, which are more strongly affected by winds, are shown to
be improved through data assimilation. DASS values of models DI and NDA had bigger variation
from + 0–3 h to + 4–6 h than models OI and IDA for north–south surface velocity components.
Averaged DASS values of north–south surface velocity components in model OI were close to zero.
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This indicates that the effects of assimilating HFR data into models were not significant. However,
the decreasing trend of averaged DASS values in model OI was the most significant for east–west
surface velocity components. Models DI and NDA had an increasing trend for east–west surface
velocity component from + 0–3 h to + 4–6 h.

4.4. Average Kinetic Energy

To further quantitatively assess the improvements of data assimilation in the hydrodynamic
models using radar surface currents, spatially Averaged Kinetic Energy (AKE) Ek in the domain covered
by the radar system for both model results and observations was calculated using the following [47,64]:

Ek =
1
A

∫
A

U2ds (14)

where A is the domain area covered by the radar; and U is the horizontal total current speed.
Water density was assumed constant and so omitted from Equation (14). Firstly, the AKE from

models and observations were computed at each analysis time step. Hourly data over a 48-h forecasting
period (Julian Day 228 01:00–Julian Day 230 0:00, 2013) were used for this analysis, so there are 48 AKE
values used from each dataset to ensure a meaningful analysis. Then correlations of AKE between
model results and the radar observations were computed. To show the influence of data assimilation
over a reasonably long forecasting period, the correlation of AKE during a two-day forecasting is
presented in Table 3.

Table 3. Correlation of AKE of surface vector speeds.

Model FR vs. CODAR DI vs. CODAR OI vs. CODAR NDA vs. CODAR IDA vs. CODAR

Cor(AKE) 0.52 0.59 0.54 0.59 0.54

The correlation coefficients of AKE between the HFR data and the models results in the
above table indicate that stronger correlation appeared in all assimilation models than in model
FR. The models NDA and DI had better correlation with the HFR data than models IDA and OI.
The improvement in AKE correlation in comparison against model FR was 13% for the models NDA
and DI. The improvement in AKE correlation in models OI and IDA was smaller by 4%. Improvement
in AKE values indicates that employment of data assimilation using HFR data enhanced model
forecasting over the domain for a long period; models NDA and DI outperformed models OI and IDA.

4.5. Computational Cost

The computational times for the data assimilation models using DI, Nudging and indirect data
assimilation via correcting wind stress were very similar under the same conditions on the Irish Centre
for High-End Computing (ICHEC) platform; it took around 28 h for full simulations of hindcasting
and forecasting. While the best model using the OI data assimilation algorithm took around 85 h for
the same simulation period. Although OI data assimilation algorithm has a more detailed theoretical
background, the performance and computational cost of the best OI data assimilation model was not
as good as the simpler data assimilation models using Nudging and DI algorithm. More efficient
computation platforms or computational approaches need to be considered when using OI data
assimilation algorithm, especially when frequent data assimilation updating, such as at each model
computational time step, is required.

5. Discussion

Four types of sequential data assimilation schemes—DI, OI, Nudging and indirect data
assimilation via correcting model wind stress—were used to assimilate HFR surface current flow fields
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into a three-dimensional EFDC model for Galway Bay. No other researchers have carried out such as
extensive assessment and inter-comparison of data assimilation techniques of a coastal hydrodynamic
model. Model DI produced the same results as the HFR data because the model background states
were directly replaced by the HFR data during hindcasting period. Each of the other three data
assimilation schemes improved model hindcasting performance in terms of the values of RMSE.
The improvements obtained during this research were much greater than the improvements obtained
by Ragnoli et al. [65] (east–west component: +1%, north–south component: +0.02%); their values were
obtained by averaging their RMSE values at ten points during the entire simulation period when using
an OI algorithm. RMSE values by Ragnoli et al. [65] were not calculated during the forecasting period,
but during the whole simulation period including spin-up period, assimilation period and forecasting
period. Each of the best data assimilation models in this research improved the model forecasting
based on RMSE values. The best Nudging and DI data assimilation model, which assimilated the HFR
data at each model computational time step, generated the largest improvements compared with other
best assimilation models (OI and IDA). The best Nudging data assimilation model was reasonably
accurate and quite efficient for the research domain. Values of RMSE throughout the domain with high
HFR coverage density during ≥6 h forecasting period were smaller in general when using model DI
and model NDA than the RMSE values obtained using the other assimilation models and model FR.

Data Assimilation Skill Score for both surface velocity components over time indicated that
assimilation models improved forecasting with positive DASS values except for the east–west
velocity component in model IDA. The largest averaged DASS values (east–west component:
+26%, north–south component: +31%) over the ≥6 h forecasting were from the best model NDA.
The magnitudes of DASS were greater than results obtained in the studies by Gopalakrishnan [61].
Significantly, Gopalakrishnan [61] only developed DASS at a few points, their mooring, whereas in
this research DASS was a domain averaged value, indicating substantial domain-wide improvements
due to data assimilation. The four best assimilation models (DI, OI, NDA and IDA) had stronger
correlations of Averaged Kinetic Energy with the HFR data over + 48 forecasting compared with model
FR. The largest improvement (13%) of AKE was from the best model NDA and DI. The improvement
of AKE correlation was comparable to an improvement of 16% during a ≥2 h forecast in that study by
Breivik and Sætra [47]. The computational times for the best models using DI, Nudging and indirect
data assimilation via correcting wind stress were very similar under the same conditions on the Irish
Centre for High-End Computing (ICHEC) platform; it took around 28 h for full simulations, while the
best model using the OI data assimilation algorithm took around 85 h for a similar simulation.

6. Conclusions

The main conclusions arising from the research presented in this paper are as follows.

(1) The three-dimensional EFDC model is robust enough to frequently combine measurements from
the coastal radar system into routine data assimilation algorithms in complex inshore waters
strongly influenced by both tides and wind dynamics. Forecasting improvements: Each of the
best data assimilation models improved the model forecasting based on the values of RMSE.
The best Nudging and DI data assimilation model, which assimilated the HFR data at each
model computational time step, generated the largest improvements compared with other best
assimilation models (OI and IDA). The best Nudging data assimilation model was reasonably
accurate and quite efficient for the research domain. Values of RMSE throughout the domain
with high HFR coverage density during ≥6 h forecasting period were smaller in general when
using model DI and model NDA than the RMSE values obtained using the other assimilation
models and model FR.

(2) All data assimilation models improved modelling performance during a hindcasting period.
The OI algorithm was found to force model background states closer to HFR observations.

(3) Application of those data assimilation algorithms using radar data improved forecasts of
north–south surface velocity components to a greater degree than east–west surface velocity
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components, while model IDA degraded simulation of east–west surface velocity components.
This likely resulted from using a constant wind stress over the entire computational domain.

(4) Forecasting of east–west surface velocity components from all data assimilation models were
closer to HFR data than model FR. Results from data assimilation models in general were
comparable with each other. For the north–south surface velocity components, results from
models DI, IDA and NDA were closer to HFR data than results from model OI over a ≥6 h
forecasting period.

(5) Distributions of RMSE values over the data assimilation domain during ≥6 h forecasting period
indicate that when assimilation models are rich in HFR data these models improve forecasts,
especially when using the DI or NDA algorithms.

(6) DASS values decreased with time more significantly for north–south surface velocity components
than east–west surface velocity components. This is probably because tidal forcing alone is
more dominant in the east–west direction. Moreover, improvement in AKE values indicates that
employment of data assimilation using HFR data enhanced model forecasting over the domain
for a long period; models NDA and DI were shown to outperform models OI and IDA.

In summary, sequential data assimilation algorithm is a powerful tool to enhance model
forecasting of surface currents using the HFR data. Determination of appropriate assimilation
parameters and data assimilation cycle lengths is crucial for producing meaningful forecasts. The NDA
model using Nudging data assimilation algorithm and DI model using Direct Insertion data
assimilation algorithm, were seen to produce the best forecasting results for Galway Bay area from
accuracy and computational efficiency perspectives. Finally, it is important to remember that data
assimilation parameters must be tuned for particular study domains.

Acknowledgments: We would like to thank Informatics Research Unit for Sustainable Engineering (IRUSE)
for providing the weather data, Oregon State University for providing the OTIS software, and Ireland’s
High-Performance Computing Centre (ICHEC) for providing computation service.

Author Contributions: Lei Ren and Michael Hartnett conceived and ran models; and Lei Ren and
Michael Hartnett wrote this paper.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Paduan, J.D.; Washburn, L. High-Frequency Radar Observations of Ocean Surface Currents. Ann. Rev.
Mar. Sci. 2013, 5, 115–136. [CrossRef] [PubMed]

2. Dohan, K. Ocean surface currents from satellite data. J. Geophys. Res. 2017, 122, 2647–2651. [CrossRef]
3. Dohan, K.; Maximenko, N. Monitoring ocean currents with satellite sensors. Oceanography 2010, 23, 94–103.

[CrossRef]
4. Yuan, D.; Han, W.; Hu, D. Surface Kuroshio path in the Luzon Strait area derived from satellite remote

sensing data. J. Geophys. Res. 2006, 111, 63–79. [CrossRef]
5. Hessner, K.; Reichert, K.; Borge, J.C.N.; Stevens, C.L.; Smith, M.J. High-resolution X-Band radar

measurements of currents, bathymetry and sea state in highly inhomogeneous coastal areas. Ocean Dyn.
2014, 64, 989–998. [CrossRef]

6. Gopalakrishnan, G.; Blumberg, A.F. Assimilation of HF radar-derived surface currents on tidal-timescales.
J. Oper. Oceanogr. 2012, 5, 75–87. [CrossRef]

7. Wanders, N.; Karssenberg, D.; Roo, A.D.; Jong, S.M.D.; Bierkens, M.F.P. The suitability of remotely sensed
soil moisture for improving operational flood forecasting. Hydrol. Earth Syst. Sci. 2014, 18, 2343–2357.
[CrossRef]

8. Pan, X.; Li, X.; Cheng, G.; Hong, Y. Effects of 4D-Var Data Assimilation Using Remote Sensing Precipitation
Products in a WRF Model over the Complex Terrain of an Arid Region River Basin. Remote Sens. 2017, 9, 963.
[CrossRef]

9. Zhang, M.; Zhang, F. E4DVar: Coupling an Ensemble Kalman Filter with Four-Dimensional Variational Data
Assimilation in a Limited-Area Weather Prediction Model. Mon. Weather Rev. 2012, 140, 587–600. [CrossRef]

http://dx.doi.org/10.1146/annurev-marine-121211-172315
http://www.ncbi.nlm.nih.gov/pubmed/22809196
http://dx.doi.org/10.1002/2017JC012961
http://dx.doi.org/10.5670/oceanog.2010.08
http://dx.doi.org/10.1029/2005JC003412
http://dx.doi.org/10.1007/s10236-014-0724-7
http://dx.doi.org/10.1080/1755876X.2012.11020133
http://dx.doi.org/10.5194/hess-18-2343-2014
http://dx.doi.org/10.3390/rs9090963
http://dx.doi.org/10.1175/MWR-D-11-00023.1


Remote Sens. 2017, 9, 1331 19 of 21

10. Dobricic, S. A Sequential Variational Algorithm for Data Assimilation in Oceanography and Meteorology.
Mon. Weather Rev. 2009, 137, 269–287. [CrossRef]

11. Reichle, R.H.; Mclaughlin, D.B.; Entekhabi, D. Hydrologic Data Assimilation with the Ensemble Kalman
Filter. Mon. Weather Rev. 2002, 130, 103–114. [CrossRef]

12. Clayton, A.M.; Lorenc, A.C.; Barker, D.M. Operational implementation of a hybrid ensemble/4D-Var global
data assimilation system at the Met Office. Q. J. R. Meteorol. Soc. 2013, 139, 1445–1461. [CrossRef]

13. Shulman, I.; Paduan, J.D. Assimilation of HF radar-derived radials and total currents in the Monterey Bay
area. Deep Sea Res. Part II 2009, 56, 149–160. [CrossRef]

14. Marmain, J.; Molcard, A.; Forget, P.; Barth, A.; Ourmières, Y. Assimilation of HF radar surface currents to
optimize forcing in the Northwestern Mediterranean Sea. Nonlinear Process. Geophys. 2014, 21, 659–675.
[CrossRef]

15. Barth, A.; Alvera-Azcárate, A.; Weisberg, R.H. Assimilation of high-frequency radar currents in a nested
model of the West Florida Shelf. J. Geophys. Res. 2008, 113, 328–340. [CrossRef]

16. Iermano, I.; Moore, A.M.; Zambianchi, E. Impacts of a 4-dimensional variational data assimilation in a
coastal ocean model of southern Tyrrhenian Sea. J. Mar. Syst. 2016, 154, 157–171. [CrossRef]

17. Dabrowski, T. A Flushing Study Analysis of Selected Irish Waterbodies. Ph.D. Thesis, National University of
Ireland Galway, Galway, Ireland, 2005.

18. Ren, L.; Nash, S.; Hartnett, M. Observation and modeling of tide- and wind-induced surface currents in
Galway Bay. Water Sci. Eng. 2015, 8, 345–352. [CrossRef]

19. O’Donncha, F.; Hartnett, M.; Nash, S.; Ren, L.; Ragnoli, E. Characterizing observed circulation patterns
within a bay using HF radar and numerical model simulations. J. Mar. Syst. 2015, 142, 96–110. [CrossRef]

20. Hamrick, J.M. The Environmental Fluid Dynamics Code Theory and Computation Volume 1: Hydrodynamics and
Mass Transport; Tetra Tech, Inc.: Fairfax, VA, USA, 2007; p. 60.

21. Baguis, P.; Roulin, E. Soil Moisture Data Assimilation in a Hydrological Model: A Case Study in Belgium
Using Large-Scale Satellite Data. Remote Sens. 2017, 10, 820.

22. Gauthier, P. Chaos and quadri-dimensional data assimilation: A study based on the Lorenz model. Tellus
1992, 44, 2–17. [CrossRef]

23. Wen, L. Three-Dimensional Hydrodynamic Modelling in Galway Bay. Ph.D. Thesis, University College
Galway, Galway, Ireland, 1995.

24. Booth, D. The Water Structure and Circulation of Killary Harbour and of Galway Bay. Ph.D. Thesis,
National University of Ireland, Galway, Ireland, 1975.

25. Fernandes, L. A Study of the Oceanography of Galway Bay, Mid-Western Coastal Waters (Galway Bay to
Bralle Bay), Shannon Estuary and the Rive Shannon Plume. Ph.D. Thesis, National University of Ireland
Galway, Galway, Ireland, 1988.

26. BIM. Environmental Impact Statement (EIS) for Deep Sea Fish Farm Development in Galway Bay, Co. Galway,
Ireland; Irish Sea Fisheries Board: Galway, Ireland, 2012; p. 324.

27. Nolan, G.D. A Study of the River Corrib Plume and its Associated Dynamics in Galway Bay during the
Winter Months. Master’s Thesis, University College Galway, Galway, Ireland, 1997.

28. Comerford, S.; Brophy, D. The role of wind-forcing in the distribution of larval fish in Galway Bay, Ireland.
J. Mar. Assoc. U. K. 2013, 93, 471–478. [CrossRef]

29. Hamrick, J.M. A Three-Dimensional Environmental Fluid Dynamics Computer Code: Therotical and Computatonal
Aspects; Virginia Institute of Marine Science: Gloucester Point, VA, USA, 1992.

30. Hamrick, J.M. EFDC Technical Memorandum; Tetra Tech: Fairfax, VA, USA, 2006.
31. Zou, R.; Carter, S.; Shoemaker, L.; Parker, A.; Henry, T. Integrated Hydrodynamic and Water Quality

Modeling System to Support Nutrient Total Maximum Daily Load Development for Wissahickon Creek,
Pennsylvania. J. Environ. Eng. 2006, 132, 555–566. [CrossRef]

32. Jin, K.R.; Ji, Z.G. Case Study: Modeling of Sediment Transport and Wind-Wave Impact in Lake Okeechobee.
J. Hydraul. Eng. 2004, 130, 1055–1067. [CrossRef]

33. O’Donncha, F.; Hartnett, M.; Nash, S. Physical and numerical investigation of the hydrodynamic implications
of aquaculture farms. Aquac. Eng. 2013, 52, 14–26. [CrossRef]

34. Bento, A.R.; Martinho, P.; Soares, C.G. Numerical modelling of the wave energy in Galway Bay.
Renew. Energy 2015, 78, 457–466. [CrossRef]

http://dx.doi.org/10.1175/2008MWR2500.1
http://dx.doi.org/10.1175/1520-0493(2002)130&lt;0103:HDAWTE&gt;2.0.CO;2
http://dx.doi.org/10.1002/qj.2054
http://dx.doi.org/10.1016/j.dsr2.2008.08.004
http://dx.doi.org/10.5194/npg-21-659-2014
http://dx.doi.org/10.1029/2007JC004585
http://dx.doi.org/10.1016/j.jmarsys.2015.09.006
http://dx.doi.org/10.1016/j.wse.2015.12.001
http://dx.doi.org/10.1016/j.jmarsys.2014.10.004
http://dx.doi.org/10.3402/tellusa.v44i1.14938
http://dx.doi.org/10.1017/S0025315412001348
http://dx.doi.org/10.1061/(ASCE)0733-9372(2006)132:4(555)
http://dx.doi.org/10.1061/(ASCE)0733-9429(2004)130:11(1055)
http://dx.doi.org/10.1016/j.aquaeng.2012.07.006
http://dx.doi.org/10.1016/j.renene.2015.01.024


Remote Sens. 2017, 9, 1331 20 of 21

35. Egbert, G.D.; Erofeeva, S.Y. Efficient Inverse Modeling of Barotropic Ocean Tides. J. Atmos. Ocean. Technol.
2002, 19, 183. [CrossRef]

36. Padman, L.; Erofeeva, S. A barotropic inverse tidal model for the Arctic Ocean. Geophys. Res. Lett. 2004, 31,
1–4. [CrossRef]

37. Wang, J.; Dizaji, R.; Ponsford, A.M. Analysis of clutter distribution in bistatic high frequency surface wave
radar. In Proceedings of the Conference on Electrical & Computer Engineering, Niagara Falls, ON, Canada,
2–5 May 2004; Volume 3, pp. 1301–1304.

38. Haus, B.K.; Wang, J.D.; Rivera, J.; Martinez-Pedraja, J.; Smith, N. Remote Radar Measurement of Shelf
Currents off Key Largo, Florida, U.S.A. Estuar. Coast. Shelf Sci. 2000, 51, 553–569. [CrossRef]

39. Emery, B.M.; Washburn, L.; Harlan, J.A. Evaluating radial current measurements from CODAR
High-Frequency radars with moored current meters. J. Atmos. Ocean. Technol. 2004, 21, 1259–1271. [CrossRef]

40. Willmott, C.J. On the validation of models. Phys. Geogr. 1981, 2, 184–194.
41. Ren, L.; Nash, S.; Hartnett, M. Forecasting of Surface Currents via Correcting Wind Stress with Assimilation

of High-Frequency Radar Data in a Three-Dimensional Model. Adv. Meteorol. 2016, 2016, 1–12. [CrossRef]
42. Marmorino, G.O.; Shay, L.K.; Haus, B.K.; Handler, R.A.; Graber, H.C.; Horne, M.P. An EOF analysis of HF

Doppler radar current measurements of the Chesapeake Bay buoyant outflow. Cont. Shelf Res. 1999, 19,
271–288. [CrossRef]

43. Harlan, J.; Terrill, E.; Hazard, L.; Keen, C.; Barrick, D.; Whelan, C.; Howden, S.; Kohut, J. The Intergrated
Ocean Observing System High-Frequency Radar Network: Status and Local, Regional and National
Applications. Mar. Technol. Soc. J. 2010, 44, 122–132. [CrossRef]

44. Tinis, S.W.; Hodgins, D.O.; Fingas, M. Assimilation of Radar Measured Surface Current Fields into a
Numerical Model for Oil Spill Modelling. Spill Sci. Technol. Bull. 1996, 3, 247–251. [CrossRef]

45. Abascal, A.J.; Castanedo, S.; Medina, R.; Losada, I.J.; Alvarea-Fanjul, E. Application of HF radar currents to
oil spill modelling. Mar. Pollut. Bull. 2009, 58, 238–248. [CrossRef] [PubMed]

46. Bellomo, L.; Griffa, A.; Cosoli, S.; Falco, P.; Gerin, R.; Iermano, I.; Kalampokis, A.; Kokkini, Z.; Magaldi, M.G.;
Mamoutos, I.; et al. Toward an integrated HF radar network in the Mediterranean Sea to improve search and
rescue and oil spill response: The TOSCA project experience. J. Oper. Oceanogr. 2015, 8, 95–107. [CrossRef]

47. Breivik, Ø.; Sætra, Ø. Real time assimilation of HF radar currents into a coastal ocean model. J. Mar. Syst.
2001, 28, 161–182. [CrossRef]

48. Vandenbulcke, L.; Beckers, J.-M.; Barth, A. Correction of inertial oscillations by assimilation of HF radar data
in a model of the Ligurian Sea. Ocean Dyn. 2017, 67, 117–135. [CrossRef]

49. Isern-Fontanet, J.; Ballabrera-Poy, J.; Turiel, A.; Garcia-Ladona, E. Retrieval and assimilation of velocities at
the ocean surface. Nonlinear Process. Geophys. 2017, 1–38. [CrossRef]

50. Ma, J.; Qin, S. Recent advances and development of data assimilation algorithms. Adv. Earth Sci. 2012, 27,
747–757.

51. Sepúlveda, H.H.; Marchesiello, P.; Li, Z. Oceanic data assimilation study in northern Chile: Use of a 3DVAR
method. Latin Am. J. Aquat. Res. 2013, 41, 570–575.

52. Ren, L.; Nash, S.; Hartnett, M. Data Assimilation with High-Frequency (HF) Radar Surface Currents at a
Marine Renewable Energy Test Site. In Renewable Energies Offshore; Soares, C.G., Ed.; CRC Press: London,
UK, 2015; Chapter 24; pp. 189–193.

53. Ren, L.; Hartnett, M. Sensitivity analysis of a data assimilation technique for hindcasting and forecasting
hydrodynamics of a complex coastal water body. Comput. Geosci. 2016, 99, 81–90. [CrossRef]

54. Ren, L.; Hartnett, M. Hindcasting and Forecasting of Surface Flow Fields through Assimilating High
Frequency Remotely Sensing Radar Data. Remote Sens. 2017, 9, 932. [CrossRef]

55. Olatomiwa, L.; Mekhilef, S.; Shamshirband, S.; Petković, D. Adaptive neuro-fuzzy approach for solar
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