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Abstract: Moderate Resolution Imaging Spectroradiometer (MODIS) data are effective and efficient
for monitoring urban dynamics such as urban cover change and thermal anomalies, but the spatial
resolution provided by MODIS data is 500 m (for most of its shorter spectral bands), which results in
difficulty in detecting subtle spatial variations within a coarse pixel—especially for a fast-growing
city. Given that the historical land use/cover products and satellite data at finer resolution are
valuable to reflect the urban dynamics with more spatial details, finer spatial resolution images, as
well as land cover products at previous times, are exploited in this study to improve the change
detection capability of coarse resolution satellite data. The proposed approach involves two main
steps. First, pairs of coarse and finer resolution satellite data at previous times are learned and then
applied to generate synthetic satellite data with finer spatial resolution from coarse resolution satellite
data. Second, a land cover map was produced at a finer spatial resolution and adjusted with the
obtained synthetic satellite data and prior land cover maps. The approach was tested for generating
finer resolution synthetic Landsat images using MODIS data from the Guangzhou study area. The
finer resolution Landsat-like data were then applied to detect land cover changes with more spatial
details. Test results show that the change detection accuracy using the proposed approach with the
synthetic Landsat data is much better than the results using the original MODIS data or conventional
spatial and temporal fusion-based approaches. The proposed approach is beneficial for detecting
subtle urban land cover changes with more spatial details when multitemporal coarse satellite data
are available.

Keywords: land cover change; downscaling; sub-pixel change detection; machine learning;
MODIS; Landsat

1. Introduction

Timely and accurate information about land cover dynamics is highly important for sustainable
urban development and better quality of life in cities. Compared with conventional data collection
methods like field surveying and aerial photography, satellite images have proven to be more effective
and efficient for land use/cover change monitoring at regional or global scales due to their timely,
consistent, repeatable, and cost-effective measurements [1,2]. Until now, a wide variety of change
detection approaches have been formulated, ranging from preclassification methods such as image
differencing, image ratioing [3], band analysis [4], principal component analysis [5], change vector
analysis [6], and composite analysis to postclassification comparisons [7].

The availability of satellite data with improved spatial and temporal resolutions makes it
possible to characterize land cover changes (LCCs) at higher spatial and temporal scales [8].
Some multitemporal coarse resolution (CR) sensors, such as the Moderate Resolution Imaging

Remote Sens. 2017, 9, 709; doi:10.3390/rs9070709 www.mdpi.com/journal/remotesensing

http://www.mdpi.com/journal/remotesensing
http://www.mdpi.com
https://orcid.org/0000-0002-9933-024X
http://dx.doi.org/10.3390/rs9070709
http://www.mdpi.com/journal/remotesensing


Remote Sens. 2017, 9, 709 2 of 11

Spectroradiometer (MODIS), Advanced Very High Resolution Radiometer (AVHRR), the Medium
Resolution Imaging Spectrometer (MERIS), and SPOT-Vegetation, have been proven to be suitable for
land use/LCC and vegetation dynamics’ monitoring [9–11], with which the status and trend of land
cover transitions or vegetation dynamics are characterized. Consequently, a variety of multi-temporal
change detection approaches have been proposed [12–14].

CR data are effective for phenological change detection due to their high revisit frequencies,
but their low spatial resolutions limit their applications for accurate monitoring of urban growth
dynamics—especially for rapidly growing areas [7], where dynamic changes commonly occur in
sub-pixel scales (like fields, water areas, roads). To enhance the capability of remote sensing for
monitoring these dynamics at a sub-pixel scale, researchers have attempted to apply some unmixing
approaches to recover high spatial resolution (HR) data directly from CR data [7,8,14–17]. In particular,
Le Hégarat-Mascle et al. [8] proposed a statistically-based change detection model in which sub-pixel
LCCs are estimated by utilizing previous land cover information as a reminder. Ling et al. [15,16]
presented an improved sub-pixel mapping algorithm for change detection using prior land cover
percentages, with which temporal contextual information was used to conduct sub-pixel change
mapping. However, high-quality land cover percentages are required as input for this approach, which
limits its real value. Zurita-Milla et al. [17] presented an unmixing-based approach to downscale
multitemporal MERIS data for vegetation dynamics, but it is inappropriate for land cover-type changes.
Though soft classification approaches can estimate land cover proportions within a coarse pixel [18],
they fail to determine the spatial distribution of each class [19], and needless to say the detection of
sub-pixel changes.

Another possible solution for sub-pixel change detection is to explore data-fusion approaches to
obtain synthetic data with high spatial and temporal resolutions. These high-resolution synthetic data
generated are then used for LCC detection at a HR. In view of conventional data fusion approaches
(e.g., pan-sharpening, which integrates both spectral and spatial information rather than spatial and
temporal information), they are beneficial for improving spatial resolution, but not suitable for fast
change detection. Gao et al. [20] started a pioneering work to develop a spatial and temporal adaptive
reflectance data fusion model (STARFM) to obtain high-quality Landsat-like data, but the underlying
assumption of having no LCCs over time heavily limits its applications for seasonal change monitoring
of vegetation [11,21,22]. In the meantime, Hilker et al. [21,22] proposed an improved spatial and
temporal data fusion approach named STAARCH, in which an optimal Landsat was selected with a
defined forest disturbance index. It is efficient for detecting forest disturbance, but not very efficient
for complex LCCs in cities. Similarly, Zhu et al. [23] proposed an enhanced STARFM to extend the
applications of the original approach for complex areas with heterogeneous landscapes. Roy et al. [24]
presented a semiphysical fusion approach to characterize surface reflectance variation with the BRDF
spectral model parameters and the sun-sensor geometry over time, but it is still not efficient for the
fusion task with land cover-type changes.

To address the problem of mixed pixel within the remote sensing community, a superresolution
technique long studied by the computer science community has been proposed. Until now,
hundreds of superresolution approaches have been proposed, which can be grouped into three
categories: interpolation-based [25], construction-based [26], and learning-based [27]. The sparse
learning-based superresolution methods outperformed the others and were recognized as an
outstanding representative of the learning-based approach. The original one was developed by
Yang et al. [28], in which a pair of dictionaries was first learned from prior data, and then applied
for downscaling the CR data. Huang et al. [29] extended this approach for spatial and temporal
data fusion, and experimental results also show that it outperforms other spatial and temporal
data-fusion approaches when compared with actual observations with respect to reflectance fidelity.
However, its suitability for actual LCC detection has not been tested. To make use of multisource
data fusion for change detection, recent works investigated the use of prior land cover products for
generating better change detection results [30,31]. Finally, it is worth mentioning the work in [32],
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in which a learning-based approach was investigated to allow the achievement of high sub-pixel forest
mapping accuracy.

In this study, a novel learning-based approach will be presented to detect LCCs at finer spatial
resolution using multitemporal CR data. The proposed approach has two advantages. First, it is well
designed to learn the LCC dynamics from previous multisource multitemporal satellite data directly,
which indicates that the trained detector has a high capability in detecting high-quality LCC using
similar but CR satellite data. Second, the proposed approach makes use of the finer land cover product
to provide rich spatial details within a coarse pixel.

The remainder of this paper is organized as follows. In Section 2, the theoretical background and
the proposed approach are fully introduced. In Section 3, fused results are validated and applied for
LCC detection with actual images in the Guangzhou study area, China. The discussion and conclusions
are given in Sections 4 and 5, respectively.

2. Materials and Methods

The proposed approach includes two main steps. First, the CR satellite data at the predicted
time (t1) coupled with pairs of coarse and finer resolution satellite data at previous times (e.g., t0)
were used to produce a finer resolution synthetic data at the predicted time (t1). Second, the LCC was
detected at finer spatial resolution using the obtained finer resolution synthetic data and previous land
cover maps.

2.1. Learning-Based Approach for Generating Finer Resolution Synthetic Satellite Data

It is an extremely ill-posed problem to infer the HR data directly from CR data. In this study, we
will solve the problem from the perspective of LCC recovery. The recovered changed data were added
with the high-resolution satellite data at a previous time to obtain the final downscaled image at the
predicted time. Under a mild condition, it can be assumed that actual LCC from bitemporal satellite
images can be sparsely represented as a linear combination of different LCC bases. As the following
shows, a high-resolution LCC patch can be represented as a linear combination of LCC patterns with
respect to a dictionary.

∆X ≈ Dhα where : |α|0 ≤ K (1)

where ∆X is an LCC patch with HR, Dh is a high-resolution dictionary, α is the sparse representation
coefficient, and K is the number of bases for the dictionary Dh.

It is further assumed that a high-resolution LCC patch can be degraded into a CR LCC patch with
respect to a projection matrix. Then, the degraded CR LCC patch can also be inferred to have sparse
representations with respect to a low-resolution dictionary, as the following formula shows:

∆Y ≈ A∆X = ADhα = Dlα where : |α|0 ≤ K (2)

where ∆Y and ∆X are CR and HR LCC patches, respectively, A represents the projection matrix from
∆X to ∆Y, Dh and Dl are a pair of dictionaries, and α is the estimated coefficient.

Both HR and CR patches have the same sparse representations, and their co-occurrence can be
captured by using a pair of coupled dictionaries. Thus, the downscaling issue for estimating HR
data from CR data can be transformed into another issue, where both sparse coefficient and coupled
dictionaries need to be estimated. There are two main steps to achieving this target: (1) dictionary
learning—a pair of dictionaries was learned by using sample patch data from a pair of CR and HR
data, of which each column (base) represents a specific LCC pattern; (2) sparse representation—sparse
coefficients are estimated to reconstruct the HR LCC from CR LCC patches. The details are given below.
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2.1.1. Dictionary Learning

Because the individual sparse coding problem of LCC in the high-resolution and low-resolution
patches can be represented by the sparse linear combinations with respect to Dh or Dl, these two targets
(see Formulas (1) and (2)) can be combined to form a unique target as shown below:

min
{Dh , Dl ,α}

‖∆X− Dhα‖2
2 + ‖∆Y− Dlα‖2

2 + γ‖α‖1 where : |α|0 ≤ K (3)

where ∆X is a change patch for HR data, Dh is the HR dictionary, α is the sparse representation
coefficient, and K is the number of bases for dictionary Dh.

With the same learning strategy as Yang et al. [28], sampled training image patch pairs are first
sampled from previously acquired low- and high-resolution data before a pair of dictionaries is jointly
trained with these sampled patches using the k-singular value decomposition algorithm [33].

2.1.2. Sparse Representation

Sparse representation was then used to estimate the sparse coefficient and finally recover the
HR LCC data. Based on the sparse representation of HR image patch shown in Formula (1), the
solution of the sparse coefficients of a specific HR patch (∆Xs) can be obtained via the following
optimization function:

∆Xs = Dh × α∗ (4)

where α∗ : min‖α‖1 s.t.
‖Dlα− ∆Ys‖2

2 ≤ ε1

‖Dhα− W‖2
2 ≤ ε2

(5)

where ∆Xs is a change patch for HR data at location s, Dh and Dl are trained dictionaries for both
HR and CR LCC, α is the sparse coefficient that needs to be estimated, and W is the overlap between
the current target patch and the previously reconstructed high-resolution patch. As recommended
in [27,29], the dictionary size used in this study was set to 256, and the patch size was set to 8 × 8.

The process is operated patch by patch. If the sparse coefficient for each patch is sufficiently
sparse, HR LCCs should then be recovered from the patches of CR LCCs with respect to the trained
dictionaries. To agree with the previously computed adjacent high-resolution patches, a balance term
(seen in the second term of Formula (3)) was used to preserve the fidelity of previous recovered LCC
patches. Once the sparse coefficient is estimated, then the finer LCC patch can be recovered with
Formula (4). Herein, the orthogonal matching pursuit algorithm was used to estimate the sparse
coefficient [34].

The above procedure can be used to estimate the HR LCCs. Finally, the recovered LCCs are added
with the HR image at the previous time to obtain the final downscaled image at the predicted time.

2.2. Sub-Pixel Change Detection with Synthetic Satellite Data

In the following, the obtained synthetic satellite data with a finer spatial resolution coupled with
the land cover product at a previous time were used to detect LCCs at a finer spatial resolution. Given
that the synthetic satellite data are not the real satellite data at the predicted time, the land cover map
from the synthetic Landsat data appears to be different from actual land cover patterns. Figure 1a
shows the initial land cover map obtained from synthetic data, and it appears to have some incorrect
classification results at a sub-pixel level (highlighted with red). Thus, in this step, the obtained land
cover map needs to be adjusted to ensure that it is consistent with prior land cover patterns as well as
finer land cover products at previous times. The change detection procedure involves the following
three steps. For more details, refer to [30].

First, a land cover map at the predicted time was produced from the obtained synthetic data
using a supervised classification method, then land cover proportions at a CR were estimated from the
obtained finer resolution land cover map.
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Figure 1. Illustration of precise land cover mapping using synthetic Landsat data. (a) Synthetic 
Landsat data and its land cover proportions; (b) Land cover map at the predicted time (t1) using the 
proposed approach. IID, Go! Go! Go! 
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The proposed approach was tested using actual data in the study area of Guangzhou, China 
(23°N, 113°E). This area has experienced a high percentage of land use/LCC during the past several 
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products (MOD09GA) provided by NASA were adopted, and these products have been 
atmospherically corrected to land surface reflectance. For the original Landsat-5 data, they were 
atmospherically corrected into land surface reflectance using the atmospheric correction tool 
FLAASH [20]. Moreover, the downloaded MODIS data products were geometrically corrected to the 
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extent. Based on the acquired satellite data, the preprocessed pairs of Landsat and MODIS data for 
the years 2000 and 2002 were used as training data, while the actual Landsat data for 2004 were used 
as validation data. 

3.1. Synthetic Data Generation and Sub-Pixel Change Detection 

Synthetic Landsat-like data for 2004 were predicted via the following main steps. First, some 
low- and high-resolution LCC patches were randomly sampled from the achieved difference image 
to train the dictionary, while the difference image reflects LCC from year 2000 to 2002 with the 
acquired satellite data at years 2000 and 2002. Next, the sparse learning approach introduced in the 
above section was used to recover HR LCCs from year 2002 to 2004 with respect to the coarse 

Figure 1. Illustration of precise land cover mapping using synthetic Landsat data. (a) Synthetic
Landsat data and its land cover proportions; (b) Land cover map at the predicted time (t1) using the
proposed approach.

Second, based on the obtained land cover proportions, sub-pixel labels are initially randomly
allocated maintaining the proportions. After random initialization, the labels of sub-pixels are
iteratively swapped by counting their spatial correlations with surrounding pixels, and finally,
the labels of sub-pixels are consistent with their neighborhood. The surrounding pixels include
the nearby pixels at the current predicted time as well as neighboring pixels from land cover maps
at previous times. For example, Figure 1a shows the initial land cover map obtained from synthetic
data and its land cover proportions, while Figure 1b shows the final obtained land cover map at the
predicted time (t1) using both the land cover proportions and a finer resolution land cover product at a
previous time (t0).

Third, a refined land cover map at the predicted time was achieved via the above two steps.
A change detection result (t1–t0) can be made by comparing the land cover map at the predicted time
(t1) with the map from a previous time (t0).

3. Experiments and Result Analysis

The proposed approach was tested using actual data in the study area of Guangzhou, China (23◦N,
113◦E). This area has experienced a high percentage of land use/LCC during the past several decades,
where most of the farmlands and forestlands have been changed into built-up areas due to rapid
urbanization. The accurate monitoring of its rapid LCC is beneficial for the scientific management and
sustainable development of this area.

Three pairs of medium-resolution Landsat and CR MODIS data for 31 October 2000,
7 November 2002, and 3 October 2004 were acquired for this study area. In this study, the
MODIS reflectance products (MOD09GA) provided by NASA were adopted, and these products
have been atmospherically corrected to land surface reflectance. For the original Landsat-5 data,
they were atmospherically corrected into land surface reflectance using the atmospheric correction
tool FLAASH [20]. Moreover, the downloaded MODIS data products were geometrically corrected to
the same geographical area as the Landsat data, so both the MODIS and Landsat data cover the same
extent. Based on the acquired satellite data, the preprocessed pairs of Landsat and MODIS data for the
years 2000 and 2002 were used as training data, while the actual Landsat data for 2004 were used as
validation data.

3.1. Synthetic Data Generation and Sub-Pixel Change Detection

Synthetic Landsat-like data for 2004 were predicted via the following main steps. First, some
low- and high-resolution LCC patches were randomly sampled from the achieved difference image to
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train the dictionary, while the difference image reflects LCC from year 2000 to 2002 with the acquired
satellite data at years 2000 and 2002. Next, the sparse learning approach introduced in the above
section was used to recover HR LCCs from year 2002 to 2004 with respect to the coarse difference
image and a pair of dictionaries. Finally, high-quality synthetic Landsat data at the predicted time
were recovered by adding the predicted high-resolution difference data to previous Landsat data.

Based on a pair of Landsat and MODIS satellite data for the year 2002 (shown in Figure 2a,b)
and MODIS data for the year 2004 (shown in Figure 2d), the finer resolution Landsat-like data for
2004 using the proposed learning-based approach are given in Figure 2e. Using the synthetic Landsat
data for 2004, two sets of land cover maps (including the initial and final ones) were generated and
are shown in Figure 2f,g. To validate its performance in detecting LCC from year 2002 to 2004, the
synthetic Landsat data at year 2004 coupled with the prior land cover product from 2002 were used
to generate an LCC map from 2002 to 2004 (Figure 2h). It shows the change detection result using
the synthetic satellite data, in which white was used to reflect the correctly predicted LCC classes.
In comparison, the MODIS data at year 2004 were also used to generate a change detection result
(shown in Figure 2k based on the land cover map at CR (shown in Figure 2j). The actual LCC map
from year 2002 to 2004 provided in Figure 2l was used for validation.
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3.2. Accuracy Assessment 

In the following, the accuracy of different change detection results using different approaches 
was assessed. Five different scalars—namely, the Kappa statistic, the overall accuracy (OA), the 
commission error (CE), the omission error (OE), and the correlation coefficient (CC)—were used to 
assess the change detection accuracy. Other than the omission and commission errors, a higher value 
of each index reflects a higher change detection accuracy. 

Figure 2. Test with the actual MODIS data for sub-pixel change detection using different downscaling
methods: (a) Landsat data for the year 2002 and the actual LCC from 2002 to 2004 (highlighted with
black); (b) MODIS data for 2002; (c) Landsat for 2004 as a reference; (d) MODIS data for 2004; (e) Fused
result for 2004 with the proposed approach; (f) Initial land cover map for 2004 with the fused result
shown in Figure 1e; (g) Final land cover map for 2004 with the initial land cover map using the proposed
approach; (h) Change detection result using the proposed approach; (i) MODIS data for 2004; (j) Land
cover map for 2004 with MODIS data; (k) Change detection result with MODIS data from 2002 to 2004;
(l) Actual LCC from 2002 to 2004 for validation.
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3.2. Accuracy Assessment

In the following, the accuracy of different change detection results using different approaches was
assessed. Five different scalars—namely, the Kappa statistic, the overall accuracy (OA), the commission
error (CE), the omission error (OE), and the correlation coefficient (CC)—were used to assess the change
detection accuracy. Other than the omission and commission errors, a higher value of each index
reflects a higher change detection accuracy.

Change detection accuracy statistics of the fused results using different approaches are given in
Table 1. Results using the simulated MODIS data are also provided for comparison, as shown on the
right side of Table 1. It is found that the change detection accuracy with the fused result is much better
than using the original MODIS data. Moreover, the proposed approach gives slightly better results
than the STARFM method for all scale factors used.

Table 1. Change detection accuracy for the fused result with different methods. STARFM: spatial and
temporal adaptive reflectance data-fusion model.

Actual Data Simulated Data (S = 16)

Soft STARFM Proposed Soft STARFM Proposed

Kappa 0.45 0.46 0.47 0.46 0.49 0.50
OA 83% 84% 85% 83% 85% 86%
CE 19% 18% 17% 18% 17% 17%
OE 32% 38% 37% 31% 36% 30%
CC 0.68 0.69 0.78 0.77 0.86 0.89

4. Discussion

4.1. Strengths

It is apparent that the fusion-based approaches—including STARFM and the proposed
one—perform better than the soft classification method when CR data are directly used based on the
accuracy statistics provided in Table 1. Let’s take the simulated satellite data as an example. Overall
accuracies for the results with the proposed and STARFM methods are 86% and 85%, respectively.
Varying 83% for the soft classification method is also obtained. Especially, the soft classification
approach tends to overestimate the actual LCC, while the fusion-based approach can improve it. When
the two downscaling approaches are compared with each other, it is found that the learning-based
approach performs slightly better than the conventional STARFM method in terms of all tested indices.
Results with the proposed approach, moreover, tend to have better CCs than STARFM. The advantage
of the proposed approach is that it can learn the change pattern or spatial texture information from
previous satellite data, which is better than the STARFM.

Compared with the conventional unmixing-based fusion approach, an optimized neighborhood
size is not required for the proposed approach. Because it is possible to achieve the desired result with
a patch covering the whole area of a coarse pixel, a patch size of 8 × 8 Landsat pixels was used in this
study. In addition, the number of land cover types is not required, as a large number of bases (chosen
as 256 in this study) is enough to reflect the whole LCC patterns in this study.

4.2. Scale Effect

To assess the impact of spatial scale of the proposed approach in monitoring LCC information,
a series of simulated data degraded from the actual Landsat data were used in this study. In our
experiment, the scale factors of 4, 8, and 16 were tested. Based on the simulated MODIS and Landsat
data, finer resolution fused satellite data and land cover/change maps at different scales were
generated. Figure 3h–k shows the results using the proposed approach, while Figure 3a–g show
the results using the original MODIS data and the conventional STARFM method for comparison,
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respectively. Accuracy statistics for all mapping results with different approaches are provided
in Table 2.

Figure 3. Sub-pixel change detection results with the simulated MODIS data using different methods
at a scaling factor of 16. The upper row shows the results using simulated MODIS data (s = 16):
(a) Simulated MODIS data for the year 2004; (b) Land cover map using simulated MODIS data; and
(c) Change detection result using simulated MODIS data. The middle row shows the results using the
conventional fusion-based method. (d) Synthetic Landsat data for 2004 using the STARFM method;
(e) Initial land cover map from the result shown in (d); (f) Final land cover map from synthetic Landsat
data using the STARFM method; and (g) Change detection result from 2002 to 2004 using the STARFM
method. The lower row shows the results using the proposed approach. (h) Synthetic Landsat data
for 2004 using the proposed approach; (i) Initial land cover map from the result shown in (h); (j) Final
land cover map using the proposed approach; (k) Change detection result from 2002 to 2004 using the
proposed approach.

Table 2. Change detection accuracy for the fused result with different methods under different scale
factors. OA: overall accuracy; CE: commission error; OE: omission error; CC: correlation coefficient.

Scale Factor = 4 Scale Factor = 8 Scale Factor = 16

Soft STARFM Proposed Soft STARFM Proposed Soft STARFM Proposed

Kappa 0.53 0.60 0.61 0.52 0.53 0.55 0.46 0.49 0.50
OA 86% 89% 90% 85% 87% 88% 83% 85% 86%
CE 15% 13% 15% 16% 15% 15% 18% 17% 17%
OE 23% 27% 16% 23% 30% 26% 31% 36% 30%
CC 0.89 0.92 0.93 0.88 0.89 0.92 0.77 0.86 0.89

According to the accuracy statistics provided in Table 2, three observations can be summarized
as below. First, the change detection accuracy decreases significantly as the scale factor increases.
Taking the results using the proposed approach as an example, the Kappa index decreased from 0.61
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to 0.50 when the scale factor increased from 4 to 16. Second, when the performances of different
approaches were compared, it was found that the fused-based approaches achieved better change
detection accuracy than results using the original MODIS data. In particular, the use of original MODIS
data tended to overpredict the actual LCC, while the fused-based approaches improved it. Third,
comparing the performance of STARFM and the proposed method, the proposed approach performed
better than STARFM, regardless of which scale factor was used. In particular, a much better CC
was achieved by the proposed learning-based approach compared with STARFM, indicating that the
learning-based approach is suitable for the downscaling of CR data.

4.3. Limitations

Although the proposed approach has been validated and proven suitable for sub-pixel LCC
detection using CR satellite data, there are still some limitations. First, misregistration errors between
multisource satellite data of the proposed approach may affect the final change detection results, and
thus using the simulated data can achieve better detection accuracy than using actual satellite data.
Second, the advantage of the proposed approach is obvious when the predicted LCC percentages
are compared with others by referring to the CC index. Nevertheless, the predicted LCCs still have
positional errors within a coarse pixel, which may offset its advantage for sub-pixel LCC detection
using the actual multisource satellite data. Lastly, it is a computationally expensive approach. Both
dictionary training and sparse coefficient estimation processes are computationally expensive.

5. Conclusions

In this paper, a learning-based downscaling method is presented to generate finer resolution
LCC results using prior LCC information and one CR data at the predicted time, in which prior LCC
patterns are learned and modeled using the popular sparse learning approach. Further experiments
demonstrate that it is better than the conventional downscaling approach STARFM when both
predicted synthetic data are applied for LCC detection. Experiments conducted at Guangzhou show
that the proposed learning-based approach outperforms both the conventional change detection
method and the fusion-based change detection method. According to the results with the proposed
approach using actual MODIS data, the overall LCC detection accuracy is 85%, which is better than
the results using a conventional soft classification method and fusion-based method (83% and 84%,
respectively). More importantly, it is found that high-quality LCC percentages—as indicated by the
CC index—can be achieved by the proposed approach, as the CC index for the proposed approach is
0.78, which is much better than the results using soft classification and fusion-based methods (0.68 and
0.69, respectively). This finding is meaningful for high-quality LCC detection at a sub-pixel level.

This study also investigated the effect of scale factor on sub-pixel change detection. In particular,
results from fusion-based approaches perform much better than when the original coarse satellite
data are used directly, regardless of the scale factor used. The soft classification method tends to
overestimate the actual LCC area, while the proposed approach tends to miss some actual LCC area.
When a large scale factor is adopted, the proposed approach performs slightly better than the STARFM
model. When compared with the use of the simulated MODIS data, the use of actual MODIS data
achieves a slightly lower LCC detection accuracy. The main reason may be due to the positioning error
between MODIS and Landsat data, which needs to be further investigated.
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