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Abstract: With the development of memristor theory, the application of memristor in the field of
the nervous system has achieved remarkable results and has bright development prospects. Flux-
controlled memristor can be used to describe the magnetic induction effect of the neuron. Based
on the Hindmarsh–Rose (HR) neuron model, a new HR neuron model is proposed by introducing
a flux-controlled memristor and a multi-frequency excitation with high–low frequency current
superimposed. Various firing patterns under single and multiple stimuli are investigated. The model
can exhibit different coexisting firing patterns. In addition, when the memristor coupling strength
changes, the multiple stability of the model is eliminated, which is a rare phenomenon. Moreover, an
analog circuit is built to verify the numerical simulation results.

Keywords: flux-controlled memristor; magnetic induction; Hindmarsh–Rose neuron model; coexisting
firing pattern

1. Introduction

Neurons are the basic unit of the nervous system structure, and information is transmit-
ted in the nervous system in the form of electrical pulses. The earliest neuron model is the
Hodgkin–Huxley (HH) neuron proposed in 1952 [1]. Subsequently, the FitzHugh–Nagumo
(FHN) neuron model [2], Morris–Lecar (ML) neuron model [3], HR neuron [4], and Hop-
field neural network [5], which are derived from the HH neuron model, were gradually
proposed. In recent decades, the dynamic behavior based on various neuron and neural
network models has been studied. Among them, HR neurons can effectively simulate the
electrical activities in the brain [6]. Many biological neural electrical activity phenomena
such as silence, spiking firing, bursting firing, periodic oscillation, and even simple chaos
have been verified in the neural model. To study the influence of parameter variation on
the firing patterns of neural nonlinear dynamical system, an improved Hindmarsh–Rose
neural nonlinear dynamical system model was proposed in [7]. Various firing patterns of
neurons can also be observed by changing the initial conditions as discussed in [8], which
indicates the memory effect of the neuronal system. The study of firing patterns and chaotic
dynamics in neurons has gradually become a popular issue in the international academic
community [9].

Furthermore, with the continuous development of memristor theory, the application
of memristor in many fields has achieved remarkable results and has bright development
prospects [10–14]. It has developed rapidly in the fields of memristor neurons and neural
network dynamics. When a neuron is stimulated by electromagnetic radiation, it will accu-
mulate magnetic flux on the cell membrane to generate a magnetically induced current,
and the memristor correlates the relationship between magnetic flux and electric charge.
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Therefore, the flux-controlled memristor can be used to describe the magnetic induction
effect, in order to establish a neuron or neural network model affected by electromagnetic
radiation. At present, the research on using flux-controlled memristor to describe the elec-
tromagnetic induction phenomenon on the cell membrane has gradually emerged. A new
three-dimensional memristive HR neuron model is reported in [15]. The HR neuron model
can show a discrete memristor initial offset boosting behavior, with an infinite number of
discontinuous attractors. By changing the initial value of memristor, the generated firing
patterns can be boosted to different discrete levels. In [16], the memristive HR neuron
model operates in hidden bursting firing patterns when using an electromagnetic induction
current generated by the threshold memristor to replace the external current. The applica-
tion of locally active memristor in a neuron model has gradually emerged [17–20]. Ref. [21]
proposed a new type of locally active and non-volatile memristor, and it was used as a con-
necting autapse, so that both the firing pattern and multistability can be observed. Ref. [22]
proposed a new neuron model based on a simple structure and excellent characteristics
with a locally active memristor, which can exhibit more complex firing behaviors within
the locally active region. Ref. [23] coupled 2D HR neurons to a 3D Hopfield neural net-
work using a memristor as a synapse, in which multiple firing patterns and multistability
were observed. Additionally, multistable coexistence is common in chaotic systems, and
it needs to be eliminated in certain situations [24,25]. For this reason, by introducing a
memristor into the HR model, an interesting phenomenon of multistability disappearance
can be found when the memristor coupling strength changes, which is rarely reported in
previous studies.

For various changes in the internal and external environments of the body, neurons
encode, transmit, and decode the information in different firing patterns (the presence or
absence of action potential, frequency, peak, etc.). Different external stimuli cause different
neural firing patterns and lead to different physiological effects [26–29]. In fact, a neuronal
cell can be thought of as a signal processor that can receive multiple signal inputs at
the same time. Strong stimulation can input enough energy to induce mode transition,
and the angular frequency can slightly modulate the firing rhythm at a certain intensity.
Multiple signal inputs can be equivalent to coherence resonance [30,31]. In addition, the
high–low frequency signal is widely used in neuron models. In [32], the mode transition of
electrical activities in neurons can be investigated when an electrical stimulation with a
high–low frequency current is injected into a new HR neuron model. As discussed in [33],
an improved HR neuron model with the periodic high and low frequency electromagnetic
radiation and the Gaussian white noise is constructed to explore the modes transition in the
electrical activities of neurons. Based on the above ideas, this paper proposed a memristive
HR model with multi-frequency AC injection. Under the effect of both the single and
double excitation signals, we find that the improved model possesses a property of the
coexistence of different firing patterns. In addition, the multistability of the model will be
eliminated when the memristor coupling strength k changes.

The rest of this paper is organized as follows. An improved memristive HR neuron
model with multi-frequency AC injection is constructed in Section 2, and the stability of
the equilibrium points is studied. Section 3 discusses the dynamical behaviors under single
excitation, and the influence of the memristor coupling strength is also illustrated. Different
firing patterns under high–low frequency current are determined in Section 4. The analog
circuit is designed in Section 5, and a summary of the full paper is given in Section 6.

2. Model Description

In recent years, memristors have developed rapidly in the fields of neurons and neural
network dynamics. Memristor neuron network dynamics is a new interdisciplinary subject.
When neuron membrane potential is affected by the external magnetic field, induced current
will react on the neuron membrane potential. This kind of influence can be described by a
flux-controlled memristor [34].
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The HR model is a neuron model [4] described by a set of ordinary differential equa-
tions with cubic nonlinear terms, and it can be described as{

ẋ = y + ax2 − bx3 + I
ẏ = c− dx2 − y

(1)

where x and y denote the membrane potential, and the recovery variable of the neuron,
respectively. a, b, c, and d are positive parameters. I represents the external input current.
A simple generalized flux-controlled memristor model is described as

i = W(ϕ)v
W(ϕ) = α + βϕ2

dϕ
dt = v− ϕ

(2)

where v and i are the input voltage and output currents of the memristor, respectively, ϕ is
the magnetic flux indicated as the state variable, W(ϕ) is the flux-controlled conductance,
and α and β are constant. In this paper, α and β are set to 0 and 0.01, respectively.

By introducing the flux-controlled memristor and injecting two external alternating
currents (ACs), an improved memristive HR neuron model with multi-frequency AC
injection was constructed as follows

ẋ = y + 3x2 − x3 + kW(ϕ)x + I1+I2
ẏ = 1− 5x2 − y
ϕ̇ = x− ϕ

(3)

where I1 = A1 sin(2π f1t), I2 = A2 sin(2π f2t), parameters a = 3, b = 1, c = 1, d = 5, and
k is the memristor coupling strength. x and y denote the membrane potential and the
recovery variable of the neuron, respectively.

The equilibrium point of the proposed improved memristive HR neuron model can be
obtained by setting the left side of the Equation (3) as equal to zero

0 = y + 3x2 − x3 + kW(ϕ)x + I1+I2
0 = 1− 5x2 − y
0 = x− ϕ

(4)

From 1− 5x2 − y = 0 and x − ϕ = 0, we know that y = 1− 5x2, x = ϕ. Next, let
x = η and the equilibrium point be set to E. Thus, the equilibrium point can be given by

E = (η, 1− 5η2, η) (5)

Then, we can substitute E, α = 0, and β = 0.01 into y + 3x2 − x3 + kW(ϕ)x + I1+I2 = 0,
and the value of η is determined by the real root of the equation

P(η) = (0.01k− 1)η3 − 2η2 + 1 + I1 + I2 = 0 (6)

According to the Cardan discriminant, if there is an equation of f (x) = ax3 + bx2 +
cx + d = 0 and a 6= 0, then p, q, and ∆ can be defined as

p = 3ac−b2

3a2

q = 27a2d−9abc+2b3

27a3

∆ = q2

4 + p3

27

(7)

Then, for the AC-induced HR neuron model proposed in this paper, p = −4
3(0.01k−1)2

q = I1+I2+1
0.01k−1 −

16
27(0.01k−1)3

(8)
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Generally, there are three solutions for Equation (6), which can be given by
η1 = 3

√
− q

2 +
√

∆ + 3
√
− q

2 −
√

∆ + 2
3(0.01k−1)

η2 = − 1−
√

3i
2

3
√
− q

2 +
√

∆− 1+
√

3i
2

3
√
− q

2 −
√

∆ + 2
3(0.01k−1)

η3 = − 1+
√

3i
2

3
√
− q

2 +
√

∆− 1−
√

3i
2

3
√
− q

2 −
√

∆ + 2
3(0.01k−1)

(9)

The discussion is divided into three situations. If ∆ > 0, there is only one real root foot
for Equation (6). If ∆ < 0, there are three real root feet for Equation (6). If ∆ = 0, there are
two real root feet for Equation (6) [31].

The Jacobian matrix at the equilibrium point E can be deduced as

JE =

 6η − 3η2 + 0.01kη2 1 0.02kη2

−10η −1 0
1 0 −1

 (10)

The eigenvalues can be obtained by solving the characteristic polynomial

P(λ) = det(1λ− JE) = λ3 + m1λ2 + m2λ + m3 = 0 (11)

where
m1 = 1

100 (200− 600η + 300η2 − kη2),
m2 = 1

100 (600η2 − 4kη2 − 200η + 100),
m3 = 1

100 (400η + 300η2 − 3kη2).
(12)

The stability of the equilibrium point can be judged by the magnitude of λ. When the
real parts of all eigenvalues λ are negative, the equilibrium point of the system is stable,
and the solution of the system tends to the equilibrium point. When the real parts of all
eigenvalues λ are positive, the equilibrium point is unstable and the solution of the system is
far from the equilibrium point. When the real part of the eigenvalue λ is positive or negative,
the equilibrium point is called the saddle point and is unstable. When k is set to 1, A1 and
A2 are set to 1, and f1 and f2 are set to 0.05; Figure 1 shows the trajectory of the parameter
η, the real part of the eigenvalues λ1, λ2, and the partial real part of the eigenvalues λ3
changing with time. It is obvious that, with the evolution of time, λ1 jumps between positive
and negative, resulting in the changing stability of the equilibrium. The stability of the
equilibrium under these parameters during the whole time interval (5, 25) of a period of
I1 + I2 is discussed in Table 1 in detail. The type of equilibrium will change over time, which
shows that the injected AC in the HR model can generate complex dynamic behaviors.

t

A1 = A2 = 1

f1 = f2 = 0.05

Figure 1. The η-values of the equilibrium point E and the corresponding eigenvalues λ1, λ2, λ3, with
the time evolutions.
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Table 1. The equilibrium point E, three eigenvalues, and its stability for A1 = A2 = 1, f1 = f2 = 0.05.

t Equilibrium λ1, λ2 and λ3 Stability

5, 25 (1, −4, 1) λ1,2 = 1.005± 2.4413i, λ3 = −1 Unstable
11.64, 18.34 (−2.02, −19.402, −2.02) λ1 = −0.1505, λ2 = −25.1599, λ3 = −1 Stable

15 (−2.22, −23.642, −2.22) λ1 = −0.1995, λ2 = −28.8564, λ3 = −1 Stable

3. AC-Induced Complex Dynamical Behaviors under Single Excitation

In this section, when a single excitation I1 is considered and I2 is set to 0, the proposed
model can exhibit complex dynamic behaviors which can be discussed in different aspects.
It is worth mentioning that the MATLAB ODE45 algorithm is used to draw the phase
diagrams, maximum Lyapunov exponent, bifurcation diagrams, and time evolutions.

Phase diagrams, bifurcation diagrams, and Lyapunov exponent diagrams are important
tools in the study of chaos. The phase space structure of a chaotic system can be observed
in the phase diagram, which can help acquire an in-depth understanding of the dynamic
behavior of the system. In addition, the structure of the chaotic system is unstable, and any
small appropriate disturbance will cause a sudden change in the topological structure of
the system. This sudden change is called bifurcation, and we can observe the bifurcation
situation of the system from the bifurcation diagram. The positive Lyapunov exponent is an
important characteristic of a chaotic system. When the Lyapunov exponent is greater than 0,
the system is chaotic.

3.1. Coexisting Asymmetric Firings When A1 Changes

Setting the parameter k as 1, and f1 as 0.5, take A1 as a bifurcation parameter within
the range of (0, 8). The bifurcation diagram with respect to A1 is numerically simulated by
the MATLAB ODE45 algorithm in Figure 2a, in which (5, 0, 0) and (−5, 0, 0) are the initial
values of the red and blue trajectories, respectively. And, the corresponding maximum
Lyapunov exponent graph is shown in Figure 2b, which is consistent with the bifurcation
diagram. As can be seen from Figure 2, the presented neuron model (3) shows a reverse
period-doubling bifurcation under the initial condition of (−5, 0, 0), while the neuron
model is always in a stable periodic state under the initial condition of (5, 0, 0).
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Figure 2. The improved memristor HR neuron model’s coexistence asymmetric attractor behavior for
the initial values (−5, 0, 0) and (5, 0, 0) with respect to the following parameters A1: (a) Bifurcation
diagram; and (b) Maximum Lyapunov exponent.

Choose several representative values of A1 to observe the coexisting behaviors of
asymmetric firings. Then, the phase plane orbits corresponding to different values of A1 are
shown in Figure 3. When A1 = 0.1, the time sequence exhibits a coexistence of fixed-point
and chaotic spiking firing under the symmetric initial conditions of (−5, 0, 0) and (5, 0, 0).
The corresponding phase diagram and time series are drawn in blue and red, which are
shown in Figure 3a and Figure 3b, respectively. When A1 = 3, as shown in Figure 3c,d,
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the coexistence of chaotic bursting firing with multiple spikes and periodic limit cycles is
found in this improved HR model. It can be seen from Figure 3e,f that, when A1 = 5.5, the
coexistence of the periodic spiking firing and periodic limit cycles is found.
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Figure 3. Coexisting firing patterns with different values of A1: (a) Phase diagram when A1 = 0.1;
(b) Time sequences when A1 = 0.1; (c) Phase diagram when A1 = 3; (d) Time sequences when
A1 = 3; (e) Phase diagram when A1 = 5.5; and (f) Time sequences when A1 = 5.5.

3.2. Coexisting Firing Patterns When f1 Changes

Set the parameter k as 1, A1 as 3, take f1 as a bifurcation parameter within the range
of (0.01, 0.1), and the initial conditions are (−5, 0, 0). Then, the bifurcation diagram and
maximum Lyapunov exponent are depicted in Figure 4a and Figure 4b, respectively. It can
be seen from Figure 4 that the improved HR model has rich dynamic behaviors including
chaos, period, periodic windows, crisis scenario, and so on. The maximum Lyapunov
exponent is greater than zero. which means that the model is in a chaotic state. Obviously,
the chaotic region is small in this range, and there is no coexistence phenomenon in this
range. Then, a larger range is chosen, and when f1 is in the range of (0.1, 1), the coexistence
phenomenon appears in the partial region of (0.438, 1), and the bifurcation diagrams under
different initial conditions are depicted in Figure 5a. In contrast to Figure 4, there is a
larger chaotic range in Figure 5, and the maximum Lyapunov exponent spectra shown in
Figure 5b is consistent with the bifurcation diagram.



Micromachines 2023, 14, 2233 7 of 13

0.02 0.04 0.06 0.08 0.1

−1

−0.5

0

0.5

1

1.5

2

2.5

f
1

x

(a)

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

f
1

-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

M
a
x
im

u
m

 L
y
a
p
u
n
o
v
 E

x
p
o
n
e
n
ti

a

(b)

Figure 4. Bifurcation diagram and maximum Lyapunov exponent spectra with respect to f1 in the
range of (0.01, 0.1): (a) Bifurcation diagram; and (b) Maximum Lyapunov exponent.

(a)

0.2 0.4 0.6 0.8 1.0
-0.4

-0.2

0.0

0.2

0.4

M
ax

im
um

 L
ya

pu
no

v 
ex

po
ne

nt

f1

(b)

Figure 5. The improved memristor HR neuron model’s coexistence asymmetric attractor behavior for
the initial values of (−5, 0, 0) and (5, 0, 0) with respect to the following parameters f1: (a) Bifurcation
diagram; and (b) Maximum Lyapunov exponent.

3.3. Influence of Coupling Strength k on Dynamics

As we all know, multistability depends on the initial condition of the systems, and
is a common phenomenon in dynamical systems. However, sometimes it is necessary to
avoid multistability when designing commercial devices with certain special characteristics,
which often brings an inconvenience to the design. In this study, through numerical
simulation, it can be found that the coexistence phenomenon can be eliminated when k is
less than −6.9. This is an interesting phenomenon which is rarely reported before. Details
are discussed below.

When A1 is equal to 3 and f1 is equal to 0.5, set k = −7, for which the phase diagrams
and corresponding time series are shown in Figure 6, where the initial condition of the
blue track is (−5, 0, 0) and the initial condition of the red track is (5, 0, 0). It is evident
that the blue trajectory is in a state of chaotic bursting fire during the whole time range,
while the red trajectory enters into chaotic bursting fire from the periodic orbit when t is
approximately equal to 270. Similarly, when k = −10, and f1 = 0.5, A1 = 0.1, as shown in
Figure 7, the blue trajectory is always in a state of spiking while the red trajectory enters
into the spiking state after t = 200. It can be seen from these two sets of parameters that
the memristor coupling strength k can eliminate the coexistence phenomenon with the
time evolution when k is less than −6.9 and the proposed neuron model will eventually
enter into a stable state under any initial conditions. This phenomenon makes a great
contribution to multistability control.
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Figure 6. For the initial values (−5, 0, 0) (blue track) and (5, 0, 0) (red track), the coexisting firing
patterns are eliminated at t = 270 when k = −7: (a) phase diagram; and (b) time series.

-6 -4 -2 0 2

-6

-4

-2

0

2

y

x
(a)

100 200 300 400 500
-4

-2

0

2

4

x

t
(b)

Figure 7. For initial values (−5, 0, 0) (blue track) and (5, 0, 0) (red track), the coexisting firing patterns
are eliminated at t = 200 when k = −10: (a) Phase diagram, (b) Time series.

4. Different Firing Patterns Are Driven by High–Low-Frequency Current

The application of two frequency signals is rife in neural systems, and it plays a
significant role in the biological field, such as that the neural cell behaviors under high–low-
frequency ultrasonic irradiation can be examined. Then, the dynamical behaviors under
high–low-frequency current are worth discussing. In this section, f1 is regarded as a high-
frequency electromagnetic radiation, and f2 is regarded as a low-frequency electromagnetic
radiation. When k = 1, A1 = A2 = 3, and f1 = 0.5, the initial condition is (−5, 0, 0), with
the increase in low frequency f2, the electrical activities of the HR neuron are investigated
in Table 2. When f2 = 0.002, the model presents a periodic bursting firing pattern with
chaotic spiking per bursting, and when f2 = 0.02, there is a periodic bursting firing pattern
with three spikes per bursting. When f2 = 0.04, a period-2 spiking pattern is found, and
the model presents a chaotic spiking pattern when f2 = 0.07. The three corresponding
three Lyapunov exponents are also calculated in Table 2. Obviously, the quiescent state
between the two bursts becomes shorter as the frequency increases. These different mode
transitions can be achieved by adjusting the value of f2.
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Table 2. Different firing patterns under low frequency f2.

LEs f2 Firing Patterns

LE1 = −0.0536
LE2 = −1.0056
LE3 = −16.7675

f2 = 0.002

800 1000 1200 1400 1600 1800 2000
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x

LE1 = −0.1018
LE2 = −1.0062
LE3 = −17.9204
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t

x

LE1 = −0.0129
LE2 = −1.0062
LE3 = −16.8427

f2 = 0.04

1100 1200 1300
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t

x

LE1 = 0.0276
LE2 = −1.0065
LE3 = −14.0263

f2 = 0.07
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x

5. Circuit Implementation

To prove that multiple firing patterns of the HR neuron model under the multi-
frequency AC injection can be realized in hardware circuits, we carry out circuit implementa-
tion. In this section, the circuit schematic will be analyzed and designed. The amplifiers and
the multipliers are selected as UA741 and AD633JN. They are both under the supply voltage
±15 V. And, the gain of the multiplier is 0.1. In order to complete the circuit implementation,
the following transformation is taken out. Let τ = τ0t where the integral constant τ0 is the
time-scaling factor and τ0 = 1

RC= 10,000. Set C = 50 nF, then R can be solved as 2 kΩ.
To verify the MATLAB simulation results, the circuit schematic was designed in

Figure 8. When k = 1, the circuit equivalent equation derivation process is:

1. Variable-scale reduction transformation. Since the range of the attractor does not
exceed the dynamic range of ±13 V, variable-scale reduction transformation of variety
is not required.

2. Time-scale transformation:
dx

d(τ0t) =
R7

10R1
x2 + R7

R2
y− R7

100R3
x3 + R7

10R4
W(ϕ)x + R7

R5
I1 +

R7
R6

I2
dy

d(τ0t) =
R11
R9
− R11

10R8
x2 − R11

R10
y

dϕ
d(τ0t) =

R14
R12

x− R14
R13

ϕ

(13)

3. Differential–integral conversion:
x = 1

RC
∫
[ R7

10R1
x2 + R7

R2
y− R7

100R3
x3 + R7

10R4
W(ϕ)x + R7

R5
I1 +

R7
R6

I2]dt
y = 1

RC
∫
[ R11

R9
− R11

10R8
x2 − R11

R10
y]dt

ϕ = 1
RC
∫
[ R14

R12
x− R14

R13
ϕ]dt

(14)
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4. Because the inverse addition proportional arithmetic unit is used in the circuit, the
Equation (14) is normalized to:

x = 1
RC
∫
[ R7

10R1
(−x)x + R7

R2
(−y)− R7

100R3
x3 + R7

10R4
W(ϕ)(−x) + R7

R5
I1 +

R7
R6

I2]dt
y = 1

RC
∫
[ R11

R9
− R11

10R8
x2 − R11

R10
y]dt

ϕ = 1
RC
∫
[ R14

R12
(−x)− R14

R13
ϕ]dt

(15)

where the memductance function equivalent circuit is

W(ϕ) =
Ro

10R15
ϕ2 (16)

In order to make the values of resistances as integral as possible, set R7 = 300 kΩ and
R11 = R14 = 100 kΩ. Then, by comparing the corresponding coefficients in Equation (15)
with Equation (3), all the values of the circuit parameters can be obtained in Table 3 in detail.
Finally, the multisim simulation is constructed based on the component parameters above.
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R13

R

φ
W

Ro

R15

Figure 8. Circuit implementation of the improved memristive HR neuron model.

Table 3. Circuit parameters of the improved HR neuron model.

Parameters Significations Value

R, R8 Resistance 2 kΩ
R3 Resistance 3 kΩ

Ro, R1 Resistance 10 kΩ
R4 Resistance 30 kΩ

R9, R10, R11, R12, R13, R14, R15 Resistance 100 kΩ
R2, R5, R6, R7 Resistance 300 kΩ

C Capacitor 50 nF

When only the external current I1 is connected to the circuit, and the amplitude A1 is
3 and 5.5, respectively, the frequency f1 is equal to 5 kHz. Then the corresponding phase
diagrams in the oscilloscope are shown in Figure 9. When A1 is equal to 3, a chaotic bursting
firing pattern is obtained, and when A1 is equal to 5.5, a periodic spiking firing pattern is
obtained which is completely consistent with the numerical simulation in Figure 3. The
circuit of two external currents is also constructed. Set the amplitudes A1 = A2 = 3 and
f1 as 5 kHz, then adjust the value of f2 to 20 Hz, 200 Hz, 400 Hz, and 700 Hz. The time
series in the oscilloscope are shown in Figure 10. These are a periodic bursting fire pattern
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with chaotic spiking per bursting; a periodic bursting fire pattern with periodic-3 spiking
per bursting; a periodic-2 spiking firing pattern; and a chaotic spiking firing pattern. The
numerical simulation results are verified accurately through analog circuit simulation.
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Figure 9. Phase diagram of circuit simulation: (a) Chaotic bursting; and (b) Periodic spiking.

(a) (b)

(c) (d)

Figure 10. Time series under different f2: (a) f2 = 20 Hz; (b) f2 = 200 Hz; (c) f2 = 400 Hz; and
(d) f2 = 700 Hz.

6. Conclusions

In this paper, we constructed an improved memristive HR neuron model with multi-
frequency AC injection. Then, the equilibrium of the model is analyzed. When the model
is under single excitation, it can produce the coexistence of different firing patterns. With
the introduction of the memristor, it can be found that the multistability of the model is
eliminated when the memristor coupling strength k is less than −6.9. Additionally, when
the external current is a high–low frequency excitation, the system can exhibit different
kinds of firing patterns under the changing low frequency. Finally, the circuit experiment is
carried out to verify the validity of the numerical simulation results.

Author Contributions: Conceptualization, M.W. and J.D.; methodology, M.W. and B.D.; writing—original
draft, M.W. and J.D.; investigation, M.W., B.D. and J.D.; writing—review and editing, S.H., H.H.-C.I. and
J.D.; supervision, M.W.; project administration, M.W. All authors have read and agreed to the published
version of the manuscript.

Funding: This research was funded by the (National Natural Science Foundation of China) grant
number (62071411), and the (Research Foundation of Education Department of Hunan Province)
grant number [20B567]).

Data Availability Statement: Data are contained within the article.



Micromachines 2023, 14, 2233 12 of 13

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Hodgkin, A.L.; Huxley, A.F. A quantitative description of membrane current and its application to conduction and excitation in

nerve. J. Physiol. 1952, 117, 500–544. [CrossRef] [PubMed]
2. FitzHugh, R. Impulses and physiological states in theoretical models of nerve membrane. Biophys. J. 1961, 1, 445–466. [CrossRef]

[PubMed]
3. Morris, C.; Lecar, H. Voltage oscillations in the barnacle giant muscle fiber. Biophys. J. 1981, 35, 193–213. [CrossRef] [PubMed]
4. Hindmarsh, J.L.; Rose, R.M. A model of the nerve impulse using two first-order differential equations. Nature 1982, 296, 162–164.

[CrossRef] [PubMed]
5. Hopfield, J.J. Neurons with graded response have collective computational properties like those of two-state neurons. Proc. Nat.

Acad. Sci. USA 1984, 81, 3088–3092. [CrossRef] [PubMed]
6. Zandi-Mehran, N.; Jafari, S.; Hashemi Golpayegani, S.M.R.; Nazarimehr, F.; Perc, M. Different synaptic connections evoke

different firing patterns in neurons subject to an electromagnetic field. Nonlinear Dyn. 2020, 100, 1809–1824. [CrossRef]
7. Wu, K.J.; Luo, T.Q.; Lu, H.W.; Wang, Y. Bifurcation study of neuron firing activity of the modified Hindmarsh-Rose model. Neural

Comput. Appl. 2016, 27, 739–747. [CrossRef]
8. Mi, L.; Wang, C.; Ren, G.; Ma, J.; Song, X. Model of electrical activity in a neuron under magnetic flow effect. Nonlinear Dyn. 2016,

85, 1479–1490.
9. Jafari, S.; Bao, B.; Volos, C.; Nazarimehr, F.; Bao, H. Collective behavior of nonlinear dynamical oscillators. Eur. Phys. J. Spec. Top

2022, 231, 3957–3960. [CrossRef]
10. Shafiei, M.; Jafari, S.; Parastesh, F.; Ozer, M.; Kapitaniak, T.; Perc, M. Time delayed chemical synapses and synchronization

in multilayer neuronal networks with ephaptic inter-layer coupling. Commun. Nonlinear Sci. Numer. Simul. 2020, 84, 105175.
[CrossRef]

11. He, S.; Vignesh, D.; Rondoni, L.; Banerjee, S. Chaos and multi-layer attractors in asymmetric neural networks coupled with
discrete fractional memristor. Neural Netw. 2023, 167, 572–587. [CrossRef] [PubMed]

12. He, S.; Liu, J.; Wang, H.; Sun, K. A discrete memristive neural network and its application for character recognition. Neurocomputing
2023, 523, 1–8. [CrossRef]

13. Prezioso, M.; Merrikh-Bayat, F.; Hoskins, B.D.; Adam, G.C.; Likharev, K.K.; Strukov, D.B. Training and operation of an integrated
neuromorphic network based on metal-oxide memristors. Nature 2015, 521, 61–64. [CrossRef] [PubMed]

14. Wang, M.; An, M.; He, S.; Zhang, X.; Iu, H.H.C.; Li, Z. Two-dimensional memristive hyperchaotic maps with different coupling
frames and its hardware implementation. Chaos 2023, 33, 073129. [CrossRef] [PubMed]

15. Bao, H.; Liu, W.; Ma, J.; Wu, H. Memristor Initial-Offset Boosting in Memristive HR Neuron Model with Hidden Firing Patterns.
Int. J. Bifurc. Chaos 2020, 30, 2030029. [CrossRef]

16. Bao, H.; Hu, A.; Liu, W.; Bao, B. Hidden Bursting Firings and Bifurcation Mechanisms in Memristive Neuron Model with
Threshold Electromagnetic Induction. IEEE Trans. Neural Netw. Learn. Syst. 2019, 31, 502–511. [CrossRef] [PubMed]

17. Li, Z.; Zhou, H.; Wang, M.; Ma, M. Coexisting firing patterns and phase synchronization in locally active memristor coupled
neurons with HR and FN models. Nonlinear Dyn. 2021, 104, 1455–1473. [CrossRef]

18. Lin, H.; Wang, C.; Hong, Q.; Sun, Y. A Multi-Stable Memristor and its Application in a Neural Network. IEEE Trans. Circuits Syst.
II-Express Briefs 2020, 67, 3472–3476. [CrossRef]

19. Qi, G.; Wang, Z. Modeling and dynamics of double Hindmarsh–Rose neuron with memristor-based magnetic coupling and time
delay. Chin. Phys. B 2021, 30, 120516. [CrossRef]

20. Li, R.; Wang, Z.; Dong, E. A new locally active memristive synapse-coupled neuron model. Nonlinear Dyn. 2021, 104, 4459–4475.
[CrossRef]

21. Lin, H.; Wang, C.; Sun, Y.; Yao, W. Firing multistability in a locally active memristive neuron model. Nonlinear Dyn. 2020, 100,
3667–3683. [CrossRef]

22. Tan, Y.; Wang, C. A simple locally active memristor and its application in HR neurons. Nonlinear Dyn. 2020, 30, 053118. [CrossRef]
[PubMed]

23. Wang, M.; Peng, J.; Zhang, X.; Iu, H.H.C.; Li, Z. Firing activities analysis of a novel small heterogeneous coupled network through
a memristive synapse. Nonlinear Dyn. 2023, 111, 15397–15415. [CrossRef]

24. Pisarchik, A.N.; Feudel, U. Control of multistability. Nonlinear Dyn. 2014, 540, 167–218. [CrossRef]
25. Ying, L.; Huang, D.; Lai, Y.C. Multistability, chaos, and random signal generation in semiconductor superlattices. Phys. Rev. E

2016, 93, 062204. [CrossRef] [PubMed]
26. Wang, C.; Lin, H.; Sun, J.; Zhou, L.; Zhou, C.; Deng, Q. Research Progress on Chaos, Memory and Neural Network Circuits Based

on Memristor. J. Electron. Inf. Technol. 2020, 42, 795–810.
27. Wang, Y.; Ma, J.; Xu, Y.; Wu, F.; Zhou, P. The Electrical Activity of Neurons Subject to Electromagnetic Induction and Gaussian

White Noise. Int. J. Bifurc. Chaos 2017, 27, 1750030. [CrossRef]
28. Bao, H.; Hu, A.; Liu, W. Bipolar Pulse-Induced Coexisting Firing Patterns in Two-Dimensional Hindmarsh–Rose Neuron Model.

Int. J. Bifurc. Chaos 2019, 29, 1950006. [CrossRef]

http://doi.org/10.1113/jphysiol.1952.sp004764
http://www.ncbi.nlm.nih.gov/pubmed/12991237
http://dx.doi.org/10.1016/S0006-3495(61)86902-6
http://www.ncbi.nlm.nih.gov/pubmed/19431309
http://dx.doi.org/10.1016/S0006-3495(81)84782-0
http://www.ncbi.nlm.nih.gov/pubmed/7260316
http://dx.doi.org/10.1038/296162a0
http://www.ncbi.nlm.nih.gov/pubmed/7063018
http://dx.doi.org/10.1073/pnas.81.10.3088
http://www.ncbi.nlm.nih.gov/pubmed/6587342
http://dx.doi.org/10.1007/s11071-020-05576-9
http://dx.doi.org/10.1007/s00521-015-1892-1
http://dx.doi.org/10.1140/epjs/s11734-022-00725-0
http://dx.doi.org/10.1016/j.cnsns.2020.105175
http://dx.doi.org/10.1016/j.neunet.2023.08.041
http://www.ncbi.nlm.nih.gov/pubmed/37708779
http://dx.doi.org/10.1016/j.neucom.2022.12.014
http://dx.doi.org/10.1038/nature14441
http://www.ncbi.nlm.nih.gov/pubmed/25951284
http://dx.doi.org/10.1063/5.0154516
http://www.ncbi.nlm.nih.gov/pubmed/37459221
http://dx.doi.org/10.1142/S0218127420300293
http://dx.doi.org/10.1109/TNNLS.2019.2905137
http://www.ncbi.nlm.nih.gov/pubmed/30990198
http://dx.doi.org/10.1007/s11071-021-06315-4
http://dx.doi.org/10.1109/TCSII.2020.3000492
http://dx.doi.org/10.1088/1674-1056/ac16cc
http://dx.doi.org/10.1007/s11071-021-06574-1
http://dx.doi.org/10.1007/s11071-020-05687-3
http://dx.doi.org/10.1063/1.5143071
http://www.ncbi.nlm.nih.gov/pubmed/32491896
http://dx.doi.org/10.1007/s11071-023-08626-0
http://dx.doi.org/10.1016/j.physrep.2014.02.007
http://dx.doi.org/10.1103/PhysRevE.93.062204
http://www.ncbi.nlm.nih.gov/pubmed/27415252
http://dx.doi.org/10.1142/S0218127417500304
http://dx.doi.org/10.1142/S0218127419500068


Micromachines 2023, 14, 2233 13 of 13

29. Wang, Y.; Wang, C.; Ren, G.; Tang, J.; Jin, W. Energy dependence on modes of electric activities of neuron driven by multi-channel
signals. Nonlinear Dyn. 2017, 89, 1967–1987. [CrossRef]

30. Yang, L.; Liu, W.; Yi, M.; Wang, C.; Zhu, Q.; Zhan, X.; Jia, Y. Vibrational resonance induced by transition of phase-locking modes
in excitable systems. Phys. Rev. E 2012, 86, 016209. [CrossRef]

31. Yang, L.; Jia, Y. Effects of patch temperature on spontaneous action potential train due to channel fluctuations: Coherence
resonance. BioSystems 2005, 81, 267–280. [CrossRef] [PubMed]

32. Lu, L.; Jia, Y.; Liu, W.; Yang, L. Mixed Stimulus-Induced Mode Selection in Neural Activity Driven by High and Low Frequency
Current under Electromagnetic Radiation. Complexity 2017, 2017, 7628537. [CrossRef]

33. Ge, M.; Jia, Y.; Xu, Y.; Yang, L. Mode transition in electrical activities of neuron driven by high and low frequency stimulus in the
presence of electromagnetic induction and radiation. Nonlinear Dyn. 2018, 91, 515–523. [CrossRef]

34. Usha, K.; Subha, P.A. Hindmarsh-Rose neuron model with memristors. BioSystems 2019, 178, 1–9.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://dx.doi.org/10.1007/s11071-017-3564-4
http://dx.doi.org/10.1103/PhysRevE.86.016209
http://dx.doi.org/10.1016/j.biosystems.2005.05.004
http://www.ncbi.nlm.nih.gov/pubmed/15982802
http://dx.doi.org/10.1155/2017/7628537
http://dx.doi.org/10.1007/s11071-017-3886-2

	Introduction
	Model Description
	AC-Induced Complex Dynamical Behaviors under Single Excitation
	Coexisting Asymmetric Firings When A1 Changes
	Coexisting Firing Patterns When f1 Changes
	Influence of Coupling Strength k on Dynamics

	Different Firing Patterns Are Driven by High–Low-Frequency Current
	Circuit Implementation
	Conclusions
	References

