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Simple Summary: Pancreatic cancer has been ranked seventh in the top ten cancer mortality rates
for the past three year in Taiwan. It is one of the more difficult cancers to detect early due to the
lack of early diagnostic tools. This is a population-based study from NHIRD. A higher performance
pancreatic cancer prediction model has been established. This predictive model can improve the
awareness of the risk of pancreatic cancer and give patients with pancreatic cancer a simpler tool for
early screening in the golden period when the disease can still be eradicated.

Abstract: (1) Background: Cancer has been the leading cause of death in Taiwan for 39 years, and
among them, pancreatic cancer has been ranked seventh in the top ten cancer mortality rates for
the past three years. While the incidence rate of pancreatic cancer is ranked at the bottom of the
top 10 cancers, the survival rate is very low. Pancreatic cancer is one of the more difficult cancers to
detect early due to the lack of early diagnostic tools. Early screening is important for the treatment
of pancreatic cancer. Only a few studies have designed predictive models for pancreatic cancer.
(2) Methods: The Taiwan Health Insurance Database was used in this study, covering over 99%
of the population in Taiwan. The subset sample was not significantly different from the original
NHIRD sample. A machine learning approach was used to develop a predictive model for pancreatic
cancer disease. Four models, including logistic regression, deep neural networks, ensemble learning,
and voting ensemble were used in this study. The ROC curve and a confusion matrix were used to
evaluate the accuracy of the pancreatic cancer prediction models. (3) Results: The AUC of the LR
model was higher than the other three models in the external testing set for all three of the factor
combinations. Sensitivity was best measured by the stacking model for the first factor combinations,
and specificity was best measured by the DNN model for the second factor combination. The result
of the model that used only nine factors (third factor combinations) was equal to the other two factor
combinations. The AUC of the previous models for the early assessment of pancreatic cancer ranged
from approximately 0.57 to 0.71. The AUC of this study was higher than that of previous studies and
ranged from 0.71 to 0.76, which provides higher accuracy. (4) Conclusions: This study compared
the performances of LR, DNN, stacking, and voting models for pancreatic cancer prediction and
constructed a pancreatic cancer prediction model with accuracy higher than that of previous studies.
This predictive model will improve awareness of the risk of pancreatic cancer and give patients with
pancreatic cancer a simpler tool for early screening in the golden period when the disease can still
be eradicated.

Keywords: prediction model; early screening; personal health; precision health; pancreatic prevention

Cancers 2022, 14, 882. https://doi.org/10.3390/cancers14040882 https://www.mdpi.com/journal/cancers

https://doi.org/10.3390/cancers14040882
https://doi.org/10.3390/cancers14040882
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/cancers
https://www.mdpi.com
https://doi.org/10.3390/cancers14040882
https://www.mdpi.com/journal/cancers
https://www.mdpi.com/article/10.3390/cancers14040882?type=check_update&version=2


Cancers 2022, 14, 882 2 of 18

1. Introduction

While targeted drugs are one of the treatments for cancer, there is still a lack of widely
available and effective targeted drugs for pancreatic cancer. According to recent studies,
pancreatic cancer does not have a specific molecular variant, as lung and breast cancers do,
and researchers have even suggested that there may be more than one molecular variant in
pancreatic cancer. Pancreatic cancer tends to have more non-specific symptoms than other
diseases, which often leads to the initial diagnosis of other abdominal diseases, making
initial treatment plans ineffective and delaying treatment. The lack of early diagnostic tools
for pancreatic cancer results in poor overall outcomes [1].

Cancer has been the leading cause of death in Taiwan for 39 years, and among them,
pancreatic cancer has been ranked seventh in the top ten cancer mortality rates for the past
three years [2]. While the incidence rate of pancreatic cancer is ranked at the bottom of
the top 10 cancers, the survival rate is very low. In Taiwan, the survival rate of pancreatic
cancer patients is about 25.52% at one year, 9.22% at three years, 6.6% at five years, and
4.71% at ten years. Based on the number of new diagnoses and deaths each year, it is
estimated that the incidence rate of the disease is generally close to the mortality rate [3,4].

Due to the absence of obvious disease features in the initial stage, and the fact that the
tumor is located in the posterior abdominal cavity, pancreatic cancer is often diagnosed
at an advanced stage [4]. According to the American Cancer Society’s Facts and Figures
annual report, the average five-year survival rate for pancreatic cancer is 9%, with 37%
of patients having an early localized disease and only 3% of patients having an advanced
disease [5]. In 2019, a joint study by the Lancet and the Global Burden of Diseases (GBD)
found that, between 1990 and 2017, the number of deaths, incident cases, and disability-
adjusted life years (DALYs) of pancreatic cancer doubled worldwide. Therefore, there is an
urgent need for a screening method and effective treatment strategy for the early detection
of pancreatic cancer [6]. Surgery remains the ideal treatment for pancreatic cancer and is
currently the only method considered to have a chance of curing pancreatic cancer, which
significantly improves patient survival compared to other treatment options [7,8]. However,
the success rate of surgery depends on the stage of the disease. If the tumor has invaded
a major artery or has metastasized distantly, the chances of surgery for pancreatic cancer
are low. The data show that only 10–15% of patients have a chance of undergoing radical
surgery, with most patients having a tumor that is too large by the time it is discovered and
the surrounding lymph nodes, blood vessels, and nerves have been eroded. In 2014, the
International Study Group of Pancreatic Surgery (ISGPS) published a study stating that
formal resection is highly discouraged if the cancer shows signs of erosion of the superior
mesenteric artery [9].

The pre-cancerous nature of pancreatic cancer is not well understood in current
studies, and evidence of its incidence, biomarkers, and natural history progression remain
insufficient [10,11]; therefore, there is a great need for successful early detection markers
when screening for pancreatic cancer in populations at higher risk. Epidemiological studies
of clinical factors can be used to effectively reduce and screen high-risk groups [12,13].

A number of symptoms and diseases have been found to be associated with pancreatic
cancer; for example, pancreatitis (idiopathic pancreatitis, alcoholic pancreatitis, hereditary
pancreatitis, and febrile pancreatitis) is associated with a significantly increased risk of
pancreatic cancer [14,15]. Compared to other inflammatory conditions, chronic pancreatitis
has a relative risk (RR) or odds ratio (OR), which is one of the higher risk factors for
pancreatic cancer [16,17].

T2DM is considered to be an early manifestation of asymptomatic pancreatic cancer
and has been suggested as a potential early detection marker [18,19]. Annika Bergquist
showed that patients with primary sclerosing cholangitis had a 37% risk of developing
hepatobiliary malignancies within one year of diagnosis, a 161-fold increase in the risk
of hepatobiliary malignancies, and a 14-fold increase in the risk of pancreatic cancer, as
compared to those without prior cholangitis [20]. Thus, cholangitis is a significant risk factor
for pancreatic cancer [21]. Clinical observations support the potential carcinogenic role of
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the hepatitis B virus (HBV) in pancreatic tumors [22,23]. According to the National Health
and Nutrition Examination Survey (NHANES) epidemiological follow-up survey, people
with periodontitis were found to be at higher risk of developing pancreatic cancer [24,25].
Another study showed a strong positive association between periodontal disease and
pancreatic cancer [26]. Pancreatic cancer occurs predominantly in older patients, and only
about 10% of patients that develop a tumor are under 50 years old, thus, the incidence rate
increases rapidly with age [27].

Only a few studies have designed predictive models for pancreatic cancer. Limor
Appelbaum et al. used a feedforward neural network and logistics regression, with an
AUC of 0.71 for the training set and 0.68 for the validation set [28], in order to construct a
model for the early assessment of pancreatic cancer. A case-control study by Aileen Baecker
et al. developed a multivariate logistic regression model using 16 risk factors and patients’
symptoms in the 15 months prior to the diagnosis of pancreatic cancer. After matching
the age and the gender of the two groups, the model showed that both the case and the
control groups’ predictions achieved an AUC of 0.68 [29]. Alison P. Klein et al. developed
a predictive model based on odds ratio (OR), including smoking, alcohol consumption,
diabetes, obesity, family history of pancreatic cancer, and non-O ABO genotype. The
subsequent results showed that the AUCs of the risk models were 58%, 57%, and 61% for
non-genetic, genetic-only, and non-genetic and genetic factors, respectively [30].

2. Materials and Methods
2.1. Data Source

This study used data from the Taiwan Health Insurance Database (NHIRD) from
2000 to 2009. The NHIRD covers 99.98% of the population in Taiwan [31] and contains
basic data files, outpatient and inpatient surgical, diagnostic, and medication information,
treatment records, and other clinical detailed information. The dataset used in this study
was published by NHI Taiwan and contains all of the data for 2,000,000 randomly sampled
individuals from NHIRD. The subset sample was not significantly different from the
original NHIRD sample in terms of gender and age distribution.

As the diagnostic data contained in NHIRD may only be a one-off diagnosis made for
cancer examination, the experimental group excluded cases with less than two diagnoses
of pancreatic cancer.

As metastasis was not a predictive target, only patients without any prior malignancy
(cancer) were included in the experimental group. Ultimately, the time of the first diagnosis
of pancreatic cancer in the experimental group was used as the study data, which incorpo-
rated the short-term historical medical information within one year before diagnosis date.
The targeted control group had never had any malignancy in the entire database, and in
order to avoid bias and inequity due to age and gender, the sample was matched according
to the gender and age of the subjects in the experimental group. A one-to-three control
ratio was used for the control group sample [32], thus, a total of 738 subjects were included
in the experimental group and 2952 subjects in the control group.

2.2. Data Processing

The dataset was divided into a training set and a testing set in a ratio of 8:2. The
training set was divided into an 80% training set for model training and a 20% validation
set for model validation. The testing set was the external test data, which was used for the
final performance testing of the model. As data imbalance may lead to model accuracy
being compromised [33], the plain sampling approach was used during the training and
validation phases, where a few types of data were randomly re-sampled to achieve a
1:1 balance. The Random Over Sampler suite, as provided by Python, used imbalanced
learning to implement the plain sampling method by randomly re-sampling a small number
of categories until a numerical balance was achieved, relative to the majority of categories.
In order to ensure fairness of the external test data, the testing set was not involved in any
significant factor checking or sampling process.



Cancers 2022, 14, 882 4 of 18

Chi-squared testing was used to examine the relationship between the factors of the
categorical variables and pancreatic cancer in this study to initially confirm the statistical
significance of the factors. The Akaike information criterion (AIC) was used to identify the
best factor combination for inclusion in the model training.

2.3. Model Training
2.3.1. Logistic Regression, LR

Logistic regression [34] is a probabilistic non-linear regression model for multivari-
ate analysis of the relationship between a binary outcome (Y) and multiple variables
(X1, X2, . . . , X3). In contrast, linear regression aims to fit all data points into a straight
line to predict a continuous value. In general, during linear regression, the equation is
constructed directly on the target Y using the feature X. In logistic regression, a linear
equation is constructed by taking the logarithm of the odds ratio and converting it to a
sigmoid function with a probability range between 0 and 1, representing 0% and 100%,
respectively, for the purpose of binary classification.

2.3.2. Deep Neural Networks (DNN)

DNNs [35] are neural-like networks with multiple hidden layers. While their archi-
tecture is similar to that of early perceptrons, the main differences are the deeper hidden
layers, the greater variety of activation functions, and the generally better fitting effect. A
single-layer perceptron can be regarded as a simple feedforward neural network, where Xi
is the input factor, Wi is the weight value, and function is the activation function that simu-
lates the structure of nerve cells in a living organism. However, as single-layer perceptrons
are unable to learn more complex non-linear models, or provide multivariate outputs, they
have been extended to deep neural networks.

2.3.3. Ensemble Learning

Ensemble learning [36,37] refers to the systematic combination of multiple classifiers,
and the aim of combining multiple classifiers is to produce a more powerful model. It is
primarily used to improve the classification, prediction, and function approximation perfor-
mance of a model or to reduce the likelihood of selecting a poorly performing algorithm.

Stacking is an ensemble learning approach that focuses on reducing bias by combining
multiple prediction results. It consists of a two-tier structure, with the first tier being used
to build multiple base classifiers, and the base classifiers of the first tier being combined by
a meta-learner (logistic regression) in the second tier. Seven base classifiers were used in
this study, including the following: Multi-Level Perceptron (MLP), Random Forest (RF),
Support Vector Machine (SVM), K-Nearest Neighbor (KNN), Gradient Boosted Decision
Tree (XGBoost), Classification and Regression Tree (CART), and Bayes. The Stack ensemble
learning model architecture is shown in Figure 1. The stacking steps are as follows:

(1) Split the data into a training set and a testing set
(2) Split the training set by k-fold
(3) Train and predict until a prediction is available for each fold
(4) Combine a base model on the complete training set
(5) Use the model to make predictions on the testing set
(6) Repeat the above steps for the other base models
(7) Use all predictions from the base model as the learning features for the new model

(meta-learners)
(8) Use the new model to make final predictions on the testing set
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2.3.4. Voting Ensemble

The voting ensemble is an ensemble learning method that combines the predictions
of several different models, also known as majority voting ensembles, which can be used
for classification or regression tasks. The regression task calculates the average of the
predictions of the models. The categorization task determines the final outcome by a
majority vote of the predicted category results of each model. This study used seven
models, including the following: MLP, LR, RF, SVM, KNN, XGBoost, and Classification Soft
Voting, to sum and average the predicted class odds for each model. The voting ensemble
model architecture is shown in Figure 2.

2.4. Model Development Environment

This study used SPSS 22 for data pre-processing, chi-squared independence checking,
and sample matching; R language version 3.5.2 for AIC criterion checking, such as backward
elimination in stepwise regression; Python version 3.7.3 for logistic regression (LR) [34],
deep neural networks (DNN) [35], ensemble learning [36,37], voting ensemble model
building, and visual mapping; Microsoft SQL Server 2014 was used for database retrieval
and filtering. The ROC curve and a confusion matrix were used to evaluate the accuracy of
the pancreatic cancer prediction models.
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3. Results

A total of 3690 subjects were included in this study. The dataset was divided into a
training set and a testing set in a ratio of 8:2. The training set (N = 2952) was divided into
an 80% training subset (N = 2362) for model training and a 20% validation set (N = 590)
for model validation. There were more male subjects present (53.9 vs. 46.1). Age was
concentrated in the middle to old age group, mainly over 65 years of age (more than 55%).
A total of 2952 subjects in the training set were identified as having risk factors associated
with pancreatic cancer in the first stage. The risk factors identified in previous studies,
including pancreatitis, diabetes, peptic ulcer, cholangitis, hepatitis, periodontal disease,
sleep disorders, and fasciitis, were included in this study. Other factors were obtained from
the short-term medical history of the pancreatic cancer patients in the study group over the
period of one year. Finally, a total of 74 candidate factors were included in the follow-up
factor validation.

This study used three combinations of factors for model training. The first combination
is the significant factors (p-value < 0.05), with a total of 32 factors (hereinafter referred to as
the first factor combinations), including the following: abdominal pain (ICD-9 = 789), peptic
ulcer, site unspecified (ICD-9 = 533), symptoms involving the digestive system (ICD-9 = 787),
pancreatitis (ICD-9 = 577), diabetes mellitus (ICD-9 = 250), gastritis and duodenitis (ICD-
9 = 535), disorders of function of the stomach (ICD-9 = 536), functional digestive disorders,
not elsewhere classified (ICD-9 = 564), chronic liver disease and cirrhosis (ICD-9 = 571),
general symptoms (ICD-9 = 780), gastric ulcer (ICD-9 = 531), cholangitis (ICD-9 = 576),
calculus of kidney and ureter (ICD-9 = 592), duodenal ulcer (ICD-9 = 532), acute bronchitis
and bronchiolitis (ICD-9 = 466), symptoms involving the head and neck (ICD-9 = 784),
symptoms involving the respiratory system and other chest symptoms (ICD-9 = 786),
acute nasopharyngitis (ICD-9 = 460), urticaria (ICD-9 = 708), cardiac dysrhythmias (ICD-
9 = 427), other cellulitis and abscess (ICD-9 = 682), acute and subacute necrosis of the liver
(ICD-9 = 570), hypertensive heart disease (ICD-9 = 402), heart failure (ICD-9 = 428), other
disorders of pancreatic internal secretion (ICD-9 = 251), other forms of chronic ischemic
heart disease (ICD-9 = 414), gout (ICD-9 = 274), neurotic disorders (ICD-9 = 300), essential
hypertension (ICD-9 = 401), acute laryngitis and tracheitis (ICD-9 = 464), osteoarthrosis and
allied disorders (ICD-9 = 715), and other and unspecified disorders of the back (ICD-9 = 724).
The demography of the study group is shown in Table 1.
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Table 1. Demographics of the study group.

Group Experimental Group Control Group Chi-Square
(With Pancreatic Cancer) (No Cancer) p-Value

N 738 2214

Gender 0.517
Male 398 (53.9%) 1194 (53.9%)

Female 340 (46.1%) 1020 (46.1%)
Age 1
0~17 1 (0.1%) 1 (<0.1%)
18~24 14 (1.9%) 28 (1.3%)
25~34 21 (2.8%) 64 (2.9%)
35~44 55 (7.5%) 141 (6.4%)
45~54 95 (12.9%) 234 (10.6%)
55~64 144 (19.5%) 421 (19.0%)

65 and above 408 (55.3%) 1325 (59.8%)

Short-term historical medical information within one year before diagnosis date

Peptic ulcer, site unspecified (ICD-9 = 533) <0.001
138 (18.7%) 126 (5.7%)

Symptoms involving digestive system (ICD-9 = 787) <0.001
51 (6.9%) 63 (2.8%)

Pancreatitis (ICD-9 = 577) <0.001
54 (7.3%) 15 (0.7%)

Gastritis and duodenitis (ICD-9 = 535) <0.001
220 (29.8%) 395 (17.8%)

Disorders of function of stomach (ICD-9 = 536) <0.001
169 (22.9%) 281 (12.7%)

Functional digestive disorders, not elsewhere classified (ICD-9 = 564) <0.001
154 (20.9%) 312 (14.1%)

Chronic liver disease and cirrhosis (ICD-9 = 571) <0.001
120 (16.3%) 134 (6.1%)

Gastric ulcer (ICD-9 = 531) <0.001
51 (6.9%) 63 (2.8%)

Cholangitis (ICD-9 = 576) <0.001
44 (6.0%) 5 (0.2%)

Duodenal ulcer (ICD-9 = 532) <0.001
34 (4.6%) 31 (1.4%)

Symptoms involving respiratory system and other chest symptoms (ICD-9 = 786) <0.001
75 (10.0%) 126 (5.7%)

Acute and subacute necrosis of liver (ICD-9 = 570) <0.001
11 (1.5%) 3 (0.1%)

Abdominal pain (ICD-9 = 789) <0.001
229 (31.0%) 294 (13.3%)

Symptoms involving head and neck (ICD-9 = 784) 0.001
72 (9.8%) 325 (14.7%)

Essential hypertension (ICD-9 = 401) 0.001
164 (22.2%) 631 (28.5%)

Acute bronchitis and bronchiolitis (ICD-9 = 466) 0.003
184 (25%) 403 (18.2%)

Other and unspecified disorders of the back (ICD-9 = 724) 0.003
144 (19.5%) 547 (24.7%)

Heart failure (ICD-9 = 428) 0.004
9 (1.2%) 60 (2.7%)

Urticaria (ICD-9 = 708) 0.006
26 (3.5%) 143 (6.5%)

Calculus of kidney and ureter (ICD-9 = 592) 0.01
25 (3.4%) 37 (1.7%)

Cardiac dysrhythmias (ICD-9 = 427) 0.011
13 (1.8%) 82 (3.7%)
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Table 1. Cont.

Group Experimental Group Control Group Chi-Square
(With Pancreatic Cancer) (No Cancer) p-Value

Gout (ICD-9 = 274) 0.012
28 (3.8%) 145 (6.5%)

Hypertensive heart disease (ICD-9 = 402) 0.013
66 (8.9%) 279 (12.6%)

Acute nasopharyngitis (ICD-9 = 460) 0.016
132 (17.9%) 483 (21.8%)

Other cellulitis and abscess (ICD-9 = 682) 0.019
3 (0.4%) 25 (1.1%)

General symptoms (ICD-9 = 780) 0.022
159 (21.5%) 422 (19.1%)

Neurotic disorders (ICD-9 = 300) 0.033
23 (3.1%) 117 (5.3%)

Other disorders of pancreatic internal secretion (ICD-9 = 251) 0.034
6 (0.8%) 5 (0.2%)

Osteoarthrosis and allied disorders (ICD-9 = 715) 0.034
76 (10.3%) 298 (13.5%)

Diabetes mellitus (ICD-9 = 250) 0.035
155 (21.0%) 368 (16.6%)

Other forms of chronic ischemic heart disease (ICD-9 = 414) 0.044
44 (6.0%) 200 (9.0%)

Acute laryngitis and tracheitis (ICD-9 = 464) 0.045
64 (8.7%) 264 (11.9%)

Spondylosis and allied disorders (ICD-9 = 723) 0.054
46 (6.2%) 182 (8.2%)

Acute upper respiratory infections of multiple or unspecified (ICD-9 = 465) 0.058
383 (51.9%) 1248 (56.4%)

Other disorders of bone and cartilage (ICD-9 = 733) 0.065
13 (1.8%) 61 (2.8%)

Other and unspecified disorder of joints (ICD-9 = 719) 0.092
49 (6.6%) 201 (9.1%)

Diseases of hard tissues of teeth (ICD-9 = 521) 0.109
186 (25.2%) 509 (23.0%)

Urinary tract infection (ICD-9 = 599) 0.133
51 (6.9%) 195 (8.8%)

Noninfectious gastroenteritis (ICD-9 = 558) 0.143
145 (19.6%) 368 (16.6%)

Diseases of pulp and periapical tissues (ICD-9 = 522) 0.172
57 (7.7%) 211 (9.5%)

Allergic rhinitis (ICD-9 = 477) 0.178
40 (5.4%) 101 (4.6%)

Acute sinusitis (ICD-9 = 461) 0.184
76 (10.3%) 221 (10.0%)

Contact dermatitis and other eczema (ICD-9 = 692) 0.194
101 (13.7%) 358 (16.2%)

Cataract (ICD-9 = 366) 0.225
76 (10.3%) 202 (9.1%)

Sprains and strains (ICD-9 = 848) 0.234
40 (5.4%) 153 (6.9%)

Vertiginous syndromes and other disorders of vestibular system (ICD-9 = 386) 0.234
9 (1.2%) 41 (1.9%)

Influenza (ICD-9 = 487) 0.235
44 (6.0%) 173 (7.8%)

Disorders of conjunctiva (ICD-9 = 372) 0.257
144 (19.5%) 539 (24.3%)

Other disorders of soft tissues (ICD-9 = 729) 0.257
126 (17.1%) 400 (18.1%)
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Table 1. Cont.

Group Experimental Group Control Group Chi-Square
(With Pancreatic Cancer) (No Cancer) p-Value

Chronic bronchitis (ICD-9 = 491) 0.26
28 (3.8%) 83 (3.7%)

Cystitis (ICD-9 = 595) 0.276
23 (3.1%) 79 (3.6%)

Other and unspecified arthropathies (ICD-9 = 716) 0.289
28 (3.8%) 106 (4.8%)

Cholelithiasis (ICD-9 = 574) 0.312
16 (2.2%) 24 (1.1%)

Benign prostatic hyperplasia (ICD-9 = 600) 0.315
55 (7.5%) 213 (9.6%)

Bronchitis, not specified as acute or chronic (ICD-9 = 490) 0.343
17 (2.3%) 72 (3.3%)

Other disorders of synovium, tendon, and bursa (ICD-9 = 727) 0.387
37 (5.0%) 134 (6.1%)

Chronic airways obstruction, not elsewhere classified (ICD-9 = 496) 0.416
29 (3.9%) 105 (4.7%)

Pneumonia, organism unspecified (ICD-9 = 486) 0.445
19 (2.6%) 77 (3.5%)

Menopausal and postmenopausal disorders (ICD-9 = 627) 0.511
5 (0.7%) 15 (0.7%)

Infections of kidney(s) (ICD-9 = 590) 0.518
3 (0.4%) 10 (0.5%)

Gingival and periodontal diseases (ICD-9 = 523) 0.628
224 (30.4%) 667 (30.1%)

Tooth restoration root (ICD-9 = 525) 0.651
35 (4.7%) 125 (5.6%)

Acute tonsillitis (ICD-9 = 463) 0.693
75 (10.2%) 285 (12.9%)

Acute appendicitis (ICD-9 = 540) 0.705
1 (0.1%) 5 (0.2%)

Other acquired deformity (ICD-9 = 738) 0.748
6 (0.8%) 16 (0.7%)

Diseases of the oral soft tissues, excluding lesions specific (ICD-9 = 528) 0.784
64 (8.7%) 223 (10.1%)

Acute myocardial infarction (ICD-9 = 410) 0.802
2 (0.3%) 2 (0.1%)

Other disorders of cervical region (ICD-9 = 723) 0.909
21 (2.8%) 55 (2.5%)

Occlusion of cerebral arteries (ICD-9 = 434) 0.946
11 (1.5%) 38 (1.7%)

Acute pharyngitis (ICD-9 = 462) 0.954
76 (10.3%) 246 (11.1%)

Angina pectoris (ICD-9 = 413) 0.956
22 (3.0%) 65 (2.9%)

Pruritus and related conditions (ICD-9 = 698) 0.958
27 (3.7%) 74 (3.3%)

Disorders of lipoid metabolism (ICD-9 = 272) 0.96
24 (3.3%) 81 (3.7%)

Fracture of clavicle (ICD-9 = 810) 1
2 (0.3%) 4 (0.2%)

In order to streamline the number of factors to improve the convenience and reduce the
complexity of the model, the next two combinations attempted to use more stringent statisti-
cal validity as a factor for the selection criterion. The purpose was to identify the key factors
with truly high predictive power among the significant factors (first factor combinations).

The second factor combination used backward elimination in stepwise regression to
select 19 factors with p-values of <0.05 from the first factor combinations, including the
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following: abdominal pain, peptic ulcer site unspecified, symptoms involving the digestive
system, gastritis and duodenitis, disorders of function of the stomach, chronic liver disease
and cirrhosis, general symptoms, cholangitis, pancreatitis, symptoms involving the head
and neck, symptoms involving the respiratory system and other chest symptoms, urticaria,
other cellulitis and abscess, acute bronchitis and bronchiolitis, cardiac dysrhythmias, acute
and subacute necrosis of liver, diabetes mellitus, gout and functional digestive disorders not
elsewhere classified. The third factor combination used backward elimination in stepwise
regression to select nine factors with p-values of <0.001 from the first factor combinations,
including the following: abdominal pain, peptic ulcer site unspecified, symptoms involving
the digestive system, gastritis and duodenitis, disorders of function of the stomach, chronic
liver disease and cirrhosis, general symptoms, cholangitis, and pancreatitis. The stepwise
regression results is shown in Table 2:

Table 2. The results of stepwise regression.

Backward Elimination

Disease p-Value Disease p-Value

Abdominal pain 1.16 × 10−7 *** Gout 0.038517 *

Peptic ulcer, site
unspecified 2.06 × 10−14 ***

Functional digestive
disorders, not

elsewhere classified
0.019337 *

Symptoms involving
digestive system 3.35 × 10−5 *** Neurotic disorders 0.069057

Gastritis and duodenitis 0.000162 *** Disorders of conjunctiva 0.090836

Disorders of function
of stomach 3.88 × 10−5 *** Heart failure 0.090678

Chronic liver disease
and cirrhosis 2.51 × 10−12 *** Essential hypertension 0. 054,498

General symptoms 0.000860 *** Other forms of chronic
ischemic heart disease 0.068356

Cholangitis 1.03 × 10−14 ***
Other and unspecified
disorders of the back 0.082334

Pancreatitis 4.14 × 10−9 *** Duodenal ulcer 0.059147

Symptoms involving head
and neck 0.005121 ** Calculus of kidney

and ureter 0.067626

Symptoms involving
respiratory system and
other chest symptoms

0.007710 ** Acute nasopharyngitis 0.136144

Urticaria 0.002506 ** Acute laryngitis
and tracheitis 0.123336

Other cellulitis and abscess 0.003819 ** Gastric ulcer 0.141536

Acute bronchitis
and bronchiolitis 0.021931 * * Hypertensive

heart disease 0.153331

Cardiac dysrhythmias 0.032659 * Osteoarthrosis and
allied disorders 0.13224

Acute and subacute
necrosis of liver 0.010382 *

Other disorders of
pancreatic

internal secretion
0.132718

Diabetes mellitus 0.017619 * Significant codes:
<0.001 ‘***’ 0.001 ‘**’ 0.01 ‘*’
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This study constructed four models using three different sets of factors. The ROC
curve has both validation and testing sets. While the validation set was used in the
aforementioned chi-square and stepwise regression, it was not included in the model
training. While the testing set was not used for factor selection or model training, it was
used to simulate real data for testing.

3.1. Model Performance Comparison

This study compared the performance of each model in the validation and testing sets
by using three different sets of ROC curve factors, accuracy, sensitivity, and specificity.

3.1.1. First Factor Combinations (32 Factors)

The ROC of validation set and testing by first factor combinations are shown in
Figures 3 and 4.
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3.1.2. Second Factor Combinations (19 Factors)

The ROC of validation set and testing by second factor combinations are shown in
Figures 5 and 6.
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3.1.3. Third Factor Combinations (9 Factors)

The ROC of validation set and testing by third factor combinations are shown in
Figures 7 and 8.
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According to the results, the validation set showed that the voting, stacking, and DNN
models tended to be over-optimistic when the factor combinations were more complex
(more factors). While a slight improvement was seen in the training phase using SMOTE
data augmentation (synthetic training data), a significant improvement was seen when the
complexity of the model was simplified (by reducing the number of factors).

The AUC of the LR model was higher than the other three models in the external
testing set for all three of the factor combinations. Sensitivity was best measured by the
stacking model for the first factor combinations, and specificity was best measured by the
DNN model for the second factor combination. The result of the model that used only nine
factors (third factor combinations) was no worse than the other two factor combinations
that used more factors for the external testing results. The detailed results are shown in
Table 3.

Table 3. Model performance comparison.

First Combination
(32 Factors)

Validation Set Testing Set (External Set)

AUC Accuracy Sensitivity Specificity AUC Accuracy Sensitivity Specificity

LR 0.78 0.73 0.7 0.74 0.76 0.73 0.7 0.74

Voting 0.87 0.77 0.76 0.77 0.75 0.7 0.7 0.71

Stacking 0.85 0.77 0.71 0.82 0.74 0.7 0.74 0.7

DNN 0.89 0.82 0.78 0.86 0.73 0.65 0.65 0.66
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Table 3. Cont.

Second Combination
(19 Factors)

Validation Set Testing Set (External Set)

AUC Accuracy Sensitivity Specificity AUC Accuracy Sensitivity Specificity

LR 0.78 0.7 0.7 0.7 0.77 0.7 0.7 0.7

Voting 0.83 0.73 0.74 0.72 0.76 0.71 0.71 0.71

Stacking 0.82 0.73 0.74 0.73 0.73 0.7 0.7 0.72

DNN 0.82 0.73 0.72 0.74 0.71 0.7 0.64 0.76

Third Combination
(9 Factors)

Validation Set Testing Set (External Set)

AUC Accuracy Sensitivity Specificity AUC Accuracy Sensitivity Specificity

LR 0.77 0.7 0.7 0.7 0.74 0.68 0.7 0.67

Voting 0.76 0.7 0.7 0.7 0.73 0.67 0.7 0.66

Stacking 0.77 0.7 0.7 0.7 0.72 0.68 0.68 0.68

DNN 0.77 0.7 0.7 0.71 0.71 0.68 0.7 0.67

4. Discussion

This study developed a pancreatic cancer risk identification prediction model using
disease diagnosis records from the NHIRD, and the results were validated through an
independent testing set. Pancreatic cancer progresses rapidly, and the average estimated
time for progression from stage T1 to stage T4 is 14 months [38], thus, the immediate
detection of pancreatic cancer at the resectable stage is the critical goal of early assessment.

This study constructed a predictive model based on the diagnostic data of 12 months,
in order to provide an early warning to patients at the early stage of pancreatic cancer. The
results of the before-stated model show that a short history of diseases has the potential
for screening and prediction. The AUC of previous models for the early assessment of
pancreatic cancer ranged from approximately 0.57 to 0.71. The AUC of this study was higher
than that of previous studies and ranged from 0.71 to 0.76, which provides higher accuracy.

A recent study on the development of a prediction model for pancreatic cancer risk
screening among the general population [32] proposed a total of 15 factors (abdominal
pain, angina pectoris, asthma, atherosclerotic heart disease, gallbladder stones, chest
pain, chronic pancreatitis, coronary heart disease, diabetes, emphysema, primary hyper-
tension, family history of pancreatic cancer, jaundice, stroke, and ulcers). The AUC of
the training and testing sets were 0.71 and 0.68, respectively. Another model for the as-
sessment of pancreatic cancer applied to health care delivery [29] proposed 16 factors,
including the following: acute pancreatitis, chronic pancreatitis, diabetes, dyspepsia, gas-
tritis/peptic ulcer/gallbladder disease, acute cholecystitis, depression, abdominal pain,
chest pain, gastrointestinal symptoms, esophageal reflux, jaundice, weight loss/anorexia,
nausea/vomiting, fatigue, and tickling, in order to establish a prediction model. The per-
formance analysis of a model with an AUC of 0.61 found that even though the data sources
were from different ethnic or national populations, the results of the factors were similar to
our study, such as those related to gastrointestinal, gallbladder, pancreatic, diabetes, and
chest pain.

Although not all of the factors were clinically confirmed, the data showed consistency
across different regions of the population. In addition, sleep disturbance and hepatitis,
which have been less frequently adopted as training factors than those used in previous
studies, were found to be among the important key factors in this study. This study
presented nine key independent predictors as third combination factors and used a smaller
number of predictors than previous studies, and the results show that the model’s AUC
performance was higher than that of the previous models for identifying pancreatic cancer
in the general population. The detailed results are shown in Table 4.
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Table 4. Model comparison with previous studies.

Research Team Factor Algorithm Data Resource Data Period Performance

This study

Abdominal pain, peptic ulcers,
flatulence, gastritis, abnormal

gastric function, hepatitis, sleep
disorders, cholangitis, pancreatitis

(9 factors)

Logistic
regression NHIRD Before diagnosis,

within 12 months
Validation Set: 0.77

Testing Set: 0.74

Limor Appelbaum
2021 [28]

Abdominal pain, angina pectoris,
asthma, atherosclerotic heart

disease, gallbladder stones, chest
pain, chronic pancreatitis, coronary

heart disease, diabetes mellitus,
emphysema, primary hypertension,
family history of pancreatic cancer,
jaundice, stroke, ulcers (15 factors)

Logistic
regression

Electronic health
record at Boston

Hospital

Before diagnosis,
6–12 months 0.68–0.75

Aileen Baecker
2019 [29]

Acute pancreatitis, chronic
pancreatitis, diabetes mellitus,

dyspepsia, gastritis/peptic
ulcer/gallbladder disease, acute

cholecystitis, depression, abdominal
pain, chest pain, gastrointestinal

symptoms, esophageal reflux,
jaundice, weight loss/anorexia,

nausea/vomiting, fatigue, tickling
disorder (16 factors)

Logistic
regression SEER database Before diagnosis,

within 15 months 0.68

Alison P Klein
2013 [30]

Smoking, alcohol consumption,
diabetes, obesity, family history of

pancreatic cancer, non-O
ABO genotype

(6 factors)

Absolute risk
regression

PanScan
consortium 0.58–0.61

5. Conclusions

This study compared the performances of LR, DNN, stacking, and voting models
for pancreatic cancer prediction and constructed a pancreatic cancer prediction model
with an accuracy that was higher than that of previous studies. As a reference tool, this
diagnostic-based model will help physicians and the public to identify the risk of pancreatic
cancer. As this model uses only nine key disease factors, it offers the advantages of low cost
and rapid screening. This predictive model will improve awareness of the risk of pancreatic
cancer and will give patients with pancreatic cancer a simpler tool for early screening in
the golden period when the disease can still be eradicated.

Author Contributions: The work presented in this paper was carried out in collaboration among
all authors. H.-A.L. and K.-W.C. formed the conception and study design and also carried out the
data analysis; H.-A.L. performed the literature review; K.-W.C. performed the model development;
H.-A.L. and K.-W.C. drafted the manuscript and C.-Y.H. and made significant revisions and supplied
valuable improvement suggestions. All authors have read and agreed to the published version of
the manuscript.

Funding: This project has received funding from the Ministry of Science and Technology, Taiwan,
under the project No. 109-2221-E-227-003-MY2 and Ministry of Education, Taiwan, under the project
No. 107EH12-32.

Institutional Review Board Statement: The study was exempt from full review by the Institutional
Review Board, since the dataset used in this study are deidentified secondary data released to the
public for research purposes. All of the NHIRD data related to personal identification were encrypted
by the National Health Insurance Administration (NHIA) before being published. The confidentiality
of subjects in the dataset was protected by the NHIA regulations.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.



Cancers 2022, 14, 882 17 of 18

Acknowledgments: This project has received funding from the Ministry of Science and Technology,
Taiwan, under the project No. 109-2221-E-227-003-MY2 and Ministry of Education, Taiwan, under
the project No. 107EH12-402-022.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Chang, C.-L.; Hsu, M.-Y. The study that applies artificial intelligence and logistic regression for assistance in differential diagnostic

of pancreatic cancer. Expert Syst. Appl. 2009, 36, 10663–10672. [CrossRef]
2. Statistics, Ministry of Health and Welfare. National Death Cause Statistics Results (2020). 2021. Available online: https:

//www.hpa.gov.tw/Pages/ashx/File.ashx?FilePath=~{}/File/Attach/13498/File_15611.pdf (accessed on 31 December 2021).
3. Chang, J.S.; Chen, L.T.; Shan, Y.S.; Chu, P.Y.; Tsai, C.R.; Tsai, H.J. The incidence and survival of pancreatic cancer by histology,

including rare subtypes: A nation-wide cancer registry-based study from Taiwan. Cancer Med. 2018, 7, 5775–5788. [CrossRef]
[PubMed]

4. National Health Research Institutes, Taiwan, ROC. Pancreatic Cancer Treatment Shows Promise. 2020. Available online:
https://enews.nhri.org.tw/archives/3525 (accessed on 31 December 2021).

5. American Cancer Society. Cancer Facts & Figures. 2020. Available online: https://www.cancer.org/content/dam/cancer-org/
research/cancer-facts-and-statistics/annual-cancer-facts-and-figures/2020/cancer-facts-and-figures-2020.pdf (accessed on 31
December 2021).

6. Pourshams, A.; Sepanlou, S.G.; Ikuta, K.S.; Bisignano, C.; Safiri, S.; Roshandel, G.; Sharif, M.; Khatibian, M.; Fitzmaurice, C.;
Nixon, M.R.; et al. The global, regional, and national burden of pancreatic cancer and its attributable risk factors in 195 countries
and territories, 1990–2017: A systematic analysis for the Global Burden of Disease Study 2017. Lancet Gastroenterol. Hepatol. 2019,
4, 934–947. [CrossRef]

7. Kamisawa, T.; Wood, L.D.; Itoi, T.; Takaori, K. Pancreatic cancer. Lancet 2016, 388, 73–85. [CrossRef]
8. McGuigan, A.; Kelly, P.; Turkington, R.C.; Jones, C.; Coleman, H.G.; McCain, R.S. Pancreatic cancer: A review of clinical diagnosis,

epidemiology, treatment and outcomes. World J. Gastroenterol. 2018, 24, 4846. [CrossRef]
9. Bockhorn, M.; Uzunoglu, F.G.; Adham, M.; Imrie, C.; Milicevic, M.; Sandberg, A.A.; Asbun, H.J.; Bassi, C.; Büchler, M.; Charnley,

R.M.; et al. Borderline resectable pancreatic cancer: A consensus statement by the International Study Group of Pancreatic
Surgery (ISGPS). Surgery 2014, 155, 977–988. [CrossRef]

10. US Preventive Services Task Force. Screening for Pancreatic Cancer: US Preventive Services Task Force Reaffirmation Recommen-
dation Statement. JAMA 2019, 322, 438–444. [CrossRef] [PubMed]

11. Henrikson, N.B.; Bowles EJ, A.; Blasi, P.R.; Morrison, C.C.; Nguyen, M.; Pillarisetty, V.G.; Lin, J.S. Screening for Pancreatic Cancer:
Updated Evidence Report and Systematic Review for the US Preventive Services Task Force. JAMA 2019, 322, 445–454. [CrossRef]

12. Kim, V.M.; Ahuja, N. Early detection of pancreatic cancer. Chin. J. Cancer Res. 2015, 27, 321–331.
13. Canto, M.I.; Harinck, F.; Hruban, R.H.; Offerhaus, G.J.; Poley, J.-W.; Kamel, I.; Nio, Y.; Schulick, R.S.; Bassi, C.; Kluijt, I.; et al.

International Cancer of the Pancreas Screening (CAPS) Consortium summit on the management of patients with increased risk
for familial pancreatic cancer. Gut 2013, 62, 339. [CrossRef]

14. Chari, S.T.; Mohan, V.; Pitchumoni, C.S.; Viswanathan, M.; Madanagopalan, N.; Lowenfels, A.B. Risk of pancreatic carcinoma in
tropical calcifying pancreatitis: An epidemiologic study. Pancreas 1994, 9, 62–66. [CrossRef] [PubMed]

15. Lowenfels, A.B.; Maisonneuve, P.; Cavallini, G.; Ammann, R.W.; Lankisch, P.G.; Andersen, J.R.; DiMagno, E.P.; Andren-Sandberg,
A.; Domellof, L. Pancreatitis and the Risk of Pancreatic Cancer. N. Engl. J. Med. 1993, 328, 1433–1437. [CrossRef] [PubMed]

16. Midha, S.; Chawla, S.; Garg, P.K. Modifiable and non-modifiable risk factors for pancreatic cancer: A review. Cancer Lett. 2016,
381, 269–277. [CrossRef]

17. Maisonneuve, P.; Lowenfels, A.B. Risk factors for pancreatic cancer: A summary review of meta-analytical studies. Int. J. Epidemiol.
2015, 44, 186–198. [CrossRef]

18. Risch, H.A.; Yu, H.; Lu, L.; Kidd, M.S. Detectable Symptomatology Preceding the Diagnosis of Pancreatic Cancer and Absolute
Risk of Pancreatic Cancer Diagnosis. Am. J. Epidemiol. 2015, 182, 26–34. [CrossRef]

19. Andersen, D.K. Diabetes and cancer: Placing the association in perspective. Curr. Opin. Endocrinol. Diabetes Obes. 2013, 20, 81–86.
[CrossRef] [PubMed]

20. Bergquist, A.; Ekbom, A.; Olsson, R.; Kornfeldt, D.; Lööf, L.; Danielsson, Å.; Hultcrantz, R.; Lindgren, S.; Prytz, H.; Sandberg-
Gertzén, H.; et al. Hepatic and extrahepatic malignancies in primary sclerosing cholangitis. J. Hepatol. 2002, 36, 321–327.
[CrossRef]

21. Krejs, G.J. Pancreatic Cancer: Epidemiology and Risk Factors. Dig. Dis. 2010, 28, 355–358. [CrossRef]
22. Ertz-Archambault, N.; Keim, P.; Von Hoff, D. Microbiome and pancreatic cancer: A comprehensive topic review of literature.

World J. Gastroenterol. 2017, 23, 1899–1908. [CrossRef] [PubMed]
23. Wei, M.-Y.; Shi, S.; Liang, C.; Meng, Q.C.; Hua, J.; Zhang, Y.-Y.; Liu, J.; Bo, Z.; Xu, J.; Yu, X.J. The microbiota and microbiome in

pancreatic cancer: More influential than expected. Mol. Cancer 2019, 18, 97. [CrossRef]
24. Ahn, J.; Segers, S.; Hayes, R.B. Periodontal disease, Porphyromonas gingivalis serum antibody levels and orodigestive cancer

mortality. Carcinogenesis 2012, 33, 1055–1058. [CrossRef] [PubMed]

http://doi.org/10.1016/j.eswa.2009.02.046
https://www.hpa.gov.tw/Pages/ashx/File.ashx?FilePath=~{}/File/Attach/13498/File_15611.pdf
https://www.hpa.gov.tw/Pages/ashx/File.ashx?FilePath=~{}/File/Attach/13498/File_15611.pdf
http://doi.org/10.1002/cam4.1795
http://www.ncbi.nlm.nih.gov/pubmed/30264519
https://enews.nhri.org.tw/archives/3525
https://www.cancer.org/content/dam/cancer-org/research/cancer-facts-and-statistics/annual-cancer-facts-and-figures/2020/cancer-facts-and-figures-2020.pdf
https://www.cancer.org/content/dam/cancer-org/research/cancer-facts-and-statistics/annual-cancer-facts-and-figures/2020/cancer-facts-and-figures-2020.pdf
http://doi.org/10.1016/S2468-1253(19)30347-4
http://doi.org/10.1016/S0140-6736(16)00141-0
http://doi.org/10.3748/wjg.v24.i43.4846
http://doi.org/10.1016/j.surg.2014.02.001
http://doi.org/10.1001/jama.2019.10232
http://www.ncbi.nlm.nih.gov/pubmed/31386141
http://doi.org/10.1001/jama.2019.6190
http://doi.org/10.1136/gutjnl-2012-303108
http://doi.org/10.1097/00006676-199401000-00009
http://www.ncbi.nlm.nih.gov/pubmed/8108373
http://doi.org/10.1056/NEJM199305203282001
http://www.ncbi.nlm.nih.gov/pubmed/8479461
http://doi.org/10.1016/j.canlet.2016.07.022
http://doi.org/10.1093/ije/dyu240
http://doi.org/10.1093/aje/kwv026
http://doi.org/10.1097/MED.0b013e32835eddd3
http://www.ncbi.nlm.nih.gov/pubmed/23422245
http://doi.org/10.1016/S0168-8278(01)00288-4
http://doi.org/10.1159/000319414
http://doi.org/10.3748/wjg.v23.i10.1899
http://www.ncbi.nlm.nih.gov/pubmed/28348497
http://doi.org/10.1186/s12943-019-1008-0
http://doi.org/10.1093/carcin/bgs112
http://www.ncbi.nlm.nih.gov/pubmed/22367402


Cancers 2022, 14, 882 18 of 18

25. Hujoel, P.P.; Drangsholt, M.; Spiekerman, C.; Weiss, N.S. An Exploration of the Periodontitis–Cancer Association. Ann. Epidemiol.
2003, 13, 312–316. [CrossRef]

26. Michaud, D.S.; Joshipura, K.; Giovannucci, E.; Fuchs, C.S. A Prospective Study of Periodontal Disease and Pancreatic Cancer in
US Male Health Professionals. JNCI J. Natl. Cancer Inst. 2007, 99, 171–175. [CrossRef]

27. Lowenfels, A.B.; Maisonneuve, P. Epidemiology and risk factors for pancreatic cancer. Best Pract. Res. Clin. Gastroenterol. 2006, 20,
197–209. [CrossRef]

28. Appelbaum, L.; Cambronero, J.P.; Stevens, J.P.; Horng, S.; Pollick, K.; Silva, G.; Haneuse, S.; Piatkowski, G.; Benhaga, N.; Duey,
S.; et al. Development and validation of a pancreatic cancer risk model for the general population using electronic health records:
An observational study. Eur. J. Cancer 2021, 143, 19–30. [CrossRef] [PubMed]

29. Baecker, A.; Kim, S.; Risch, H.A.; Nuckols, T.K.; Wu, B.U.; Hendifar, A.E.; Pandol, S.J.; Pisegna, J.R.; Jeon, C.Y. Do changes in
health reveal the possibility of undiagnosed pancreatic cancer? Development of a risk-prediction model based on healthcare
claims data. PLoS ONE 2019, 14, e0218580. [CrossRef]

30. Klein, A.P.; Lindstroem, S.; Mendelsohn, J.B.; Steplowski, E.; Arslan, A.; Bueno-De-Mesquita, H.B.; Fuchs, C.S.; Gallinger, S.;
Gross, M.; Helzlsouer, K.; et al. An Absolute Risk Model to Identify Individuals at Elevated Risk for Pancreatic Cancer in the
General Population. PLoS ONE 2013, 8, e72311. [CrossRef]

31. Lien, H. How to Use National Health Insurance Data to Conduct Health Economics Research. Taiwan Econ. Rev. 2008, 36, 115–143.
32. Grimes, D.A.; Schulz, K.F. Compared to what? Finding controls for case-control studies. Lancet 2005, 365, 1429–1433. [CrossRef]
33. Moreo, A.; Esuli, A.; Sebastiani, F. Distributional Random Oversampling for Imbalanced Text Classification. In Proceedings of the

39th International ACM SIGIR Conference on Research and Development in Information Retrieval, Pisa, Italy, 17–21 July 2016;
Association for Computing Machinery: New York, NY, USA, 2016; pp. 805–808.

34. Ben, Q.; Xu, M.; Ning, X.; Liu, J.; Hong, S.; Huang, W.; Zhang, H.; Li, Z. Diabetes mellitus and risk of pancreatic cancer: A
meta-analysis of cohort studies. Eur. J. Cancer 2011, 47, 1928–1937. [CrossRef]

35. Bengio, Y.; Courville, A.; Vincent, P. Representation Learning: A Review and New Perspectives. IEEE Trans. Pattern Anal. Mach.
Intell. 2013, 35, 1798–1828. [CrossRef]

36. Wolpert, D.H. Stacked generalization. Neural Netw. 1992, 5, 241–259. [CrossRef]
37. Polikar, D.R. Ensemble learning. Scholarpedia 2009, 4, 2776. [CrossRef]
38. Yu, J.; Blackford, A.L.; Molin, M.D.; Wolfgang, C.L.; Goggins, M. Time to progression of pancreatic ductal adenocarcinoma from

low-to-high tumour stages. Gut 2015, 64, 1783–1789. [CrossRef] [PubMed]

http://doi.org/10.1016/S1047-2797(02)00425-8
http://doi.org/10.1093/jnci/djk021
http://doi.org/10.1016/j.bpg.2005.10.001
http://doi.org/10.1016/j.ejca.2020.10.019
http://www.ncbi.nlm.nih.gov/pubmed/33278770
http://doi.org/10.1371/journal.pone.0218580
http://doi.org/10.1371/journal.pone.0072311
http://doi.org/10.1016/S0140-6736(05)66379-9
http://doi.org/10.1016/j.ejca.2011.03.003
http://doi.org/10.1109/TPAMI.2013.50
http://doi.org/10.1016/S0893-6080(05)80023-1
http://doi.org/10.4249/scholarpedia.2776
http://doi.org/10.1136/gutjnl-2014-308653
http://www.ncbi.nlm.nih.gov/pubmed/25636698

	Introduction 
	Materials and Methods 
	Data Source 
	Data Processing 
	Model Training 
	Logistic Regression, LR 
	Deep Neural Networks (DNN) 
	Ensemble Learning 
	Voting Ensemble 

	Model Development Environment 

	Results 
	Model Performance Comparison 
	First Factor Combinations (32 Factors) 
	Second Factor Combinations (19 Factors) 
	Third Factor Combinations (9 Factors) 


	Discussion 
	Conclusions 
	References

