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Abstract: The widespread adoption of cloud computing has resulted in centralized datacenter
structures; however, there is a requirement for smaller-scale distributed infrastructures to meet the
demands for speed, responsiveness, and security for critical applications. Single-Board Computers
(SBCs) present numerous advantages such as low power consumption, low cost, minimal heat
emission, and high processing power, making them suitable for applications such as the Internet of
Things (IoT), experimentation, and other advanced projects. This paper investigates the possibility
of adopting virtualization technology on Single-Board Computers (SBCs) for the implementation
of reliable and cost-efficient edge-computing environments.The results of this study are based on
experimental implementations and testing conducted in the course of a case study performed on
the edge infrastructure of a financial organization, where workload migration was achieved from
a traditional to an SBC-based edge infrastructure. The performance of the two infrastructures was
studied and compared during this process, providing important insights into the power efficiency
gains, resource utilization, and overall suitability for the organization’s operational needs.

Keywords: SBC; virtualization; edge computing; Raspberry Pi

1. Introduction

The rapid adoption of cloud computing by most modern corporations leads to cen-
tralized and consolidated datacenter structures. Nevertheless, in both public and private
implementations, cloud computing may not always meet the necessary requirements in
terms of speed, responsiveness, and security to cover the needs of several critical applica-
tions. To address the above shortcomings, the implementation of smaller-scale distributed
infrastructures at the edges of corporate networks and specifically near endpoints that
feature intense data transactions is recommended. This practice is often referred to as edge
computing. The edge-computing model features distributed micro datacenter infrastruc-
tures closer to the data generation sites to allow faster networking response, local data
storage, and enhanced security. Specifically, by creating decentralized datacenters near the
data creation source, edge computing reduces exposure concerns since data processing
takes place on-premise by utilizing local resources, thus minimizing the potential attack
risks that arise by the continuous data transmission to remote infrastructures. Furthermore,
edge computing facilitates the adoption of traditional security policies and tools that cannot
otherwise be implemented in complex cloud-oriented environments [1].

Despite the advantages of edge computing, there are a few concerns that are mostly
due to the servicing needs, power consumption and remote administration of the infras-
tructures that need to be implemented. Especially in cases of small office branches or
shop-in-a-shop scenarios, a dedicated and controlled environment for hosting sensitive
hardware equipment is very difficult to allocate. Power consumption and air conditioning
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needs are also limiting factors. A possible solution that addresses these concerns is the
usage of Single-Board Computers (SBCs).

Over the last decade, SBCs have become increasingly relevant due to their low power
consumption, low purchasing cost and minimal heat generation. Additionally, the rapid
development of power-efficient processors, mostly based on the Aarch64 (ARM64) ar-
chitecture, makes SBCs ideal for numerous applications such as Internet of Things (IoT),
experimentation, prototyping and robotics. The increased demand for more powerful
and scalable SBC platforms drives hardware manufacturing companies to produce several
different boards either for general-purpose development or optimized for specific tasks
(i.e., sensor control, image processing and data analytics) [2]. In the same context, modern
SBCs also feature powerful specifications, such as more physical memory (RAM), and are
equipped with faster embedded hardware, such as USB3 ports, gigabit Ethernet controllers,
Bluetooth radios and Wi-Fi adapters. Indicative examples of such SBCs are Raspberry Pi
(by Raspberry Foundation), NVIDIA Jetson (by NVIDIA Corporation), Layerscape Design
Board (by NXP Semiconductors) and Quartz64 (by Pine64).

Even though SBCs seem to be a viable and appealing option for edge computing,
it is essential to take into account a number of important factors in order to implement
reliable, expandable and efficient infrastructures. Specifically, one of the most important
prerequisites is that these edge infrastructures shall feature enterprise-level functionalities,
such as flexible administration, failover clustering capabilities, and disaster recovery tools.
Additionally, all hosted services should be hardware-independent and easily migratable
among different types of hosts. Based on the above facts, the underlying technology on
which these infrastructures should be based on is virtualization.

This paper aims to investigate the possibility of adopting virtualization technology
on Single-Board Computers (SBCs) for the implementation of reliable and cost-efficient
edge-computing environments. The scope of this investigation is to study the current
technological advances and capabilities in both hardware and software bases in order to
examine the viability of such implementations.

The structure of the paper is as follows. Section 2 provides an overview of works in
the field of Single-Board Computer, edge computing and virtualization technology imple-
mentations along with relevant studies that combine these technologies. Section 3 presents
the overall research structure and roadmap, featuring a detailed analysis of the phases
and the involved steps followed. Section 4 provides a description of the experimentation
process concerning the installation of type-1 hypervisors on the selected SBC along with the
hardware environment analysis and limitations. Section 5 features the testing environment
preparation and the hypervisor platforms testing, and identifies the possible technical limi-
tations involved. Section 6 presents a case study for replacing a traditional edge-computing
infrastructure of a financial organization with an SBC base. The performance testing and
results analysis are provided. Section 7 presents the conclusions and proposes future work.

2. Related Work

This section provides an overview of works in the field of Single-Board Computer,
edge computing, serverless computing and virtualization technology implementations
along with relevant studies that combine these technologies. This analysis is crucial in
order to define the enabling technologies that could be used in edge SBC computing
virtualized scenarios.

The idea of employing a small, reasonably priced, linked computer in various scientific
and educational setups was made more popular by the founding of the Raspberry Pi
foundation, a nonprofit organization promoting the educational value of its devices. Single-
Board Computer research is mainly focused on studying their employment in sectors such
as science, engineering and education [3,4], the implementation of Software-Defined Radio
(SDR) systems [5], as well as their usage for creating clustered computing environments
that leverage their cost efficiency compared to traditional computer systems [6]. Other
works study their energy efficiency on edge-computing implementations [7] and their
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ability to integrate sensor technologies for specific IoT applications [8]. It should be noted
that Single-Board Computers have both benefits and drawbacks. On the one hand, vendors
can speed up time to market by needing less development time, and a wide range of
sizes, functions, and prices are offered by several providers. However, they are not always
economically viable for high volumes of computation or data.

As far as edge computing is concerned, the relevant research is mainly focused on
the enhancement of cloud provided services due to the incremental growth of utilization
and connected devices mostly in the field of IoT [9]. Researchers have identified key areas
such as network performance, availability, power consumption and security, where edge
computing may considerably contribute [10]. International Data Corporation (IDC) in co-
operation with VMware, identifies edge computing as the next step for the transformation
and evolution of the cloud industry [11]. Investments on edge computing are expected to
increase mainly in the fields of customer service, transportation, tourism and logistics [12].
This is further validated by a forecast by IDC Corporation that predicts an average of USD
176 billion on edge-computing investments by the end of 2022. The same forecast predicts
that total investments on edge computing are expected to reach USD 274 billion by the end
of 2025. These investments include hardware, software and service procurement costs [13].

Virtualization technology has been employed for more than one decade in most enter-
prise datacenter implementations. Specifically, virtualization features a variety of benefits,
such as significant cost reduction, higher performance, and availability as well as easier
maintenance and administrative flexibility [14]. Additionally, virtualization facilitates the
deployment and migration of applications while ensuring high availability for operational
and application areas. Particularly in terms of energy efficiency and the lowering of an
organization’s CO2 footprint, virtualization is an excellent technique for minimizing the
environmental effect of datacenters. Additionally, it aids in enhancing flexibility and de-
creasing maintenance expenses [15]. As compared to traditional virtualization solutions
(VMware, KVM), Docker is a high-level container engine technology that is based on
LXC (Linux Container), the widely used method for virtualization processes. Lightweight
virtualization for resource and process separation is provided by the kernel virtualization
technology LXC. Docker containers are the mainstream solution in the current virtualization
field [16].

With the massive use of edge computing, new possibilities have arisen for IoT and IIoT.
These come along with new problems related to storage and computing power. Efficient
resource utilization became an urgent need, and virtualization technology came to partially
solve this issue. It can solve these issues but at the cost of duplicate resource configuration
and provision delays in some instances [17]. To overcome these problems, a new model
called serverless computing has recently been introduced [18,19]. Serverless computing
can autoscale the service offered following the customers’ demand and also charge the
customers fairly only for the service offered, independently of the underlying infrastruc-
ture [20]. Moreover, other scholars focused on solving resource allocation problems through
the use of optimization methods [21]. Finally, distributed intelligence sharing is handled
efficiently in [22]. The latter method can be the solution to the overfitting of learning
algorithms that work in edge environments where the data samples can be limited.

Based on the analysis of the related work, it is evident that the technology has pro-
gressed to such a state where the transition to Single-Board Computers could be feasible
for some applications and processes. This study looks at the idea of using Single-Board
Computers (SBCs) with virtualization technologies to develop secure and economical
edge-computing environments. The goal of this analysis is to investigate the plausibility of
such implementations both now and in the near future by studying current hardware and
software technology advancements and capabilities.
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3. Research Structure and Roadmap

This section provides an overview of the research structure and roadmap followed
in this paper. Specifically, the scope of work for this research is to provide a comprehen-
sive evaluation of virtualization on Single-Board Computers (SBCs) for edge-computing
purposes. It is important to note that all tests, both hardware- and software-related, may
utilize trial, unsupported, and testing versions of various tools, operating systems and
applications. The primary objective is to demonstrate and assess the current technological
advancements in the integration of virtualization technology on SBCs, without targeting
solutions with long-term support or final software versions at this stage. The focus is on
exploring the capabilities and potential of SBCs as virtualization hosts for edge-computing
scenarios, understanding the limitations and challenges that may arise, and identifying
possible remedies. By using a variety of trial and testing versions, this research aims to
gain insights into the feasibility and performance of SBCs in virtualized environments,
providing an overview for future optimizations and enhancements. The research flow,
which is structured in three main phases, is presented in Figure 1:

Figure 1. Research phases and flow.

In the first phase, we present the process of hardware selection and analysis and
the identification of hardware limitations, and conclude by defining the hypervisors to
be tested.

In the second phase, we describe the establishment of a common hardware testing
environment to ensure a consistent evaluation of the selected hypervisors. The testing
environment creation should be reproducible and should remain constant throughout the
entire testing process. The final step of the second phase is concerned with the results of the
hypervisors’ distributions testing and the final hypervisor selection, which shall be used
afterwards during the third phase

In the third and final phase, we present a case study that took place in a real-world
production environment of a financial organization. Specifically, the first step of this phase
is the presentation an analysis of the existing IT environment in order to define the provided
IT services and integration requirements to lead to the definition of the study. In the second
step, we analyze the design, implementation and integration of the examined solution, and
the third and final step describes the solution-testing process and performance analysis,
and delivers the conclusions of the case study.
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4. Phase 1: Hardware Selection and Testing Process

This section presents and analyzes all the necessary steps involved during the phase
of the SBC selection, the identification of its hardware features, and the limitations that
derive from its architectural design. Specifically, this section highlights features such as
memory capacity and processing power, taking into account factors like network con-
nectivity, compatibility with different operating systems, and the potential for deploying
virtualization technology. Moreover, this section presents the systematic steps for analyzing
the hardware environment by considering aspects such as storage, firmware installation
and power supply considerations. Additionally, noteworthy limitations such as perfor-
mance constraints, reliability issues and the absence of essential hardware components are
identified and analyzed.

4.1. Hardware Selection and Technical Specifications

For the purposes of this research, the Raspberry Pi 4B was chosen as the subject of
investigation due to its hardware attributes and features. The first and most important
consideration for selecting the Raspberry Pi 4B is that it features an edition equipped
with 8GB LPDDR4-3200 SDRAM. At the time this research was conducted, other popular
SBCs, such as Nvidia Jetson, Quartz64, and Layerscape Design Board, were equipped with
lower RAM configurations and specifically with a maximum of 4 GB or less. By having
more RAM available, the Raspberry Pi 4B is able to handle more demanding application
workloads, providing greater scalability. More importantly, since this research focuses on
virtualization technology, RAM is a determining factor, mostly regarding the amount and
load of virtual machines (VMs) that it may facilitate.

Additionally, Raspberry Pi 4B embeds a Gigabit Network adapter, enabling it to
integrate with existing networking infrastructures and a dual USB3.0 controller, allowing
the interconnection of hi-speed peripherals, such as external storage devices. Raspberry Pi
4B supports a variety of operating systems, such as Raspberry Pi OS, Ubuntu, FreeBSD,
Microsoft Windows and other Linux distributions [23], providing the ability to select
among multiple software environments for testing and experimentation. The technical
specifications of Raspberry PI 4B are summarized in Table 1:

Table 1. Raspberry Pi 4B specifications.

Category Specifications

Processor Broadcom BCM2711 Quad-core SoC
ARM Cortex-A72 (ARM v8), 1.5GHz [24]

Network Connectivity Gigabit Ethernet (Microchip LAN7515) [25]
Dual-band Wi-Fi (Cypress CYW43455) [26]
Bluetooth 5.0 with BLE [27]
Four USB ports (2 USB2, 2 USB3.0) [28]

Form Factor Compact (85.6mm × 56.5mm)

Input Power 5V DC-3A

4.2. Hardware Environment Analysis and Limitations

Before proceeding with the installation process and the testing of the hypervisor
platforms, it is essential to further explain a number of preparatory steps concerning the
Raspberry Pi 4B hardware environment. These steps include the interfacing of the main
storage unit, the firmware and booting configuration, the power supply selection and
thermal protection. During the analysis of these steps, hardware limitations that may
impact the overall reliability and performance of the system are identified and addressed.

4.2.1. Storage Devices

The Raspberry Pi 4B is equipped with a micro SD card slot, which serves as a default
primary storage device. However, micro SD cards are not reliable or fast enough to be used
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as the primary storage for a server operating system and therefore, not recommended for
hosting virtual machines. Another significant concern is that the Raspberry Pi 4B does not
embed an onboard storage controller, such as SAS or SATA, nor does it feature an expansion
bus such as a PCI-e interface for installing an external one. Because of these constraints,
the best available option for installing an external hard disk that performs adequately and
reliably is to utilize the provided 2-port USB3.0 controller. To connect a SATA3 hard drive,
a third-party SATA3 to USB3 adapter is required. Nevertheless, the USB3.0 bus supports
a maximum theoretical transfer speed of up to 5 Gbit/s that practically limits the overall
throughput of the drive. Additionally, another limitation is the absence of hardware RAID
options, which would allow for redundancy and improved performance by creating and
utilizing drive arrays.

4.2.2. Firmware and Booting

Raspberry Pi 4B does not include a built-in Unified Extensible Firmware Interface
(UEFI). For booting the majority of modern operating systems such as Microsoft Windows
or linux-based distributions, UEFI firmware is required. For the purposes of this research,
a custom community UEFI firmware [29] based on the QEMU Tianocore EDK2 image [30]
was employed. The utilization of the custom UEFI is achieved by storing it in a FAT16
or FAT32 formatted micro SD card inserted to the Raspberry Pi at all times. During the
initial boot process, the custom ROM code is executed and loads the UEFI firmware
while initializing the hardware components and establishing the operating system booting
environment. Once the hardware and boot environment are prepared, the UEFI firmware
loads the operating system from the predefined storage volume, which in this case is
a USB3-attached hard drive. Finally, the loaded operating system takes control of the
hardware, initializes further components and launches the user interface.

4.2.3. Power Supply and Thermal Protection

According to the manufacturer’s specifications, the Raspberry Pi 4B requires a power
supply of 5V DC capable of delivering a minimum current of 3A. During the course of this
research, the official Raspberry 15.3W AC adapter (model SC0217) was used in order to
provide sufficient power for the operational needs of the Raspberry Pi and to also cover
the needs of the USB3 external drive [31]. Additionally, to ensure the safety of the board
components during extensive operation and to mitigate the risk of high temperatures that
could potentially damage it, a passive aluminum heatsink was installed that covers the
CPU, chipset and memory modules.

5. Phase 2: Testing Environment Creation and Hypervisor Selection

This section focuses on the establishment of the testing environment utilizing Rasp-
berry Pi 4B, involving both hardware specifications and the evaluation of hypervisors.
Specifically, it provides an analysis of the necessary steps employed to configure the test-
ing environment, detailing the hardware components and their specific configurations.
Furthermore, this section analyzes the selection process of hypervisors for evaluation,
presenting the outcomes of installation tests. Concluding, the main goal in this phase is
to strategically choose a hypervisor for the upcoming research stages. This decision was
reached by analyzing and evaluating factors such as compatibility and overall suitability
for virtualization tasks on the Raspberry Pi 4B platform.

5.1. Hardware Environment Overview

Based on the observations and limitations described in Section 4, the selected hardware
configuration to be used for the hypervisors’ installation testing is summarized in Table 2:
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Table 2. Hardware specifications of the testing system.

Hardware Attribute Value

Board Model Raspberry Pi model 4B
Processor Count 1 Physical Processor - 4 Cores
Processor Speed 1.5 GHz
Physical Memory 8 GB LPDDR4-3200
NIC Type Single-Port 1 Gbps Ethernet Adapter
Primary Hard Disk 1 TB SATA3 SSD Drive
Hard Disk Controller USB3.0 to SATA3 Adapter
Controller Speed Max. 5 Gbit/sec

A graphical representation of the hardware environment is presented in Figure 2.

Figure 2. Primary hardware environment overview, including connected peripheral devices (storage,
power supply and USB devices).

5.2. Hypervisor Installation Testing

The scope of this research is focused on Type 1 Hypervisors, also known as a “Bare-
Metal” Hypervisors. Specifically, Type 1 Hypervisors are designed to directly operate on
the host’s hardware, leveraging direct access and control to physical resources and allocate
them to virtual machines without the need for an underlying operating system layer [32].
Type 1 Hypervisors commonly feature mechanisms for hardware isolation between hosted
virtual machines and the ability to dynamically assign physical resources such as processors,
memory and storage, as well as tools for live migration that enable administrators to move
virtual machines between different hosts without service disruption.

Gartner, a prominent research and advisory company, regularly publishes its “Magic
Quadrant for Server Virtualization Hypervisors”, which provides a ranking of the top Type
1 Hypervisors [33]. As per the latest Magic Quadrant, the top two Type 1 Hypervisors are
as follows:

• VMware vSphere: VMware vSphere is a market-leading hypervisor that provides
a wide range of virtualization and cloud management tools, making it the most
commonly used hypervisor in enterprise environments.

• Microsoft Hyper-V: Microsoft Hyper-V is a mature and highly dependable hypervisor
that integrates smoothly with the Microsoft products ecosystem, offering substantial
security and automation features.

The aforementioned hypervisors are considered the best due to their performance,
security, overall reliability, scalability and compatibility. They also provide a wide variety
of tools and features that enable efficient management and monitoring for large-scale
virtualized environments. Additionally, they are currently holding the largest market share
in enterprise environments.

In order to evaluate the installation of Microsoft Hyper-V and VMware ESXi 7 on
ARM, tests were conducted with the following outcomes:
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5.2.1. Microsoft Hyper-V

In order to utilize Microsoft Hyper-V, it is necessary to install either a version of
Microsoft Windows Server (2012 R2 or later), Microsoft Windows 10, or Windows 11 (Pro or
Enterprise editions). ARM64 processor architecture is currently supported by Microsoft in
the form of Windows 10 and 11 versions, which can be successfully installed on Raspberry
Pi 4 hardware. However, Microsoft does not officially provide support for Raspberry
Pi hardware, resulting in missing or improperly functioning device drivers. Specifically,
the process of installing Windows 10 or Windows 11 designed for the ARM architecture
on Raspberry Pi 4B presents several technical challenges and important considerations
due to the use of unsupported hardware. One major challenge is the absence of official
ARM64 versions of Windows publicly available for download. Consequently, users need to
resort to alternative sources like “Unified Update Platform (UUP) Dump” to obtain these
versions [34]. However, such unofficial sources carry inherent risks, including potential
security vulnerabilities, system instability, and exposure to harmful code, raising concerns
about the authenticity and legality of the downloaded files.

Another obstacle is the compatibility of hardware drivers. Since Microsoft does
not officially support Windows 10/11 on ARM for Raspberry Pi 4B, users must rely on
community-driven projects such as the “WoR (Windows on Raspberry) Project” [35,36] that
offer alternative drivers. These drivers might not have official digital signatures, creating
uncertainty about their origin and reliability. Activating “Test Mode” in Windows allows
the installation of unsigned drivers, including community-developed ones. However,
this compromises system security by permitting the installation of potentially unsafe or
unstable drivers [37,38].

Running x86 applications on the ARM64 architecture of Raspberry Pi 4B requires emu-
lation [39], leading to performance overhead that can affect the speed and responsiveness of
certain applications, resulting in a degraded user experience [40]. Additionally, the limited
availability of ARM64-compatible applications compared to their x86 counterparts may
cause compatibility issues with certain software. Apart from the technical challenges,
there are also licensing implications. Although the legal activation of Windows 10/11
on Raspberry Pi 4B can be achieved by using genuine purchased Windows keys, users
must carefully review Microsoft’s licensing agreements to avoid violating their policies and
facing potential legal consequences.

In conclusion, while installing Windows 10 or Windows 11 on Raspberry Pi 4B is
technically feasible, the process involves several challenges and concerns such as using
unofficial sources, unsupported hardware, and driver compatibility that may impact system
security and stability.

Despite the availability of Hyper-V in the Microsoft Windows 10 ARM64 build 19559
and above, attempting to enable and install the Microsoft Hyper-V role under Windows 10
or 11 resulted in an operating system boot failure that persisted until the role was manually
uninstalled through recovery mode. As for Microsoft Windows Server on ARM64, no
public version has been released by Microsoft, although they are currently in the process
of being developed for internal use and testing with Microsoft Azure. As a result of these
findings, Microsoft Hyper-V was unable to be installed or tested on Raspberry Pi at the
time of this research.

5.2.2. VMware ESXi 7 on ARM

In August of 2020, VMware Corporation announced and released a testing version of
the ESXi 7.0 hypervisor specifically designed for ARM64 processors.

This version supports a number of Single-Board Computers, including Raspberry Pi
4. Although this version of ESXi is still considered a testing version and not an official
product of VMware, it has reached a sufficient level of maturity to be considered for future
enterprise-level implementations. The ESXi on ARM supports a variety of ARM64 Linux
and Microsoft Windows operating systems, as well as most of the features provided in
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commercial x86 versions, such as vMotion, vSAN, and vSphere central management. This
makes it a suitable candidate for integration with large enterprise environments.

The process of obtaining the suitable installation image for VMware ESXi 7 on ARM64
is very straightforward. The installation image can be acquired directly from VMware’s
official website, which has a dedicated section solely devoted to the ESXi on ARM edition
project. To access and download the appropriate version designed for Raspberry Pi, it
is necessary to complete a free sign-up process in order to create a VMware account.
Additionally, on the same website, there is the option of accessing several documentation
and instructional resources related to installation on other supported ARM64 devices.
Furthermore, a community forum is available for engaging in discussions about bugs and
various topics of interest [41].

Once the appropriate image is downloaded in ISO form, it is necessary to prepare
a UEFI bootable USB installation media based on it. This media will be used to boot the
Raspberry Pi in the ESXi installation environment, which guides the user on installing the
ESXi platform by selecting the destination drive and by providing the administrator’s (root
user) password. The entire installation process is very well described and documented
by the ESXi on the ARM development team, and the installation documentation is also
available for downloading along with the installation image.

Following the successful completion of the installation process, the ESXi management
interface is accessible via web interface by navigating to the assigned IP address of the
Raspberry Pi by a web browser on any computer connected to the same network.

As it can be observed from Figure 3, the ESXi on the ARM management web interface is
identical to any other traditional x86 version, making it easy to navigate for administrators
that are familiar with the ESXi products family. Additionally, by further navigating to the
management and monitoring functions, all common ESXi options are present, and the
processes for creating and modifying networking, data stores and virtual machines are
also identical. This is a rather important factor since administrators that are familiar with
VMware’s ESXi environments may manage and maintain this version without needing any
additional training.

Figure 3. The ESXi on the ARM management web interface.
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5.2.3. Centralized Management and Policies

The centralized administration of VMware ESXi hosts can be achieved via the vSphere
vCenter Management platform, which enables the standardization and optimization of
tasks such as VM deployment, resource allocation, and virtual hardware configuration.
Additionally, vCenter provides advanced features for performance monitoring and task
automation, enhancing the overall reliability and stability of virtualized environments [42].
Enrolling a Raspberry Pi 4B with pre-installed ESXi 7 into vSphere vCenter involves a
straightforward process, specifically, when a Raspberry Pi is added as a new host to vCenter,
becoming part of its inventory. This process is identical to the onboarding of traditional
x86 systems, simplifying the integration with pre-existing environments. Once the new
Raspberry host is enrolled, it can be assigned to an existing datacenter or cluster, allowing
administrators to manage virtual machines, resource allocation, network interfaces and
storage through vCenter’s unified web interface. Moreover, administrators may easily
monitor hardware health, performance and resource utilization of the edge infrastructure
through the same web interface. This approach simplifies overall management, allowing
administrators to focus on critical tasks rather than spend time on individual host man-
agement. Additionally, the integration with vCenter enables the creation of clusters with
multiple Raspberry Pi hosts, providing advanced features like live migration (vMotion) that
enable administrators to move virtual machines between hosts, facilitating easier hardware
maintenance and optimizing overall resource utilization. The management dashboard for a
Raspberry Pi 4B enrolled to the vCenter vSphere environment is presented in Figure 4.

Figure 4. Raspberry Pi enrolled to the vCenter vSphere environment.

6. Phase 3: Case Study—The Edge Infrastructure of a Financial Organization

This case study focuses on evaluating the actual integration of a Single-Board Com-
puter (SBC) server virtualization host as an edge-computing solution within an actual
operating organization environment. The selected organization, apart from its traditional
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branches, has a presence in various remote premises such as shop-in-a-shop locations,
temporary remote sites, and B2B micro branches that are especially designed to serve
the transactional needs of selected corporate large clients. In these described situations,
a workstation that acts as a hypervisor is currently used to provide a networking infras-
tructure for the banking employees and connectivity with the main banking infrastructure.
The purpose of this study is to evaluate the possibility of replacing these hosts with SBCs
and migrate their workloads to the SBC environment.

The primary aim of this case study is to assess the integration of SBCs as server
virtualization hosts in the organization’s edge-computing environment and to evaluate
their suitability and effectiveness. By utilizing SBCs, the organization aims to achieve a
more cost-effective, scalable, and energy-efficient solution while ensuring uninterrupted
connectivity and secure access to corporate resources.

During the implementation of this case study, valuable insights into the challenges,
benefits, and practical implications of SBC integration in real-world edge-computing sce-
narios will be gained. The findings will provide guidance for the organization in making
informed decisions about their infrastructure and exploring the potential of SBC-based
edge-computing solutions.

Throughout the study, a comprehensive methodology will be employed, encompassing
the evaluation of SBC performance, resource utilization, network connectivity, and security
considerations. The specific edge-computing scenarios encountered within the banking
organization, including shop-in-a-shop locations, temporary remote sites, and B2B micro
branches, will be simulated and analyzed.

The outcomes of this case study will contribute to a better understanding of the capabil-
ities and limitations of SBCs as server virtualization hosts in edge-computing environments
within the banking industry. Practical insights will be provided for the organization to
assess the viability of migrating workloads from traditional workstation hosts to SBCs,
potentially leading to improved operational efficiency, cost savings and enhanced agility.

In the following sections, the methodology, experimental setup, and analysis of the
results obtained from this case study will be outlined, shedding light on the potential
benefits and challenges associated with the adoption of SBCs for edge computing within
the banking industry.

6.1. Infrastructure Overview

The current IT infrastructure of the organization offers to the corporate users a variety
of services. Specifically, the services that are relevant and directly affect the parameters of
the specific case study are (a) active directory, (b) management and monitoring, (c) routing
and firewall. The analysis for each of these services is presented below.

Active Directory Services: The active directory environment has been designed
and implemented by utilizing Windows Server 2022 Datacenter edition as the domain
controller operating system. The functional and forest level of the active directory has been
raised to the highest available level (Windows Server 2016), ensuring access to the latest
features and capabilities. The entire infrastructure is fully domain-joined, integrating all
devices into the active directory domain to assure centralized administration, efficient user
authentication and the simplified deployment of software updates and patches. Additional
features and configurations include multiple password policies per different user groups,
Sysvol DFS replication for efficient information exchange between domain controllers
and the AD Recycle Bin for quick restoration of deleted data [43]. Through these policies
and mechanisms, the active directory environment ensures enhanced security, flexible
administration, and efficient user management, while the domain-joined infrastructure
facilitates seamless authentication and centralized permission control across the enterprise
network [44].

Management and Monitoring Services: The infrastructure has been equipped with
advanced monitoring and management services, leveraging the full capabilities of SCCM
(System Center Configuration Manager) and SCOM (System Center Operations Manager)
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platforms. These platforms have been integrated into the environment, providing extensive
configuration management, software deployment, and real-time monitoring capabilities.
Specifically, SCCM serves as a centralized management tool, enabling administrators to
perform configuration tasks across the infrastructure such as software deployment and
operating systems updating [45]. SCOM, and acts as a monitoring platform that provides
real-time visibility into the health, performance and availability of the infrastructure by
collecting data from various sources such as servers, applications and network devices
in order to detect issues and generate proactive alerts [46]. Another significant feature
of the infrastructure is the existence of Microsoft Windows Deployment Services (WDS)
2022. WDS is a Windows Server server role that automates the deployment of Windows-
based operating systems over the corporate network [47]. A significant aspect of WDS
2022 is its compatibility with ARM64 images. This feature has already been employed
by the organization for facilitating deployments on portable devices that feature ARM64
architecture. Additionally, VMWare vSphere Server 7 is utilized to manage the physical
hypervisors hosting the infrastructure, providing centralized control and administration of
virtualized environments. vSphere Server is also configured to provide advanced features
such as VMotion for live migration and High Availability (HA) for ensuring continuous
operation, even in the event of host failures.

Routing and Firewall Services: Routing is achieved through a dedicated proprietary
virtualized appliance, which is clustered on multiple VMs for high availability and provides
firewall and routing services to the entire infrastructure. The network is segmented into
several VLANs, with one VLAN serving as the internal network, and the others serving
each dedicated broadband Internet line with firewall protection enabled. The IPsec server
for LAN-to-LAN is enabled on each of them, and L2TP with the IPsec VPN server listens to
all public IPs for remote client connection.

6.2. Edge Branch Infrastructure Overview

This subsection provides a detailed technical overview of the current edge branch
infrastructure, which is implemented based on a single workstation featuring an Intel Core
i5 650 processor, 8 GB of RAM, and 1TB SSD storage. Specifically, this workstation serves
the role of a hypervisor by hosting a virtualized environment based on VMware ESXi 6.5
U3. The detailed hardware attributes of the edge workstation are presented in Table 3:

Table 3. Current edge workstation hardware attributes.

Hardware Attribute Value

Processor Type Intel Core i5 650
Cores/Threads Count 2 Cores/4 Threads
Processor Speed 3.20 GHz
Physical Memory 8 GB DDR3-1600 SDRAM
NIC Type Single-Port 1 Gbps Ethernet Adapter
Primary Hard Disk 1 TB SATA3 SSD Drive
Controller Speed Max. 6 Gbit/sec

6.2.1. Current Virtual Machine Configuration

The ESXi hypervisor hosts two virtual machines specifically configured to meet the
requirements of the edge branch office. The first virtual machine features a FreeBSD installa-
tion configured for functioning as a routing appliance. Specifically, this VM is a proprietary
build of a firewall, routing and VPN services software appliance. By establishing and man-
aging the internal network, this VM provides a dedicated Class C network with integrated
DHCP and DNS services, facilitating efficient IP address allocation and domain name
resolution within the branch network. Moreover, this VM is responsible for establishing a
secure VPN connection to the main organization’s network, ensuring encrypted tunneling
for secure data transfer.
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The second virtual machine features a Microsoft Windows 10 Enterprise 22H2 installa-
tion functioning as an application server. Attached to the internal network provided by
the FreeBSD-Based VM, it enables controlled access to corporate resources. Integration
with the main organization’s active directory enables centralized user management and
domain policies enforcement. This integration enables the application of various policies,
regulating user access and ensuring that authorized users may interact with specified
corporate resources. Additionally, this Windows VM also acts as a local file server and
as a Remote Desktop Protocol (RDP) host for facilitating specified users within the edge
network. A graphical representation of the edge branch networking topology is given in
Figure 5:

Figure 5. Representation of edge branch topology.

6.2.2. Current Implications and Upgrade Possibilities

The current implementation of the edge branch infrastructure introduces several
implications that require careful consideration. Specifically, it is important to note that the
currently used workstation represents an older model featuring a CPU that has reached its
end of support, a fact that directly impacts the availability of future software updates and
patches. Additionally, the specific workstation, being an older model, may exhibit a larger
form factor, higher power consumption, higher noise levels and increased thermal overhead.
Additionally, VMware ESXi 6.5 U3, although a stable and reliable hypervisor, is also an
older version that practically limits the availability of functionalities and enhancements
available in more recent versions.

Considering the above implications, it becomes apparent that a substantial upgrade is
necessary to ensure that the edge infrastructure achieves similar or even higher efficiency
compared to the existing setup. To address the limitations associated with the currently
used infrastructure, an upgrade to a more modern and advanced solution was requested
by the organization. One such solution is the utilization of a high-performance and low-
energy consumption SBC that employs a scalable enterprise-level hypervisor. Towards this
direction, the adoption of Raspberry Pi 4B in conjunction with ESXi 7.0 on ARM64 may
benefit the edge branch with significant power saving compared to the older workstation-
based approach. Additionally, the Raspberry Pi 4B’s small form factor and low heat
generation make it ideal for edge environments with limited physical space.

6.2.3. Transition Considerations

The transition to a Raspberry Pi 4B-based infrastructure presents an appealing solution
to overcome the limitations of the existing workstation-based setup. By carefully managing
the migration process and by leveraging the advantages of the Raspberry Pi 4B and VMWare
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ESXi 7.0, the edge branch can establish a more efficient and future-ready infrastructure
for its networking and application needs. Nevertheless, transitioning from the existing
infrastructure to a Raspberry Pi 4B-based one requires careful planning. The most important
technical key factors that should be taken into account are analyzed below:

• Operating System Compatibility: The transition process requires the utilization of
ARM64-compatible operating systems. Specifically, for both the FreeBSD and the
Windows 10 VMs, an ARM64-based equivalent version should be employed. Since
the direct migration of x86 VMs to the ARM64 architecture is not technically feasible,
fresh installations and proper configuration of the new ARM64 VMs is required.

• Resource Allocation and Capacity Planning: Resource allocation for the Raspberry-
based infrastructure should be identical to the existing VMs. Specifically, for the
FreeBSD-Based VM, 1 GB of RAM, 64 GB of storage, and 2 CPU cores need to be
allocated. For the Windows 10 Enterprise VM, 4 GB of RAM, 128 GB of primary
storage, and an additional 512 GB virtual disk for shared storage are required.

• Performance Testing and Validation: A thorough testing process needs to be followed
in order to ensure that the Raspberry Pi 4B-based infrastructure meets the expected
performance requirements. Factors such as stability, responsiveness and capacity to
handle the anticipated workloads should be evaluated to ensure a successful transition.

By considering the above-mentioned aspects and by carefully planning the transi-
tion process, the edge infrastructure may be successfully migrated to a Raspberry Pi
4B-based one while ensuring improved energy efficiency, reduced footprint, and enhanced
service provisioning.

6.2.4. Transition Results

The transition to the Raspberry Pi 4B-based infrastructure yielded promising results,
with several key steps and outcomes worth highlighting.

Firstly, the FreeBSD ARM64 variation was conveniently available preinstalled by
the firewall service provider. This streamlined the transition process, as the FreeBSD
VM could be effortlessly imported into the Raspberry ESXi infrastructure, significantly
reducing the setup complexities. To ensure a flawless integration, Open VMware Tools
were installed. In terms of networking performance, both the internal IP network and
the VPN connection with the main organization’s infrastructure performed consistently
with the x86 variation previously installed on the workstation-based infrastructure. This
consistency ensured that network operations continued without disruption, reassuring the
organization’s stakeholders about the reliability of the transition.

The deployment of the Windows 10 ARM64 VM followed a different distinctive path.
Specifically, a pre-staged installation image that has previously been used for ARM64-based
devices was utilized. The deployment of this image was made possible through the existing
Windows Deployment Services 2022 (WDS) service of the organization. At this point, it
should be noted that ESXi on ARM demonstrated its capability to perform UEFI boot over
Ethernet for its hosted VMs, which was a crucial function for this deployment and an
important feature concerning the overall testing process. A significant variation in the
Windows 10 ARM64 VM pre-staged setup was the inclusion of the VMWare VMXNET
3 driver in the deployed image. This addition was necessary to successfully facilitate
booting from the virtual network adapter, enhancing the compatibility of the VM within
the infrastructure. However, it should be noted that VMware tools developed for ARM64
Windows were not available at the time of this research. As a result, certain devices such
as the virtual SCSI and VMware Display adapter could not be utilized properly. Instead,
the generic Microsoft Windows display driver was used, and the virtual disk was connected
via the provided Virtual SATA controller. Additionally, integration services commonly
accessible for x86 VMs were not available for ARM64, necessitating the employment of
alternative configurations.

After the completion of the Windows 10 ARM64 VM installation, all preparatory
actions, such as active directory and SCCM enrollment, were successfully achieved in the
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same manner as in the x86 deployment. Active directory policies were successfully enforced,
ensuring consistent management and security. Furthermore, essential services such as SMB3
file sharing and Remote Desktop Services (RDP) were thoroughly tested and proven to
function seamlessly in the ARM64 environment. It is also worth mentioning that Windows
10 on ARM64 delivered an identical user experience to its x86 counterpart, emphasizing
the feasibility of the ARM64-based infrastructure in maintaining user familiarity.

The above successful transition results emphasize the adaptability of the ARM64-based
infrastructure, whereas, at the same time, they highlight the necessity for further adjust-
ments regarding the ARM64 VMs in comparison with their x86 counterparts. Concluding
the transition process, the successful virtual machines installation, the incorporation with
existing services and the consistent user experience contribute to the overall success of
the transition.

6.3. Performance Comparisons

This subsection presents a comparative performance testing between the newly im-
plemented Raspberry-based infrastructure and the pre-existing workstation-based infras-
tructure that has been in operation. Specifically, this performance testing is focused on
critical metrics that directly affect the performance of virtualized infrastructures.These
metrics include average and peak CPU utilization, average and peak power consump-
tion, average and peak datastore latency and and the performance of live migration via
vMotion. The specific comparative testing is performed so as to cover and explore two
distinctive areas:

• The ability and efficiency of the newly created Raspberry-based infrastructure to
manage the required workloads;

• To compare the efficiency and performance of the Raspberry-based infrastructure
against the workstation-based infrastructure already in place.

6.3.1. CPU Utilization

CPU utilization is a critical factor for hypervisors, as it directly affects how efficiently
virtualized environments operate. Since hypervisors manage multiple virtual machines
that simultaneously operate on a single physical host, it is essential to manage CPU re-
sources effectively. Specifically, high CPU utilization may lead to conflicts in the virtual
machines operation, causing serious performance degradation for the entire virtualized
infrastructure. On the contrary, low CPU utilization is an indication that a physical host
might be under-utilized.

Proper CPU resource management ensures that VMs respond quickly and smoothly,
leading to improved user experience and more stable virtualized environments. It also
enables fast and reliable VM migration between hosts, ensuring uninterrupted performance
during transitions.

The CPU utilization monitoring process for the Raspberry-based infrastructure and
the workstation-based infrastructure running ESXi involved the use of two identically
configured Windows 10 virtual machines, one per each host. Both VMs were joined to the
organization’s active directory, with all necessary group and security policies enforced,
both per user and per computer.

To ensure comparison fairness, both infrastructures were connected to the same
management VLAN and monitored using vSphere vCenter. The CPU monitoring for
each infrastructure began at the moment each Windows 10 VM was started and lasted for
19 minutes with a sampling interval of 20 s between each recorded value.

To minimize any potential variations, both systems were connected to the same
internal network, ensuring an equal administrative distance from the organization’s domain
controllers. This setup aimed to provide a consistent and controlled environment for
monitoring CPU utilization on both infrastructures.

By following this monitoring process, it was possible to gather data on the CPU utiliza-
tion of both infrastructures under similar conditions, enabling a meaningful comparison
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between the Raspberry-based and workstation-based systems running ESXi. The consoli-
dated collected data for both infrastructures are illustrated in Figure 6.

Figure 6. Consolidated CPU Utilization for BCM2711 and i5 650 processors.

As it can be observed, during the monitoring process, both systems exhibited consid-
erable CPU utilization. In comparison, Raspberry Pi 4B infrastructure exhibited higher
utilization with an average of 41.34% and a peak value of 99.6%, whereas the workstation-
based infrastructure exhibited an average of 30.11% and a peak value of 78.63%. The overall
CPU utilization results are presented in Table 4:

Table 4. CPU utilization comparison.

CPU Model Average Utilization (%) Peak Utilization (%)

Broadcom BCM2711 41.34 99.66
Intel i5 650 30.11 78.63

6.3.2. Power Consumption

The power consumption of IT equipment is crucial for all organizations since it directly
impacts the overall operational cost, efficiency and environmental sustainability. One of
the most important advantages of using ARM64-based systems is that their architectural
design is based on the Reduced Instruction Set Computing (RISC) principles that mandate
reduced power consumption [48].

To examine the impact in power consumption caused by the replacement of the edge
infrastructure, the first step is to examine the electrical specifications of both the workstation
and Raspberry Pi power supply units (PSUs). Specifically, the host of the workstation-based
infrastructure is currently equipped with a DPS-300AB-10 PSU by Delta Electronics INC.
As described in the manufacturer’s datasheet, this particular PSU is capable of delivering a
maximum power of 300 watts (W) with a maximum input current less than 4 amperes (A)
at 230 volts (V) [49]. As previously mentioned in Section 4.2.3, the Raspberry Pi is equipped
with the official Raspberry SC0217 USB-C power supply. According to the manufacturer’s
datasheet, this power supply is capable of delivering a maximum power of 15.3 W with a
maximum input current of 0.5 A at 230 V [31].

Even though by directly comparing the electrical specifications of the two power
supplies it is obvious that the workstation may exhibit much higher power consumption
than the Raspberry Pi, this fact needs to be further validated by comparing their actual con-
sumption during real-time operation. Power consumption (P) in watts can be determined
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by multiplying the voltage (V) with the current (I). Assuming that the mains voltage is con-
stantly 230 V, it is necessary to measure the actual value of the current. This can be achieved
by connecting an ammeter in series between the main power and the power supply unit.
For the purposes of this research, an UNI-T UT161D digital multimeter was employed and
configured to measure the alternating current (AC) in amperes with a resolution precision
of 0.001 A per reading [50]. The connection of the ammeter is represented in Figure 7:

Figure 7. Ammeter connection diagram for PSU current measuring.

Since the power consumption is mainly affected by hardware utilization and par-
ticularly by CPU usage, the ammeter readings exhibit constant fluctuations. In order to
ensure an accurate consumption calculation and a fair comparison, it is essential to gather
multiple current readings in fixed intervals for both devices while executing a predefined
utilization scenario.

For the purposes of this comparison, the same utilization scenario previously described
in Section 6.3.1 was executed. In this case, the monitoring process involves the recording
of the ammeter values for each infrastructure. The recording of current values for each
host began at the moment that each Windows 10 VM was started and lasted for 19 min
with a sampling interval of 20 s between each recorded value. Following the above process,
it was possible to calculate the power consumption of both infrastructures under similar
conditions enabling a fair comparison. The consolidated data of the calculated power
consumption for both systems are illustrated in Figure 8.

Figure 8. Power consumption for workstation and Raspberry Pi 4.
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As it can be observed, there is a vast power consumption difference between the two
systems. Specifically, the workstation-based infrastructure exhibited an average power
consumption of 50.95 W with a peak value of 71.07 W, whereas the Raspberry-based
infrastructure exhibited an average of 5.8 W with a peak value of 7.97 W. The overall power
consumption results for both infrastructures are presented in Table 5.

Table 5. Power consumption summary.

Metric Workstation Raspberry Pi 4B

Min. Consumption (W) 36.57 4.14
Max. Consumption (W) 71.07 7.97
Average Consumption (W) 50.95 5.80

6.3.3. Datastore Latency

One of the most critical performance metrics for virtualized environments is storage
latency. Storage latency refers to the time needed by a storage device to respond to read
and write requests originating from virtual machines. Since in virtualized environments
multiple VMs are sharing the same physical storage resources, when a single virtual
machine requests to read or write data, this request is processed and submitted by the
hypervisor to the storage system in order to process it and return the requested data back
to the virtual machine.

The storage latency is commonly measured in milliseconds (ms) and defines the
amount of time needed for the storage system to respond to read and write requests.
Specifically, a low latency value indicates that a storage system responds quickly, and
as a result, it may provide rapid I/O operations and fast data access. On the contrary,
high latency values indicate slower response times, commonly leading to delayed I/O
operations and overall performance degradation [51].

Specifically, storage latency is a critical metric for virtualized environments since it
affects a number of important functions and features, such as overall responsiveness, work-
load performance, I/O intensive operations and live migration. High latency values may
indicate either storage errors or performance issues concerning the underlying hardware
such as locally attached storage controllers. Considering the main concern of the Raspberry-
based infrastructure being the storage performance due to its USB3 connectivity, it was
essential to compare the overall read and write latency of the Raspberry-based system with
the currently used workstation. To achieve this, the following steps were undertaken:

• Both the Raspberry-based and workstation-based hypervisors were connected to the
same management VLAN and concurrently monitored using vSphere Center.

• To assess the write latency, a file copy operation was initiated from a computer within
the internal network to the Windows 10 Virtual Machine on each host. The duration
of each file copy operation was six minutes.

• Similarly, to monitor the read latency, a file copy operation was initiated from the
Windows 10 VM to the same computer used in the previous step. The duration of
each read operation was also six minutes.

• The monitoring process was initiated simultaneously for each operation, and latency
readings were sampled at 20 s intervals.

This approach allowed for a direct comparison of the read and write latency between
the Raspberry-based and workstation-based hypervisors, providing insights into the stor-
age performance of the Raspberry-based infrastructure. The consolidated results for both
the read and write operations for each host are illustrated in Figure 9:
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Figure 9. Consolidated datastore latency for USB and SATA AHCI controllers.

As it can be clearly observed, the overall datastore latency for the Raspberry-based
infrastructure is considerably higher. Specifically, during the test, the Raspberry-based
infrastructure exhibited an average latency of 12.1 ms for read operations and 5.31 ms
for write operations, with peak latency reaching 22 ms and 8 ms, respectively, while the
workstation-based infrastructure exhibited an average latency of 1.42 ms for read and
1.05 ms for write operations, with peak latency of 3 ms and 2 ms, respectively. These results
highlight the considerable disparity in latency performance between the two infrastructures.

The latency testing results are summarized in Table 6.

Table 6. Datastore latency.

Storage Controller Operation Average (ms) Peak (ms)

USB3 Storage
Controller Read 12.1 22

Write 5.31 8

SATA AHCI
Controller Read 1.42 3

Write 1.05 2

6.3.4. Live Migration (vMotion) Performance

The live migration of virtual machines (VMs) between hosts, a feature commonly
referred by VMWare systems as vMotion, is a critical component for every enterprise-level
virtualized environment. Specifically, vMotion enables the migration of running VMs
from a virtualization host to another, in real time, without disrupting their operation. Live
migration holds significant importance for enterprise-level environments, offering a crucial
solution to address the ever-evolving needs of modern IT operations. In critical occurrences,
where maintaining uninterrupted services, optimizing resources, and retaining flexibility
are essential, live migration plays an indispensable role. For example, within datacen-
ters, live migration enables administrators to effectively distribute workloads, ensuring
efficient resource utilization and real-time adaptation to varying demands, without caus-
ing service disruptions. Additionally, in the financial sector, live migration serves as a
cornerstone of business continuity during hardware maintenance, safeguarding critical
financial operations.

Since live migration is available only between hosts with the same processor archi-
tecture, for the purposes of this evaluation, an additional Raspberry Pi host was utilized,
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featuring identical hardware and installation specifications with the one tested. This host
was added to the same management network with vMotion enabled and enrolled to the
vCenter Server 7 environment. The same process was followed for the workstation-based
host. The testing process aims to evaluate the ability of the Raspberry hosts to perform live
migration of their workloads and to compare their performance against the workstation-
based hosts currently in place. Specifically, the testing process aims to assess vMotion’s
efficiency by migrating a Windows 10 ARM64 VM between two Raspberry Pi 4B hosts and
a Windows 10 x64 VM between two hosts featuring the Intel i5-650 processor.

To ensure the integrity and fairness of the test, a consistent environment was estab-
lished. All hosts, both ARM64-based Raspberry Pi and x86-based Intel i5-650, were enrolled
in the same infrastructure, managed by vCenter Server 7. This configuration ensured that
all hosts had an equivalent administrative distance, eliminating potential bias. The VMs
on both hardware platforms shared identical configurations, including a 50 GB virtual
disk, 4 GB of allocated RAM, and 4 virtual processors. Moreover, uniform domain policies
and configurations were enforced on both VMs, enabling a comprehensive and equitable
assessment of vMotion performance.

The vMotion process was meticulously scrutinized throughout the test to capture
performance accurately. The procedure consisted of the following steps:

• Infrastructure Setup: All hosts were integrated into the same infrastructure, managed
by vCenter Server 7, guaranteeing consistent administrative distances.

• VM Configuration: VMs on both hardware platforms were identically configured with
a 50 GB virtual disk, 4 GB of RAM, and 4 virtual processors. Domain policies and
configurations were synchronized between the VMs.

• vMotion Initiation: The vMotion process was initiated for each hardware configu-
ration. This involved live-migrating the VM from one host to another within the
same network.

• Performance Monitoring: CPU utilization and read/write latency were continuously
monitored through vCenter Server during the vMotion process for both Raspberry Pi
and Intel i5-650 environments. Specifically, the interval between values collected for
both CPU utilization and datastore read/write latency was 20 s for both environments.

• VM Availability Assessment: To assess VM availability during migration, each VM
was subjected to continuous pinging by another machine on the same network.

The results of CPU utilization and storage latency for the Raspberry-based infrastruc-
ture are illustrated in Figures 10 and 11, respectively, and summarized in Table 7:

Figure 10. Broadcom BCM2711 utilization.
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Figure 11. USB3 storage controller latency.

Table 7. Test results—Raspberry Pi 4B host.

Metric Value

Migration Duration 23 min
Average CPU Usage 49.44%
Peak CPU Usage 76.16%
Average Read Latency 15.8 ms
Average Write Latency 4.8 ms
Peak Read Latency 43 ms
Peak Write Latency 21 ms

VM Availability Packet Loss: 1%, Minimum: 0 ms, Maximum:
437 ms, Average: 3 ms

The results of CPU utilization and storage latency for the workstation-based infras-
tructure are illustrated in Figures 12 and 13, respectively, and summarized in Table 8:

Figure 12. Intel i5 650 utilization.
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Figure 13. SATA ACHI controller latency.

Table 8. Test results—Intel i5 650 host.

Metric Value

Migration Duration 10 min
Average CPU Usage 18.10%
Peak CPU Usage 39%
Average Read Latency 2.3 ms
Average Write Latency 0.7 ms
Peak Read Latency 4 ms
Peak Write Latency 2 ms

VM Availability Packet Loss: 0%, Minimum: 0 ms, Maximum:
129 ms, Average: 1 ms

Based on the above results, the success of vMotion in an ARM64-based environment,
exemplified by the Raspberry Pi 4B, showcases its adaptability to diverse hardware con-
figurations. While the migration duration was significantly longer, and CPU utilization
was higher on the Raspberry Pi, this test clearly demonstrates the feasibility of vMotion
in ARM64-based systems, potentially opening doors for specific use cases. However, it is
crucial to contextualize the elevated datastore latency observed in the Raspberry Pi envi-
ronment. This latency can be once again attributed to the Raspberry Pi’s storage, connected
via a USB3 to the SATA adapter, introducing additional latency compared to direct SATA
controller connections.

6.4. Discussion on Results

This subsection focuses on the examination of performance comparisons between
the Raspberry Pi 4B and the workstation-based ESXi host, with a specific focus on CPU
utilization, power consumption, datastore latency, and vMotion performance.

Specifically, CPU utilization, a critical consideration for hypervisors, was directly influ-
enced by both systems, with significant utilization observed in both instances. As presented
on Table 4, the Raspberry Pi-based infrastructure featured increased utilization, with an
average of 41.34% and a significant peak value of 99.66%, whereas the workstation-based
infrastructure demonstrated an average of 30.11% with a lower peak value of 78.63%.
The higher CPU utilization in the Raspberry Pi environment suggests potential differences
in processing efficiency between ARM64 and x86 architectures, which is crucial for resource
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management and performance optimization. Nevertheless, this disparity can be partially
justified since the Intel i5 650 processor, though older, is considered more powerful than
the Broadcom BCM2711.

Power consumption is a crucial factor concerning computing infrastructures due to
its major impact on operational costs, sustainability and overall efficiency of the systems
involved. As presented in Table 5, the Raspberry PI-based infrastructure exhibited an
average consumption of 5.8 watts, ranging from 4.14 to 7.97 watts. On the contrary,
the workstation-based infrastructure exhibited considerably higher values, with an average
power consumption of 50.95 watts, ranging from 36.57 to 71.07 watts. This significant
disparity in power consumption further validates the arguments regarding the power
efficiency of ARM-based SBCs.

Datastore latency, another critical metric for virtualization infrastructures, also features
significant disparities between the Raspberry Pi- and workstation-based infrastructures.
Specifically, the Raspberry Pi infrastructure exhibited notably higher latency, with average
read and write latencies of 12.1 ms and 5.31 ms, respectively, and peak latency reaching
22 ms and 8 ms. On the contrary, the workstation-based infrastructure demonstrated
considerably lower latency, with average read and write latencies of 1.42 ms and 1.05 ms,
and peak latency of 3 ms and 2 ms. These findings reveal the substantial performance
gap in latency between the two infrastructures. The considerable disparity in latency
performance between the Raspberry Pi- and workstation-based infrastructures reveals the
major challenges and concerns in storage efficiency on the Raspberry Pi platform, which
are directly attributed to the lack of a dedicated storage controller and the implementation
of a USB3 to SATA adapter setup.

Live migration (vMotion) is an essential feature for enterprise-level virtualized envi-
ronments, allowing the direct transfer of running virtual machines between hosts with-
out disruption. The evaluation process was based on the migration of a Windows 10
ARM64 VM between two Raspberry Pi 4B hosts and a Windows 10 x64 VM between two
workstation-based hosts. Despite the longer migration duration and higher CPU utilization
observed in the Raspberry Pi environment, the successful execution of vMotion in the
ARM64-based environment highlights its adaptability to diverse hardware configurations.
The feasibility of vMotion in the ARM64-based Raspberry Pi environment, despite the sig-
nificantly higher resource utilization and longer migration duration, suggests the potential
versatility in ARM64 systems for specific use cases, while emphasizing the importance of
optimizing for hardware variations, particularly storage latency. In conclusion, these results
emphasize the potential utility of vMotion in ARM64-based systems, such as the Raspberry
Pi 4B, for specific use cases. However, the significant disparities in CPU utilization and
storage latency underscore the need for strategic hardware selection and optimization to
maximize performance and ensure seamless VM migration in virtualized environments.

7. Conclusions and Future Work

The primary focus of this research was to examine the possibility of adopting SBCs on
edge-computing scenarios by employing virtualization technology. During the course of
hardware investigation, the Raspberry PI 4B SBC was used as a reference to create a testing
environment used to conduct an evaluation of Microsoft Hyper V and VMware ESXi 7
on ARM64 Type 1 Hypervisors. This evaluation revealed that while Microsoft Hyper V
was unable to operate on Raspberry PI 4B, the VMWare ESXi on ARM is fully operational
and exhibited adequate performance and features compatibility to be considered the base
platform for the rest of the research. During the course of both hardware and hypervi-
sor investigations, a number of limitations were revealed that could potentially lead to
performance degradation or disruption of the provided services. These limitations were
mostly concerning hardware and software compatibility, storage performance and other
reliability issues.

The transition from traditional x86-based edge infrastructure to an ARM64-based
Single-Board Computer (SBC) setup brings both opportunities and challenges, notably in
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the context of virtualization technology. ARM64-based SBCs, such as the Raspberry Pi
4B, excel in power efficiency, making them ideal for energy-conscious edge deployments,
crucial in resource-constrained environments. Their compact form factor and minimal heat
generation address space limitations in edge deployments. However, it is important to
acknowledge that the ARM64 architecture, while gaining traction, is still less mature than
x86, leading to issues mostly concerning software compatibility, driver support and system
stability, especially regarding virtualization solutions.

Despite all the challenges mentioned above, during the course of this research, it has
been proven that Raspberry Pi 4B may successfully operate as a dependable virtualization
host in conjunction with VMware ESXi 7 on ARM. Additionally, even though ESXi on ARM
is still under development and not an enterprise-ready product, the majority of its features
are operational and can be adequately utilized. Furthermore, the host can be successfully
managed by an existing vCenter Server infrastructure, featuring advanced remote man-
agement capabilities such as advanced health monitoring and live migration for virtual
machines, enabling it to be fully integrated in an existing x86 enterprise-level infrastructure.

Specifically, during the course of the case study conducted in an actual environment of
a financial organization, an edge-computing infrastructure based on a traditional x86 work-
station, featuring VMware ESXi hosting two virtual machines was successfully replaced
by a Raspberry-based host, supporting the same workloads. Even though comparative
performance testing between the two edge infrastructures revealed higher CPU utilization
and increased storage latency for the Raspberry-based host, we could potentially disqualify
the solution due to poor performance, as there was no service downtime reported either for
the host or for the hosted VMs.Additionally, the most severe performance issue revealed
by the conducted tests is datastore latency, which was approximately ten times higher in
comparison with the average latency exhibited by the workstation-based infrastructure.
This situation can be directly attributed to the absence of a dedicated storage controller and
not due to the lack of processing power. Nevertheless, it is essential to mention that during
the execution of identical computing scenarios, Raspberry Pi exhibited a substantially lower
power consumption of approximately nine times lower on an average scale compared to
the workstation-based infrastructure, revealing the enormous potential for sustainability,
energy efficiency and cost effectiveness of the solution.

In conclusion, transitioning from the x86-based edge infrastructure to ARM64-based
SBCs, like the Raspberry Pi 4B, has been proven to be feasible and beneficial in terms of
power expenditures but is still in its early stage due to the serious performance issues that
need to be addressed. These issues derive from the lack of standardization concerning
ARM64 SBCs, limited software support and hardware expandability that could poten-
tially assist system engineers in solving critical issues such as storage performance by
customizing the hardware according to the needs of each implementation. Nevertheless,
the compelling difference in power consumption is a strong motivating factor for work-
ing on overcoming the above issues towards the creation of modern, cost-effective and
environmentally friendly computing solutions. Even though this research revealed that for
the specific edge environment, the poor storage performance could potentially disqualify
the solution, it is important to clarify that all integration tests with the organization’s
infrastructure were successful and that all necessary services were provided properly and
as intended. Because of that, the edge infrastructure developed for the purposes of this
research can be used in the context of another case study featuring less disk-intensive VMs
than Microsoft Windows. Additionally, as a future research, the possibility of replacing the
USB3-based storage with a faster dedicated storage controller on a hardware level should
be considered. Such research could involve performing hardware modifications on an
SBC that is currently available or by employing another more efficient model that will be
produced in the near future.
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