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Abstract: Currently, approaches to correcting misspelled words have problems when the words
are complex or massive. This is even more serious in the case of Spanish, where there are very few
studies in this regard. So, proposing new approaches to word recognition and correction remains a
research topic of interest. In particular, an interesting approach is to computationally simulate the
brain process for recognizing misspelled words and their automatic correction. Thus, this article
presents an automatic recognition and correction system of misspelled words in Spanish texts, for the
detection of misspelled words, and their automatic amendments, based on the systematic theory of
pattern recognition of the mind (PRTM). The main innovation of the research is the use of the PRTM
theory in this context. Particularly, a corrective system of misspelled words in Spanish based on this
theory, called Ar2p-Text, was designed and built. Ar2p-Text carries out a recursive process of analysis
of words by a disaggregation/integration mechanism, using specialized hierarchical recognition
modules that define formal strategies to determine if a word is well or poorly written. A comparative
evaluation shows that the precision and coverage of our Ar2p-Text model are competitive with other
spell-checkers. In the experiments, the system achieves better performance than the three other
systems. In general, Ar2p-Text obtains an F-measure of 83%, above the 73% achieved by the other
spell-checkers. Our hierarchical approach reuses a lot of information, allowing for the improvement
of the text analysis processes in both quality and efficiency. Preliminary results show that the above
will allow for future developments of technologies for the correction of words inspired by this
hierarchical approach.

Keywords: spell-checker; text recognition; Ar2p-Text

1. Introduction

Spelling errors and misspelled words are a big problem in idioms. For example, in
Spanish, in street signs and social networks, among other contexts, this is very visible in
expressions such as “Dios vendice a mi madre”, “solo Dios jusga”, “segidme”, “alturista”,
instead of “altruista”, “objetibo”, and “la vida no es fasil” y “sonrrisa”. Currently, some
systems perform an analysis, an extraction, an annotation, and a linguistic correction (based
on dictionaries or in statistical analyses) to perform tasks as diverse as lemmatization [1,2],
morphosyntactic labeling [3,4], syntactic analysis [3], sentiment analysis (or opinion min-
ing), and conceptual annotation [2], among others.

Although there are some works on misspelled words in Spanish texts in order to
recognize and correct them (see Section 2), they are not yet efficient enough, particularly
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when the texts are large or the words have a certain complexity in their structure [5–7].
A good example is the large number of word errors contained in millions of tweets and
other massive data media [3,4]. Thus, efficient approaches based on a lexical analysis of the
syntax of words in Spanish are interesting approaches that are not found in the literature to
address this issue.

In this work, we present an automatic system for the orthographic revision of texts in
Spanish, for the recognition of misspelled words, and for their automatic corrections, based
on PRTM [8]. This work presents a new method for the detection of misspelled words, in a
way very similar to how the human brain solves misspellings (specifically, the neocortex),
called Ar2p-Text, which reuses information to propose an efficient approach based on the
lexical analysis of the syntax of the words in Spanish. Particularly, Ar2p-Text is based on
Ar2p, a neural network model that represents the form just like the brain (neocortex) works
using recognition modules of patterns [9–11], according to the PRTM theory [8]. Ar2p-Text
uses strategies and modules of recognition and correction that allow for the carrying out
of different processes of detection and correction of orthographic errors. In synthesis, the
architecture of Ar2p-Text is characterized by having recognition module hierarchies, which
increase the levels of complexity; i.e., the pattern recognition modules that constitute the
lowest-level levels (or Xj−1), will always be of less complexity than the modules of the
upper-level levels (or Xj, for j = 1,. . ., m). In addition, Ar2p-Text has a supervised definition
of the weights assigned to the variables used for recognition based on adaptive mechanisms
inspired by previous works [10,12,13]. Therefore, the main contribution of this work is to
propose a new system to recognize and correct misspelled words in Spanish texts based on
AR2P (following the PRTM theory), which (i) is highly recursive and uniform; (ii) is based
on a recognition process that uses a hierarchy of patterns that is self-associating; (iii) is
adaptable because it can learn new patterns (words); (iv) can analyze large Spanish texts
with words with a certain complexity in their structure; and (v) is a new spell-checking
approach that follows the highly scalable and efficient human model that is very different
from other spell-checking approaches that do not rely on atomic abstractions and recursive
processes to generalize information. As far as we know, there is no previous work based on
PRTM, and less applied to Spanish.

This paper is organized as follows: Section 2 describes related works. Section 3
describes the PRTM theory, which is the basis of AR2P text. Section 4 makes a formal
description of the general architecture of Ar2p-Text, its data structure (pattern recognition
modules), and its computational model. Section 5 shows the experiments for the treatment
of digital texts, the database used, the quality metrics, and the performance evaluation.
Finally, Section 6 describes conclusions and future works.

2. Related Works

Currently, there are different approaches for lemmatization, morphosyntactic analysis,
and sentiment analysis, among others. Particularly, we are interested in the spell-checking
(auto-correction) problem.

Some works in this domain are STILUS [14], which distinguishes four types of errors:
grammatical, orthographic, semantic, and stylistic. The system has modules specifically
dedicated to each one of them. In the case of orthographic revision, STILUS performs
the correction of words in three stages: the generation of alternatives to the wrong word,
the weighting of alternatives, and the arrangement of alternatives. Another system is
ArText, which is a prototype of an automatic help system for writing texts in Spanish in
specialized domains [5]. The system has three modules: the first module handles aspects of
structure, content, and phraseology. The second module is for format and linguistic revision.
Finally, the last module allows the users to linguistically revise their text. XUXEN is a spell-
checker/corrector [6], which has been defined based on two morphological formalisms. It
uses a highly flexed standardized language with a broad relationship between nouns and
verbs and a lexicon that contains approximately 50,000 items, divided among verbs and
other grammatical categories.
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On the other hand, Valdehíta [3] proposes a spell- and grammar-checker algorithm for
texts where the possible mistakes are not detected by tagging and parsing, but by statistical
analysis, comparing combinations of two words used in the text to a hundred-million-word
corpus. Ferreira et al. [1] propose a spell-checker where the text is processed according to
two ways: word by word and as a chain in search of complex error patterns. In [15], a corpus
is presented called JHU FLuency-Extended GUG corpus (JFLEG), which can evaluate
grammatical errors. It uses different levels of a language, with holistic fluency edits, both
to correct grammatical errors and to make the original text more native-sounding. Also,
Singh and Mahmood [7] present a general approach to various uses of natural language
processing (NLP) (translation and recognition) using modern techniques such as deep
learning techniques. Finally, there are other books and papers in the literature like [16], but
there are few systems that deal with lexical or syntactical errors in Spanish, like [3,5,14].

Li et al. [17] developed a multi-round error correction method with ensemble enhance-
ment for Chinese Spelling Check. Specifically, multi-round error correction follows an
iterative correction pipeline, where a single error is corrected at each round, and the subse-
quent correction is conducted based on the previous results. Cheng et al. [18] defined an
English writing error correction model to carry out an automatic checking and correction of
writing errors in English composition. This paper used a deep learning Seq2Seq_Attention
algorithm and a transformer algorithm to eliminate errors. Then, the output of each al-
gorithm is sent to an n-gram language algorithm for scoring, and the highest score is
selected as the output. Ma et al. [19] proposed a confusion set-guided decision network
based on a long short-term memory model for spoken Chinese spell checking. The model
can reasonably locate the wrong characters with a decision network, which ensures the
bidirectional long short-term memory pays more attention to the characteristics of the
wrong characters. This model has been used to detect and correct Chinese spelling errors.
Finally, Hládek et al. [20] presented a survey of selected papers about spelling correction
indexed in Scopus and Web of Science from 1991 to 2019. The survey describes selected
papers in a common theoretical framework based on Shannon’s noisy channel. They finish
with summary tables showing the application area, language, string metrics, and context
model for each system.

As we can see in the previous works, there are not many works related to Spanish.
We confirmed that in the existing literature, the language where the most work has been
performed on spelling correction is Chinese. Additionally, there are also no works that
are based on a hierarchical approach to pattern recognition (in our case, words) as a basic
mechanism that allows for the reuse of text (patterns) as an efficient way that allows for the
recognition of many words, some of them complex. In our case, Ar2p-Text allows for it,
because the Ar2p neural model on which it is inspired is based on the PRTM theory that
emulates the behavior of the neocortex area of the brain that follows these principles (the
next sections detail these theories/models).

3. PRTM Theory

This model has been described in several previous works; here, we present a short
summary. The pattern recognition theory of mind (PRTM) describes the procedure followed
by the neocortex, according to some of the aspects of the functioning of the human brain
such as [8,21] wherein (i) our memory is handled as a hierarchy of patterns and (ii) if we
only perceive a part of a pattern (through sight, hearing, or smell), we can recognize it.
Also, PRTM presupposes several hypotheses on the structure of the biological neocortex
such as (i) a uniform structure of the neocortex, called the cortical column, which is the
module of recognition for PRTM, and (ii) the recognition modules are connected all the
time to each other. Figure 1 describes a pattern recognition module of PRTM.

In Figure 1, (a) each of the dendrites sends information (parameters of size, importance,
and variability) toward the interior of the module, indicating the presence of a pattern in
the lower level or outside. (b) When there is recognition, an output is generated. On the
other hand, (c) if a pattern recognizer of a higher level receives a signal coming from almost
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all the recognizers that make up its input, this recognizer is likely to send an exciting signal
toward the lowest level of the missing pattern recognizers (via a dendrite) to indicate that
it is expecting them. In addition, there are inhibitory signals from both (d) a lower-level
recognition space and (e) a higher-level recognition space, which can inhibit the process of
recognition of a pattern. They are the basis of Ar2p-Text, our system of recognition of texts.
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4. Formalization of the Ar2p-Text Neural Model

In this section, we describe the design of the proposed Ar2p-Text. Ar2p-Text is an
extension of the Ar2p neural model [10,16] for the context of Spanish text analysis. The
Ar2p neural model has previously been successfully used in different contexts [9,11]. Next,
we will describe the aspects of the Ar2p neural model, clarifying its extensions for the case
of Ar2p-Text. Ar2p is a neural network model based on the PRTM theory [8].

4.1. Formal Definition of Ar2p-Text

A pattern recognition module is defined in Ar2p by a 3-tuple, which is similarly used
by Ar2p-Text [9]. Γρ notation is used to represent the module that recognizes the ρ pattern
(ρ: shapes, letters, and words, etc.).

Γρ = <E, U, So>

where E is an array defined by the 2-tuple E = <S, C> (see Table 1), S = <Signal, State> is
another array of the set of signals of the pattern recognized by Γ with its states, C is another
array with information of the pattern described by the 3-tuple C = <D, V, W>, and D are
the descriptors of Γ, V is the vector with the possible values of each descriptor in D, and W
is the relevance weight of the descriptors in the pattern ρ. Additionally, there is a threshold
vector U used by the module (Γ) to recognize the pattern.

Table 1 constitutes one artificial neuron, which is a neocortical pattern recognition
module according to the PRTM theory. In the Ar2p neural model, each neuron/module
can acknowledge and observe every aspect of the input pattern s() and how the different
parts of the data of the input pattern may or may not relate to each other.

Two types of thresholds were used: ∆U1 for the recognition using key signals and ∆U2
for the recognition using total or partial mapping. The ∆U1 threshold is stricter than ∆U2
because the process based on key signals uses few signals. Finally, each module generates
an acknowledgment signal or a request signal to the lower levels (So). So as a request signal
is the input signal s() of the modules of the lower levels. So, as an acknowledgment signal,
is sent to its higher levels to modify their states of the signal to “true”.
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Table 1. Pattern recognition module: Matrix E = <S, C>.

E
S C

Signal State Descriptor (D) Domain (V) Weight (W)
1 False Descriptor1 <possible values of the descriptor> [0,1]
2 False Descriptor2 <possible values of the descriptor> [0,1]
3 False Descriptor3 <possible values of the descriptor> [0,1]

. . . . . . . . . . . . . . .
N False DescriptorN <possible values of the descriptor> [0,1]

U: <∆U1, ∆U2>

Thus, a pattern is represented as a set of lower-level sub-patterns that conform to it
(N descriptors), and in turn, it also serves as a sub-pattern of a higher-level pattern. N
depends on the descriptors of the pattern to recognize. W is normalized [0,1], and ∆U1 or
∆U2 are thresholds that must be overcome in order to recognize the pattern. These values
are defined according to the domain of application.

The previous definitions have been defined for the neural model Ar2p [10], but they
are maintained for the case of Ar2p-Text. In the context of Ar2p-Text, the main patterns to
recognize (ρ) are letters, words, special signs, and numbers.

4.2. Text Analysis in Ar2p-Text

In this section, we describe the general model of Ar2p-Text. Again, Ar2p-Text follows
the same formal description of the Ar2p model [9], but it is instanced for the specific case
of text analysis. Particularly, the hierarchical system describes the iterative and recursive
processes for the recognition and correction of words with Ar2p-Text. Each layer is an
interpretative space χi, from i = 1 to m, such that χ1 is the first level to recognize atomic
patterns (e.g., letters or letterforms) and χm is the last level to recognize complex patterns
(e.g., words and compound words). Each level has Γji recognition modules (for j = 1, 2,
and 3. . . # of modules at level i). Finally, χji is the pattern that is recognized at level i by
module j.

Thus, Ar2p-Txt is a pattern recognition system based on the hierarchical architecture
of a neural network. The multiple hidden layers are the recognition spaces of i-level or the
levels of recognition of the complex patterns (χi). This is how Ar2p is capable of finding
extremely complex patterns using bottom-up or top-down approaches.

4.3. Strategies of Checking/Correction/Recognition in Ar2p-Text

An important modification with respect to the Ar2p model is how signal thresholds
are used in Ar2p-Text. Ar2p-Text uses two strategies for the correction process: the first
one uses key signals; the other uses partial signals, and both use a threshold of satisfaction
and the importance of the weights of signals. In this way, the recursive model allows for
the decomposition of the problem of recognition of patterns into simpler patterns, which
makes it possible to analyze very complex words.

Particularly, the first strategy, named pattern matching by key signals is based on the
relevance weights of the input signals identified as keys [11,22]. The partial pattern matching
strategy utilizes the total or partial presence of the signals. A signal is key when it represents
information that allows a pattern to be recognized quickly. For example, the final letter “r”
in infinitive verbs could be taken as a key.

Definition 1. key signal. si is a key signal in the Γ module when its relevance weight has a greater
or equal value to the mean weight of all the signals in Γ (see Equation (1)).

∀Si ∈ S(Γ) i f
[
w(Si) ≥ waverageS(Γ)

]
→ Si ∈ KeyΓ (1)
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Theorem 1. Strategy by key signals. A ρ pattern is recognized by key signals if the mean of the key
signals recognized is superior to ∆U1. It utilizes the descriptors (signals or sub-patterns) with the
greater relevance weight. The equation is:

∑n
i=1 ∩ State(Si=True) ∩ Si ∈ KeyΓ

w(si)

|KeyΓ|
≥ ∆U1 → So (2)

Theorem 2. Strategy by partial mapping. This strategy validates if the signal number in Γ is
superior to ∆U2. The equation is:

∑n
i=1 ∩ State(si=true) w(si)

n
≥ ∆U2 → S0 (3)

This process is performed for each module of each level of recognition Xi during the
recognition process.

4.4. Computational Model of Ar2p-Text

Again, Ar2p-Text follows the same general computational process of the Ar2p model [9],
but it introduces certain modifications for the specific case of text analysis. Next, the algo-
rithm of Ar2p-Text is presented with these modifications. This algorithm has two processes:
A first process, the bottom-up process, for the atomic patterns, such that the output signals
of the recognized patterns go to the modules of which they are part of the top levels to
activate them if they pass a recognition threshold [9]. The other process is a top-down
one for the input pattern by decomposition. The top-level module uses the modules of
recognition of the lower level, and then they recursively do the same.

The algorithm works as follows: The input text is received (y = s(): sentences and
word (s)). Then, this input is broken down into sub-patterns that are stored in L (e.g., if
it is a sentence, then it is decomposed into words, and so on for the rest). The level of
depth of decomposition depends on the level of detail and analysis with which the pattern
is recognized. Once the pattern has been simplified, then the Xi level of the hierarchy is
determined (this is performed through a metric that relates the input pattern to some level,
see [11]), where the recognition of the input pattern (y) should start and end. Subsequently,
L requests that patterns for recognition of (y) are created. At this point, the process of
recognition and correction can continue through two possible paths: a bottom-up or a
top-down process. If the input pattern is made up of lower-level signals (i.e., sub-patterns
of the lower level) or it has atomic signals recognized (i.e., all the lower levels are Xi = 1),
then a bottom-up process occurs, otherwise, it is a top-down process. In the case of the
bottom-up process, the recognition of (y) is calculated using the strategies defined above
(see Equations (1)–(3)). If the calculation was successful by any strategy and the recursive
recognition process is already at the level of the initial input pattern s(), then it sends an
So of recognition (y) as the final output of the system. If it is not yet in the Xm level of
the initial input pattern, then an So is created and sent to the immediately higher level. If
the sub-patterns of the pattern have not yet been recognized (letter, word, etc.), then the
top-down process starts and L requests that acknowledgment from (y) to the lower levels
is sent. Then, it generates recursive calls. Next, it receives the L responses of the lower
levels, and the recognition of the (y) is calculated. If the calculation is successful by any
strategy and it is the last level of the hierarchy Xm, then it sends an So recognition (y) like
the system output. Otherwise, it continues going down with the recognition.

To understand the process better, next, we explain how the algorithm works in a more
elaborate way. But first it is important to clarify that Ar2p-Text for text analysis can receive
as input shapes, words, letters, numbers, special characters, sentences, etc. The input will
depend on the hierarchy level where the neuron is. For example, in the lower levels, it will
receive shapes, letters, numbers, or special characters and in the upper levels, it will receive
words, sentences, or more elaborate texts.
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Suppose we need to recognize the word “Casa/House” (see Figure 2). In this case,
Ar2p-Text receives “Casa” as the input and should return as recognition output (y = Casa).
Figure 2 schematically shows the levels of Ar2p-Text (and its recognition modules) that
intervene during the recognition process. Specifically, there are three levels in the hierarchy;
The first level (X1) has the modules (Γj1) that recognize the atomic patterns (curves or lines)
that will be used to construct the letters (that is, they are indivisible patterns). The second
level (X2) has modules (Γk2) that recognize letter patterns (for example, “a”, “e”, “C”, “s”,
“M”, and “z”). Finally, the top level (X3) contains the word pattern recognition modules Γl3
(e.g., “Casa/House” and “Manzana/Apple”).
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As we can see in the example above, our approach could be used on handwritten
or printed texts. In the case of handwritten texts, level 1 would have the figures used by
individuals to write their letters, and in the case of printed text, level 1 would have the
figures that describe the different fonts of the letters used (for example, in the case of words,
for fonts such as Calibri and Arial). Thus, it can recognize different handwriting (people
who write very differently) or print written with different fonts. The instantiation of the
“Casa” pattern recognition module in the top level is shown in Table 2.

Table 2. Recognition module of the “Casa” pattern: Matrix E = “Casa”.

E
S C

Signal State Descriptor (D) Domain (V) Weight (W)
1 True C <possible forms of C> 0.9
2 True a <possible forms of a> 0.8
3 True s <possible forms of s> 0.8
4 False a <possible forms of a> 0.5

<∆U1 = 0.8, ∆U2 = 0.6>

The algorithm receives y = s() = ”Casa”. It decomposes the word “Casa”: <”C”, “a”,
“s”, “a”>. Then, it defines the Xi level of the hierarchy to start the recognition process for
(y). For this example, Xi=3. When the initial patterns are atomic (i.e., of the level Xi=1),
then the bottom-up process starts. But as y is not an atomic pattern (level Xi=3), L requests
acknowledgment of y, and <y1 = C, y2 = a, y3 = s, y4 = a> are sent at the lower level Xi=2. At
this point, the recursive process of recognition starts, such that each yi of the list L becomes
the input signal to the level Xi=2.
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For y1 = C, the algorithm begins the process of recognition of s() = (“C”) for the Xm=2
level. Again, the letter “C” is decomposed in its sub-patterns. In this case, “C” will be
divided into two parts to facilitate its interpretation (<y1 = volute and y2 = base) (see
Figure 3). In the case of “A”, it will be divided into two parts (<y1 = stick and y2 = base).
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Then, the level of the hierarchy to start the process of recognition for this pattern is
defined, which is (X2). The algorithm sends the L requests it determined for y1 and y2,
and waits.

When shapes such as y1 = ”|” (i.e., the stick) are recognized, the algorithm identifies
an atomic pattern (of the level X1), and the bottom-up process is carried out. When a
successful calculation is determined (i.e., a Γ recognizes “|”) and it is not the last level
of the hierarchy, the algorithm sends an output (So) to indicate the recognition to the top
level (X2). It is the same for the rest of the atomic patterns (in this case, y2). If all atomic
patterns are recognized (y1 = s() = “stick” and y2 = s()- = “base”), the responses ascend into
the hierarchy and modify the states of the corresponding signals. These signals are received
in X2 to calculate the recognition of their patterns.

With a successful recognition of the letter “A” at level X2, the algorithm creates and
sends a signal So of recognition to its upper level X3. The same procedure is followed for
the rest of the patterns of this level. If all the patterns of level 2 are recognized, the last level
receives the recognized signals and calculates the recognition.

To understand this sub-process better, next, we explain how the algorithm works in
a more elaborate way. Suppose ∆U1 = 0.8, and three of the four signals are recognized in
X1. Then, according to Theorem 1, we must define the active key signals (see Equation (1)).
The key signals are 1, 2, and 3. Now, Equation (2) defines if the pattern is recognized with
these signals. They overcome the threshold (0.83 < 0.8), and if it is the last level, it carries
out reinforcement learning (see [9] for more details) and generates the output signal So that
is the output signal of the system “recognized pattern <Casa>”.

5. Experiments

This section describes the results and evaluation of Ar2p-Text and compares them
with other works. The state of the art (SOTA) was sought in models, techniques, or datasets
in the automatic spelling check in Spanish against which to compare, but as can be seen in
recent works, nothing exists for the case of Spanish (see Section 2). Even for other languages,
it is very difficult to obtain, as indicated [17–19]. Therefore, it was decided to compare with
three tools that automatically correct texts in Spanish, carefully studying the four categories
of misspelled words defined by Cook [23]. To generalize the test, a group of news texts
from a Spanish newspaper (32 texts) were then used as input and compared with the same
tools. Finally, an analytical comparison was performed with an n-gram language model to
evaluate its robustness.

Thus, to compare, three systems were chosen: SpanishChecker [24], STILUS [14], and
Microsoft Word. These three systems were chosen because they are tools designed to
analyze spelling, as well as find basic grammar and stylistic mistakes, in Spanish texts.
All show the errors automatically. For these test scenarios, several paragraphs were made
artificially with misspelled words in Spanish. In these tests, the inputs, i.e., the paragraphs,
are introduced as an array of words to Ar2p-text, while in the other systems, they are
introduced as a plain text file. Finally, the standard metrics of Precision (P), Coverage (C),
and F-measure (F) [22] were used during these experiments. These tests allowed for a
comparison of the performance of these systems.
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Finally, Ar2P has two hyperparameters that must be optimized, which are the thresh-
olds to determine when a word is recognized. These parameters were optimized using a
hyperparameter optimization scheme. On the other hand, Ar2P was trained with a vocabu-
lary of more than 100 texts extracted from Spanish websites that cover almost 100 thousand
Spanish words. From there, the experiments presented below were carried out.

5.1. Treatment of Types of Spelling Errors Using Ar2p-Text

This section shows how Ar2p-text works in the treatment of misspelled words accord-
ing to the four categories defined by Cook [23] by the omission of letters (e.g., instead of
writing “limpia”, “lipia” is written); aggregates of letters (e.g., instead of writing “salir”,
“salire” is written); confusion of letters (e.g., instead of writing “campesinos”, c is changed
to p and written as “pampesinos” or instead of writing “chocolate”, t is changed to l
and/or a is changed to e and written “chocotate” or “chocolete”); confusion of letters with
similar symmetric orientation (e.g., it is difficult to clearly distinguish letters with the same
symmetric orientations, such as “d-b” and “p-q-g” and instead of writing “debe”, “dede” is
written, or instead of “zapato”, “zagato” is written); and investment of letters (e.g., instead
of writing “juega”, “gueja” is written). These errors are solved word by word; i.e., the
text string is divided into independent words for processing. The words are recognized
by Ar2p-Text through the modules that were activated by the recognized signals (see
Sections 4.1 and 4.2) and the strategies of checking/correction/recognition (see Section 4.2)
as described above.

Several studies justify that the spelling errors considered in our study reflect the
typical spelling errors made by human beings. As we said before, Cook suggests four
classic categories of misspelled words [23]. In [25], they analyzed around 76 K misspellings
in real-life texts of humans (see Table 3). The majority of errors tend to be insertions,
deletions, transpositions, and letter replacements. They also found that the most frequent
misspellings in Spanish are 1. replacement of a lower case for an upper case at the beginning
of a proper noun; 2. omissions (mainly of an accent or one character); 3. addition of a letter;
4. replacement of one character; and 5. transposition of a letter.

Table 3. Spelling error average produced by humans [25].

Type of Error Percentages
Insertion or addition of one character (e.g., aereopuerto → aeropuerto) 4.7%

Omission of diacritics (e.g., dia → día) 51.5%
Omission of one character (e.g., mostar → mostrar) 6.8%

Substitution of one character 4.1%
Transposition or repetition of the same letter (e.g., Interpetración →

interpretación, movimineto → movimiento, and dirrección → dirección) 2.8%

Cognitive errors (biene → viene) 5.9%

Table 3 shows that 51% of the spelling errors found are omissions of a diacritic sign
in a vowel. By the way, the same types of errors are also made in other languages. For
example, work [26] shows that Iraqi students studying English also make these errors. The
study is based on 30 students. The types of errors, frequency, and percentages are shown in
Table 4.

Table 4. Frequency and percentages of spelling errors in a total number of 1109 words [26].

Type of Error Frequency Percentages
Insertion 84 24%
Omission 182 53%

Substitution 62 18%
Transposition 16 5%

Total 344 100%
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The students have 84 insertion spelling errors (24%) and 182 omission spelling errors
(53%). Also, there are 62 substitution spelling errors (18%) and 16 transposition spelling
errors (5%). Thus, the majority of the spelling errors are in omission and insertion (77% of all
the errors). Finally, in [27], another real scenario is presented. In this case, the participants
are 40 learners who were studying English language and literature (see Table 5).

Table 5. Frequency and percentages of spelling errors for the scenarios proposed in [27].

Type of Error Frequency Percentages
Insertion 20 8.6%
Omission 59 25.3%

Substitution 41 17.6%
Transposition 10 4.3%

Others 103 43.7%
Total 233 100%

Table 5 shows that the commonest type of spelling error is omission (25.3%), followed
by substitution (18%).

5.1.1. Correction of Words Due to the Addition of Letters

Misspelled words by the addition of letters anywhere in the word are corrected by
Ar2p-Text based on the upper-level modules that are activated by the recognized signals.
For example, if the misspelled word is “Ambrousio”, where the sixth letter “u” was included
in the name, then it will be corrected via the recognized module “Ambrosio”. Next is a
paragraph that has 205 words, and more than 5% of the words have errors (the real errors
will appear marked in bold type).

List (L1) = {“La entrdada de Isabel Pantoja en “Sálvame” ocurrida la semana pasada, fue
la guinda a meses de silencio de la tonadilleera. Una representación que merecería un Goya a
una cantante que ha hecho de su vida el mejor melodrama de la historia de la tellevisión española.
No es la primera vez que Isabel coge el teléfonoo y llama a un programa para soltar toda la bilis
que lleva dentro, toda la angustia que ssiente cada vez que ve a su hija Chabelita pasearse por los
platós, contando laas miserias de una familia que hace tiempo decidió que es mejor vivir. Al oír a
Isabel repartir estopa a diestro y siniestro, sentí vergüeenza y pena. Vergüenza, porque todo lo que
sea exhiibición impúdica de la vida privada de las personas, me la produce. Pena, porque puedo
eentender su desesperación, aislada como vive, sin apenas amigos, casi olvidada de un público que
poese a que la sigue admirando por la gran artista que ha sido, se va apartando de su lado al ver en
lo que se ha convertido la “viuda de España”: una mujer amargaada, sin otro clavo al que aferrarse
que a sus recuerdos más íntimos, tanto en su papel de madre como de abueila”}

Table 6 shows the results for the different systems and the percentage of words
with errors.

According to the results in Table 6, Ar2p-Text detects very well all the real errors by the
addition of letters “entrdada”, “tellevisión”, “teléfonoo”, etc. SpanishChecker instead gener-
ates three false positives that correspond to the names “Pantoja”, “Goya”, and “Chabelita”.
STILUS® obtains similar results with the two false positives “Pantoja” and “Goya”, like
Microsoft Word with “Chabelita” and “Goya”. Ar2p-Text recognizes the words “Chabelita”,
“Goya”, and “Pantoja” as well-written words. On the other hand, the percentage of words
with errors does not affect the order in the quality of the results obtained by the techniques.
The best results are obtained with Ar2p-Text, with a quality higher than 90%.
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Table 6. Results of the different corrections for L1.

Methods % Words with
Errors

Detected
Errors

False
Negatives

False
Positives P C F

Ar2p-Text 5% 12 0 0 100% 100% 100%
10% 24 0 0 100% 100% 100%

SpanishChecker® 5% 15 0 3 83% 100% 90%
10% 30 1 5 80% 95% 89%

STILUS® 5% 14 0 2 88% 100% 93%
10% 28 1 3 85% 95% 91%

Microsoft Word
5% 13 0 2 92% 100% 95%

10% 28 0 4 89% 100% 94%

5.1.2. Correction of Words Due to the Omission of Letters

Misspelled words by the omission of letters anywhere in the word are corrected by
Ar2p-Text based on the upper-level modules that are activated by the recognized signals.
For example, if the misspelled word is “mbrosio” where the first letter of the name “A” was
omitted, it will be corrected via the recognized module “Ambrosio”. Next is a paragraph
that has 203 words, and 5% of the words have this error (the real errors will appear marked
in bold type and are underlined).

List (L2) = {“El expresidente Aznar, hoy en el Congreso. La derecha sin complejos, efecti-
vamete. Pero no lo que la izquierda quiere que se entienda con ello, es decir, la reación y la caspa sin
maquillajes; simplemente una derecha que no se acompleja cuando la izquierda pretende sometela a
su habitual tratamiento de superioridad moral. El momento con el líder de la podemia fue, en este
sentido, una interesate lección. Se presentó Pablo Iglesias con su aire habitual de fiscal soviético,
disiulando la falsedad fáctica de la mayoría de sus pregutas con una dicción seria y reposada, más
reposada aún desde la toma de hipoteca. Aznar replicó con facilidad, no en vano las afimaciones
implícitas de Iglesias parten de una fake news -aunque la más exitosa de la democracia española-, esto
es, que el Partido Popular ha sido condenado por corrupción. Pero el momento crucial no tuvo que
ver con los hechos, sino con las perceciones. Fue cuando le dijo: «Señor Iglesias, su populismo no
me impresiona» y empezó a abochornale con la exhibición de sus vínculos con partidos hermanos,
venezolanos o iraníes. A Iglesias no le quedó más remedio que correr a refugiase en la patria,
diciendo que le avergüenza patrióticamente tener un expresidente así.”}

Table 7 shows the results for the different systems and the percentage of words
with errors.

Table 7. Results of the different corrections for L2.

Methods % Words with
Errors

Detected
Errors

False
Negatives

False
Positives P C F

Ar2p-Text 5% 10 0 0 100% 100% 100%
10% 19 0 0 100% 100% 100%

SpanishChecker® 5% 14 0 4 77% 100% 87%
10% 23 2 6 78% 96% 85%

STILUS® 5% 10 0 0 100% 100% 100%
10% 21 1 1 96% 96% 96%

Microsoft Word
5% 10 0 0 100% 100% 100%

10% 21 0 2 94% 100% 96%

According to these results, Ar2p-Text detects very well all the errors for omitted letters,
just like Microsoft Word and Stilus. SpanishCheck instead generates four false positives
that correspond to the words “expresidente”, “Aznar”, “populismo”, and “patrióticamente”
(two false positives) and omits “Congres” (one false negative). In this case, the quality of
Ar2p-Text is still very good with 5% or 10% errors in the words, but that does not happen
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with the other techniques, which begin to show performance degradation with 10% errors
in the words.

5.1.3. Correction of Words Due to the Changing of a Letter (Cognitive Errors)

Misspelled words by changing of letters anywhere in the word are corrected by
Ar2p-Text based on the upper-level modules that are activated by the recognized signals.
For example, if the pattern to be recognized is “ambrocio” and there is a recognized
module related to the word “Ambrosio”, then Ar2p-Text recognizes it and corrects the
two orthographic errors by substitution: the proper names start with capital letters, and
Ambosio is written with “s” and not “c”. It will be corrected, changing the letter “c” to
“s” and changing the first letter to upper case. Those changes are made via the recognized
module “Ambrosio”. As this error is very frequent, the following paragraph will be
analyzed with 20% of errors (the real errors will appear marked in bold type and are
underlined).

List (L3) = {“Lo que empezó como un simple comentario en Facebuok sobre por qué no unir
fuerzas para ayudar a los médicos de la región a afrontar el coronavirus COVID-19, se convirtió
en una crusada cucuteña para confexionar inicialmente 630 trajes de vioseguridad, que se
entregarán sin costo alguno a los centros clínicos de la ciudad. Con asombro y satisfacción por la
acojida que ha tenido esta propuesta, que empezó a materializarse el biernes por la noche, Beatriz
Oquendo, una de las cabezas de esta iniciativa, aseguró que por lo menos unos 500 cucuteños se
han querido sumar. Un trage de muestra de los que se utilizaron en la región cuando se desató
el brote del H1N1, fue el punto de partida para la creación de los nuevos diseños, que cubren de
piez a cabeza al que los utilice. La vestimenta está elavorada con telas quirúrgicas y velcro a
cambio de cierres, pues por costos resultó más varato conseguir este otro material. “Esperamos
poder mejorar estos modelos, sacar más tallas y poder llevar más unidades a otros municipios, pues
me han escrito de otros lugares del departamento que requieren estos trajes”, aseguró. “Somos una
región de confeccionistas y si todos ponemos de nuestra parte podemos ayudar enormemente en esta
emergensia”. “Estuvimos en una carrera contrarreloj para comprar el resto de inzumos antes de
que cerraran la mayoría de los almasenes. Ya cortamos las muestras y las distribuimos por toda la
ciudad y esperamos que este lunes (hoy) nos las entreguen para poderlas donar”, indicó Oquendo”}

Table 8 shows the results for the different systems and the percentage of words
with errors.

Table 8. Results of the different corrections for L3.

Methods % Words with
Errors

Detected
Errors

False
Negatives

False
Positives P C F

Ar2p-Text 5% 14 0 0 100% 100% 100%
10% 23 0 1 100% 98% 99%

SpanishChecker® 5% 16 2 5 76% 88% 81%
10% 33 3 7 75% 87% 80%

STILUS® 5% 15 0 2 88% 100% 93%
10% 26 0 3 87% 100% 92%

Microsoft Word
5% 14 1 0 100% 92% 95%

10% 26 2 1 95% 89% 93%

Ar2p-Text detects the 14 errors. Microsoft Word detects a false negative, “Confexionar”.
Although SpanishChecker® identifies the errors, many of its correction recommendations
are far from the correct word syntactically and semantically. For example, for the words
“Confexionar”, SpanishChecker suggests {conexionar, confinar, confinara, confinare, con-
finará, confinaré, confinaría, confina}, for vioseguridad SpanishChecker suggests {vio
seguridad, vio-seguridad, seguridad, esguardad, resguardad, seguridades, etc.}, and for
varato SpanishChecker suggests {va rato, va-rato, verato, grato, arto, parto, urato, verte,
varío, barato, etc.}. Among its false positives are Cofeccionistas {confusionistas, confesion-
istas, confusionista, cancionista, etc} and Cucuteños {cicutinas, cacereños, cicateros, etc}.
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The two false negatives are “Crusada” and “Biernes”. Finally, STILUS® generates the false
positives “Oquendo” and “Cucuteña”. In this case, the quality of all methods degrades, but
Ar2p-Text is much lower. It is in the first case that Ar2p-Text does not correctly recognize
all errors.

5.1.4. Correction of Words Due to the Exchanging of Two Letters

Misspelled words by the exchanging of two letters are corrected by Ar2p-Text in the
same way as the previous corrections. Table 9 shows the results for the different systems for
a paragraph with 5% and 10% of words with this error. In this case, all systems incorrectly
detect more errors, and Ar2p-Text only incorrectly detects three errors. On the other hand,
again, all the methods degrade quite a bit with a greater percentage of errors (10%), and
Ar2p-Text still yields better results.

Table 9. Results of the different corrections for a paragraph with 5% of misspelled words by the
exchanging of two letters.

Methods % Words with
Errors

Detected
Errors

False
Negatives

False
Positives P C F

Ar2p-Text 5% 8 0 3 72% 100% 83%
10% 15 0 5 70% 100% 80%

SpanishChecker® 5% 11 0 6 64% 100% 78%
10% 19 0 9 62% 100% 74%

STILUS® 5% 13 0 8 61% 100% 75%
10% 22 0 12 57% 100% 71%

Microsoft Word
5% 14 0 9 60% 100% 75%

10% 23 1 12 57% 95% 70%

5.1.5. Correction of Words Due to Digits or Special Characters

Misspelled words with digits or special characters anywhere in the word are corrected
by Ar2p-Text in the same way as the previous corrections. Table 10 shows the results
for the different systems for a paragraph with 5% and 10% of words with this error. In
this case, only Ar2p-Text can detect the correct errors. The rest do not detect the errors
(SpanishChecker®, STILUS®, and Microsoft Word) or they incorrectly detect more errors
(STILUS®). In this case, again the quality of Ar2p-Text is not degraded by increasing the
percentage of words with errors, which does negatively impact the other methods.

Table 10. Results of the different corrections for a paragraph with 5% of misspelled words due to
digits or special characters.

Methods % Words with
Errors

Detected
Errors

False
Negatives

False
Positives P C F

Ar2p-Text 5% 5 0 0 100% 100% 100%
10% 9 0 0 100% 100% 100%

SpanishChecker® 5% 1 4 0 100% 20% 45%
10% 3 5 0 100% 18% 42%

STILUS® 5% 1 3 1 50% 25% 33%
10% 3 5 3 45% 22% 32%

Microsoft Word
5% 2 3 0 100% 40% 57%

10% 4 5 0 100% 35% 55%

The ability of Ar2p-Text for special character word recognition is that it finds similari-
ties between special characters and letters like the brain, such as @ ∼= a, E ∼= 3, S ∼= 5, and
9 ∼= q. These symbols are introduced and treated like the other characters of the alphabet.
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5.2. A Hard Comparison

In the previous tests, we predefined the errors to detect. In order to make a more
complete comparison and to show the capacity of Ar2p-text versus other systems, many
more texts were taken, analyzing all the misspelled words detected by each solution. The
dataset used in the experiment consisted of 32 texts of the digital version of El País of
17 May 2001, copied in a Word document, with about 9000 words analyzed, and where
14 spelling errors appear in the texts. There data were used in STILUS® [14]. The results
are summarized in Table 11.

Table 11. Results obtained for the dataset used in [14] (https://spanishchecker.com/es/, https:
//www.mystilus.com/Pagina_de_inicio accessed on 15 July 2023).

Methods Detected
Errors

False
Negatives

False
Positives P C F

Ar2p-Text 23 0 9 71.5% 100% 83%
SpanishChecker® 56 3 45 57.9% 95% 72%

STILUS® 54 1 41 58.1% 98% 73%
Microsoft Word 51 2 39 58.6% 96% 73%

The SpanishChecker® is the one that identified the least errors (with 11). Microsoft
Word and Stilus® are more effective because they detected 13 and 12 errors. Our approach
detected all errors but incorrectly detected nine more errors. The rest of the approaches
incorrectly detected many more errors. The main problem with the other systems is that
they detected errors that occurred due to the inclusion of digits or special characters, which
is not the case (a lot of false positives). In general, their results are far from the results
achieved by Ar2p-text.

In addition, we created a dataset with 120 texts from the digital version of El País
on 21–22 November 2023, with about 30,000 words and with 42 spelling errors manually
introduced at random into the text. The results obtained with our model are summarized
in Table 12. Our model is still capable of obtaining very good results, by significantly
increasing the errors in a much larger sample of texts that contain almost 30% of the words
in Spanish (the Dictionary of the Royal Spanish Academy has around 100,000 words), making
the correct corrections in each case.

Table 12. Results obtained by Ar2p-Text for a large dataset.

Precision Coverage F
82% 96% 86%

5.3. Comparison with an n-Gram Language Model

As a point of reference, the algorithm n-gram language model is considered the
standard [28]. This system of spellchecking and auto-correction uses the Web to infer
misspellings, a term list, an error model, a language model (LM), and a confidence classifier
algorithm. It suggests a candidate for each token in the input text from the term list.
The candidates are evaluated using an LM and re-ranked. The classifier is used in each
token to determine the confidence of whether a word has been misspelled, and in this
case, if it can be autocorrected using the best scoring available. The main contribution
this work claims is that it does not need any manual procedure and uses the Web to
infer its linguistic knowledge. In this sense, we defined a deep learning architecture
for Ar2p for the discovery and selection of features for classification problems [11,29].
Our approach has three phases: The feature analysis phase has two feature-engineering
approaches to choose or discover atomic features. The phase of aggregation defines a
feature hierarchy from the atomic features. Finally, the classification phase calculates the
classification. This phase uses a supervised learning approach, and the rest of the phases
combine supervised and unsupervised learning approaches. If the word is misspelled,
it uses the clusters of well-written words for its recommendation, and if the word does

https://spanishchecker.com/es/
https://www.mystilus.com/Pagina_de_inicio
https://www.mystilus.com/Pagina_de_inicio
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not exist there, it searches the web (for example, in repositories such as word reference
(https://www.wordreference.com/)) and recommends it and includes it in the group of
well-written words. Future work can be the quantitative evaluation of the performances of
these approaches.

5.4. Comparison with Deep Learning Techniques

Finally, in this section, we compare our proposal with two deep learning models on
two datasets. The first dataset was created by us based on the digital version of El País
that we used in Section 5.2, with about 30,000 words and with 42 spelling errors manually
introduced at random into the text. The second dataset is from short story texts by several
Latin American authors stored at https://huggingface.co/datasets/Fernandoefg/cuentos_
es (accessed on 1 February 2024). A single dataset was built, and two versions of it were
defined. One version had 10% random spelling errors, and another had 25% spelling errors.
On the other hand, the deep learning models used were the BART model, which uses a
standard machine translation/seq2seq architecture with a bidirectional encoder (such as
BERT) and a left-to-right decoder (such as GPT) [30], and the LLaMA (Large Language
Model Meta AI) model [31]. Specifically, the BART model links the corrupted text in
Spanish with the original text from which it is derived. For that, the BART model uses six
layers in the encoder and decoder where each decoder layer performs cross-attention to
the final hidden layer of the encoder. The BART model was prepared using the corrupt
Spanish texts to optimize the loss of reconstruction between the output of the decoder
and the original Spanish text. For this preparation, source texts in Spanish were corrupted
with the average spelling errors produced by humans according to Table 3. On the other
hand, LLaMA is an autoregressive language model based on the transformer architecture.
LLaMA covers a wide range of publicly available texts from various languages such as
German, English, Spanish, and French. Of the LLaMA models available in various sizes (7b,
13b, 33b, and 65B parameters), we used the 13b, which is one of the smallest but ideal for
our test because it uses minimal computing resources. According to the work [31], LLaMA
was trained with the following hyperparameters: β1 = 0.9, β2 = 0.95, a cosine learning
rate schedule such that the final learning rate is equal to 10% of the maximal learning
rate, a weight decay of 0.1, and a gradient clipping of 1.0. LLaMA was also subjected to
corrupted Spanish texts according to Table 3. Table 13 shows the results in the different
cases analyzed.

Table 13. Results of the comparison of Ar2p-Text with deep learning techniques.

Methods
Dataset with 120 Texts from the

Digital Version of El País

Texts of Stories by
Latin American Authors

(10% Errors)

Texts of Stories by
Latin American Authors

(25% Errors)
P C F P C F P C F

Ar2p-Text 82% 96% 86% 91% 100% 92% 85% 91% 92%
LLaMA 86% 98% 96% 94% 100% 95% 82% 89% 90%
BART 85% 97% 91% 90% 100% 94% 80% 86% 88%

In this comparison, we can see that our algorithm, without a training phase or prior
pre-training like deep learning techniques, achieves quality metrics very close to the two
techniques. Furthermore, when we have a higher error rate, our technique surpasses the
quality of the results obtained with the other metrics. Now, to validate the quality of
our results, we carried out a statistical analysis of those results using the non-parametric
Friedman test. In particular, the Friedman test was applied to the results, showing statistical
differences in performance between the proposed models, according to the order of quality
established in Table 13, with p < 0.001.

Finally, with respect to the previous techniques, it is good to note that Ar2p-Text is an
approach with a lot of explainability because the tree that is built allows for the recognition

https://www.wordreference.com/
https://huggingface.co/datasets/Fernandoefg/cuentos_es
https://huggingface.co/datasets/Fernandoefg/cuentos_es
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process to be described clearly and it is highly scalable due to the recursion and reuse of
the patterns at the different levels of the hierarchy.

5.5. A Final Discussion about the Characteristics of Ar2p-Text

Our Ar2p-Text pattern recognition model is highly uniform and recursive. It recognizes
input patterns through a hierarchy process of self-associated patterns. Ar2p-Text allows for
the decomposition of the pattern recognition problem into simpler patterns, allowing for
the analysis of the patterns regardless of their level of complexity or nature (a line, a word,
a sentence, a paragraph, etc.). Finally, our recognition model is adaptable due to the fact
that it learns both new modules (patterns) or the possible changes in the pattern descriptors
(such as their relevance weights), which is very useful in the context of a language for the
self-learning of words and idiomatic sentences. Unlike other approaches, Ar2p-Text can
recognize words with special characters just like the brain, such as @ = a, E = 3, S = 5, 9 = q,
m@ma, and p3ra. Also, its novelty is the way it solves the problem. Although several NLP
models have achieved very good performances, they have high computational costs.

In this work, different comparisons have been presented with other works that use
other techniques, or are based on other assumptions. Because automatic spell-checking
systems are currently of great interest in different languages [32–35], a challenge will be to
test this approach on them.

6. Conclusions and Future Works

In this paper, we have presented an automatic recognition and correction system
for misspelled words in Spanish texts. We compared the approach with previous works,
demonstrating its superiority. Ar2p-Text detects more different types of orthographic
errors and has fewer false positives. Regarding the limitations of the Ar2p-Text recog-
nizer, it requires a supervised definition of the weights assigned to the variables used for
the recognition.

The proposed algorithm improves upon the state of the art because our Ar2p-Text
pattern recognition model is highly recursive and uniform. It recognizes input patterns
through a process of self-association in a hierarchy of patterns. Ar2p-Text allows for the
decomposition of the pattern recognition problem into simpler patterns, allowing us to
analyze input patterns regardless of their level of complexity or nature (a line, a word, a
sentence, a paragraph, etc.). In addition, the Ar2p-text model compared to other pattern
recognition methods is easily parallelizable, because its calculations defined in the theorems
are simpler and distributed on a hierarchy. Also, the computational cost can be improved
with respect to other approaches, with more efficient use of memory, due to a single abstract
data structure that can be instanced by various text patterns. Finally, our recognition model
is adaptable because it learns both new modules and the possible changes in the pattern
descriptors, which is very useful in the context of a language for the self-learning of words
and idiomatic sentences.

In future work, the architecture of Ar2p-Text must be extended with unsupervised
learning mechanisms, which will allow it to improve its functioning (learning new words).
Also, it must be extended for use in other languages. Additionally, Ar2p-Text could
simultaneously correct texts written in English and Spanish, which can be interesting in
translation tasks. For that, Ar2p-Text must be extended with more recognition modules in
different languages (its lexical basis).

Finally, a comparison with other approaches in the domain of NLP is not presented
because in this case, we are only interested in the spell-checking (auto-correction) problem.
Several NLP approaches exist for machine translation, cognitive dialogue systems, senti-
ment analysis, text classification, and text summarization, among others, using techniques
of natural language understanding and natural language generation present in the state-
of-the-art NLP. Thus, future work will be the analysis of the utilization of our approach in
these contexts to compare with these techniques.
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