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Abstract: Human emotion recognition is crucial in various technological domains, reflecting our
growing reliance on technology. Facial expressions play a vital role in conveying and preserving hu-
man emotions. While deep learning has been successful in recognizing emotions in video sequences,
it struggles to effectively model spatio-temporal interactions and identify salient features, limiting its
accuracy. This research paper proposed an innovative algorithm for facial expression recognition
which combined a deep learning algorithm and dynamic texture methods. In the initial phase of this
study, facial features were extracted using the Visual-Geometry-Group (VGG19) model and input
into Long-Short-Term-Memory (LSTM) cells to capture spatio-temporal information. Additionally,
the HOG-HOF descriptor was utilized to extract dynamic features from video sequences, capturing
changes in facial appearance over time. Combining these models using the Multimodal-Compact-
Bilinear (MCB) model resulted in an effective descriptor vector. This vector was then classified using
a Support Vector Machine (SVM) classifier, chosen for its simpler interpretability compared to deep
learning models. This choice facilitates better understanding of the decision-making process behind
emotion classification. In the experimental phase, the fusion method outperformed existing state-of-
the-art methods on the eNTERFACE05 database, with an improvement margin of approximately 1%.
In summary, the proposed approach exhibited superior accuracy and robust detection capabilities.

Keywords: human emotion recognition; HOG-HOF; facial expression recognition; deep learning;
visual geometry group; long short term memory; support vector machine; histograms of oriented
gradients; histogram of optical flow

1. Introduction

As is commonly acknowledged, human communication heavily relies on speech,
complemented by body language to emphasize specific aspects and convey emotions [1]. In
human contact, facial expressions are among the strongest, most natural, and simplest ways
to convey intentions and feelings. While emotions can also be conveyed through voice,
text, and other mediums, the face remains the most prominent [2]. In 1974, Mehrabian [3]
demonstrated that around 50% of individuals communicate information through facial
expressions in daily interactions, with approximately 40% relying on both voice and
facial cues, while the remaining 10% express themselves through words. This preference is
attributed to the face containing numerous effective emotional features, offering advantages
in data collection [3].

In the last few years, the progression of computer vision, machine learning, and facial
expression recognition has evolved into a captivating and challenging field of study. This
technology holds significant importance and is applied across various domains such as
driver safety, medicine, and human–computer interaction. In the realm of human–computer
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interaction, particularly with Intelligent Personal Assistants (IPAs) communicating through
natural language, effective communication can be enhanced by integrating facial expression
recognition. In medical contexts, individuals facing physical or psychological challenges
may encounter difficulties expressing emotions conventionally, making emotion recogni-
tion technology a valuable solution for effective communication [4]. In terms of safety,
facial expression recognition plays a crucial role in identifying the emotional state of a
driver. Through non-invasive monitoring, it enables prompt and effective evaluation to de-
termine if a driver might engage in risky behavior, thus helping to avert potential hazards.
Additionally, it assists in the continuous monitoring and prediction of fatigue levels and
attention, contributing to accident prevention [5].

Emotions are dynamic and evolve over time, necessitating models that can effectively
capture temporal dependencies in facial expressions. Many current methods may lack
the sophistication to model these temporal dynamics accurately. In recent years, amidst
advancements in human research and the fast evolution of related areas, facial expression
recognition algorithm remains a focal point of investigation. However, challenges persist
in emotion recognition algorithms. First, many feature extraction methods still resemble
traditional manual approaches, proving ineffective in extracting features. Second, overcom-
ing the challenge of effectively reducing the residual generalization error within emotion
recognition algorithms significantly impacts the accuracy and robustness of the system.
On the other hand, deep learning architectures offer a promising solution by enabling the
extraction of significantly more particular features compared to typical machine learning
algorithms. This capability leads to the extraction of more robust features, thereby enhanc-
ing the clarity of facial expression identification [6]. Emotion recognition algorithms can
be broadly classified into two categories: the typical approach of emotion recognition and
deep learning-based approaches [7]. The performances of these two primary types are
examined in Section 2.

The proposed fusion approach focuses on evaluating facial information to detect seven
emotional categories: disgust, sadness, anger, happiness, scared, neutrality, and surprise.
Initially, Residual Network (ResNet) [8] was employed for face detection, followed by the
utilization of a combination of two architectures, VGG19 [9] and LSTM [10], to obtain the
corresponding vector descriptor. In the second phase, we integrate appearance Histograms
of Oriented Gradients (HOG) [11] and motion descriptors Histogram of Optical Flow
(HOF) [12] for parallel temporal segmentation and recognition. The introduced HOG-HOF
descriptors serve to recognize variations in facial appearance. The main contribution of this
paper lies in the use of a spatio-temporal descriptor vector HOG-HOF, employing manual
feature extraction concatenated with a descriptor vector from a pre-trained VGG-19 model
and the LSTM. The second contribution is the utilization of a general descriptor vector
based on the interaction of the two elements from the two descriptor vectors via the MCB
method. This unique combination results in the development of a robust system capable of
achieving high-accuracy facial expression recognition.

The contribution of the methodology lies in its integration of traditional algorithms
with modern techniques, mitigating the weaknesses of each approach when used in isola-
tion. Traditional algorithms may struggle to capture the complexity of facial expressions or
emotion recognition due to their reliance on handcrafted features. Conversely, deep learn-
ing methods might be sensitive to variations in facial expressions caused by factors such
as lighting conditions or facial occlusions. By combining these approaches, the method-
ology seeks to leverage the strengths of each while offsetting their respective limitations,
ultimately enhancing the overall effectiveness of emotion recognition systems.

Validation of this system was carried out using the eNTERFACE05 dataset [13], demon-
strating that our system surpasses state-of-the-art approaches in automatic facial expression
recognition in video sequences.

The subsequent sections of the article are structured as follows: Section 2 engages
in a discussion on recent state-of-the-art approaches. Section 3 presents the details of the
proposed approach. The performance of the proposed approach on a public dataset is
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analyzed in Section 4. Finally, conclusions of this research approach and future perspectives
are provided in Section 5.

2. Related Works

In this section, we present a brief literature assessment on human emotion recognition
to inform our model choice. We examine three methods such as dynamic texture-based
methods, deep learning methods, and transfer learning methods.

2.1. Dynamic Texture-Based Methods

Facial Expression Recognition (FER) systems can be classified into two primary types
according to feature representations: static image and dynamic sequence. In static-based ap-
proaches [14,15], the feature representation is exclusively derived from the spatial informa-
tion within the current single image. On the other hand, dynamic-based approaches [16,17]
consider the temporal relationships among contiguous frames in the input emotion se-
quence. The commonly used local spatio-temporal descriptors are inspired by SIFT [18]:
each local video volume is partitioned into blocks, and for each block, outputs are aggre-
gated (optical flow or oriented gradients). The final descriptor is a concatenation of the
aggregated outputs from multiple adjacent blocks.

Three-dimensional gradient solutions were produced by monitoring directed gradi-
ents in the temporal dimension, as reported by Scovanner et al. [19] and Kläser et al. [20].
The suggestion to aggregate HOG and HOF was made by both Dalal et al. [21] and
Laptev et al. [22]. In addition, the calculation of variations in optical flow, or Motion Bound-
ary Histogram (MBH), was suggested by [21]. Gradient states in three dimensions were
produced by measuring directed gradients in the temporal dimension, as first demonstrated
by Kläser et al. [20] and Scovanner et al. [19].

To improve emotion recognition, multimodal algorithms, Corneanu et al. [23] have
integrated additional modalities, such as audio and physiological methods, on top of these
two vision-based approaches. Although facial expression recognition from visible images
of faces alone can produce interesting results, adding other modalities to a comprehensive
structure can provide complementary information and enhance robustness.

In [24], the focus was on elaborating facial micro-expression identification through a
fusion-based deep learning approach and improved optical flow. Meanwhile, Sadeghi and
Raie [25] investigated the extraction of features for facial expression recognition influenced
by human vision. The method comprised convolution using Gabor filters, cropping the
human face from the source image, and spatial normalization applied to the reduced image.
After segmenting the resulting coded Gabor filter convolution matrix into several blocks,
the feature vectors were created by compiling the histograms of each block separately.
In [26], the focus was on emotion recognition through facial expressions. The researchers
collected the region of interest (ROIs) from various facial components, including the face,
mouth, left chin, right chin, forehead, and eyes. They also identified the eye’s center of
mass. Utilizing multiple Local Binary Patterns (LBPs), features were extracted from the
face, eyes, and nose. The study concluded by combining MLBP-SIFT features, which were
then input into a SVM classification system.

Lakshmi et al. [27] employed a modified HOG and LBP. The Viola–Jones face detection
method was utilized for detecting the face region. Subsequently, a Butterworth high-pass
filter enhanced the detected region to identify the eyes, nose, and mouth regions. Then, the
suggested modified HOG and LBP feature descriptors were used to extract features from
these identified regions.

2.2. Deep Learning Methods

While traditional methods of facial recognition that rely on manually generated fea-
tures have made tremendous progress, researchers have increasingly turned to the deep
learning approach over the past decade due to its high capacity for automatic recognition.
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In this context, we highlight recent studies in FER that introduce deep learning methods
aimed at achieving enhanced detection.

Cai et al. [28] introduce a novel architecture, combining convolutional neural network
(CNN) with Sparse Batch Normalization (SBP). This network employs two successive
convolution layers at the outset, followed by max pooling and SBP. To address the issue
of overfitting, dropout is applied in the middle of three fully connected layers. In their
study, Agrawal and Mittal [29] investigate the impact of varying CNN settings for rate
recognition on the FER2013 database. Initially, each image has a defined size of 64 by
64 pixels. They experiment with different filter sizes and numbers, as well as the optimizer
type selected (SGD, Adam) within a basic CNN architecture. This CNN comprises two
successive convolution layers, with the second layer serving as max pooling, followed
by a softmax function for classification. To tackle the occlusion of the face challenges, Li
et al. [30] propose a novel CNN method. Initially, the data are fed into the VGGNet network,
followed by the application of a CNN technique incorporating an attention mechanism,
referred to as ACNN.

Variations in facial expressions during emotional states are examined by Kim et al. [31],
who also suggest a spatio-temporal conception that blends CNN and LSTM. The CNN
first learns the spatial features of the emotional state’s facial expressions across all frames.
Then, it applies the LSTM to keep the whole sequence of these spatial properties. Further-
more, a novel architecture known as Spatio-Temporal Convolutional with Nested LSTM
is introduced by Yu et al. [32]. Three neural network sub-networks form the base of this
architecture: temporal LSTM, which keeps the temporal dynamic; convolutional LSTM,
which models multiple-level features; and 3DCNN, which extracts spatio-temporal data.
Yolcu et al.’s [32] suggestion was to use three CNNs with a similar structure to identify the
key facial features. Every CNN is made to identify a particular facial feature, like the eye,
eyebrow, or mouth. The images go through a resizing phase and key-point recognition for
faces before being sent into the CNNs. In order to detect facial expressions, a second type
of CNN is created by combining the obtained famous face with the initial image.

Chouhayebi et al. [33] introduce a recognition of facial expression approach that
amalgamates two approaches. Firstly, they propose a descriptor named Histogram of
Oriented Gradients from Three Orthogonal Planes (HOG-TOP) to extract dynamic textures
from video sequences, effectively characterizing changes in facial appearance. Additionally,
a deep learning-based model is employed, using a transfer learning approach that has
been already trained on ImageNet, the VGG19, to obtain visual details from a video. They
leverage LSTM to model the temporal flow of visual features, and to integrate these spatio-
temporal features derived from both visual models, they apply the MCB method, resulting
in a more robust vector descriptor.

Hu et al. [34] propose a method for emotion recognition that integrates visual input
with a bidirectional recurrent unit within an attentional convolutional neural network.
Initially, they pre-trained log-mel spectrograms using a ResNet-based neural network to ex-
tract speech features. Then, they combined these voice features with static facial appearance
features obtained from a CNN. Subsequently, the combined vocal and facial appearance
features were further merged with facial geometric features to create hybrid features.

Priyasad et al. [35] introduce a deep learning approach aimed at leveraging and com-
bining textual and acoustic data for facial expression classification. They utilized a SincNet
layer to extract the audio features. In terms of text processing, they used Bidirectional
Recurrent Neural Network and DCNN. Before fusing, they applied self-attention to both
feature vectors that were obtained from the two networks, which allowed identification of
informative regions from each feature vector.

2.3. Transfer Learning Methods

Chowdary et al. [36] introduce a facial emotion recognition system employing transfer
learning methodologies. The approach utilizes pre-trained convolutional neural networks,
including MobileNet, Inception V3, ResNet50, and VGG19, all initially trained on the
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ImageNet database, for the task of facial emotion recognition. Li et al. [37] introduced an
enhanced facial emotion recognition system. They employ a multi-layer neural network
trained through transfer learning, utilizing the ResNet-101 deep network for effective
feature extraction. The trained deep neural network adeptly abstracts data features layer
by layer, ultimately extracting the necessary features for task completion. The integration
of these features occurs through the full connection layer, succeeded by the utilization of a
classifier to accomplish the final recognition task.

Priyasad et al. [38] introduced an automated emotion recognition system utilizing both
audio and visual modalities. Frame-level facial features are captured using VGG19 models,
and their temporal distribution at a segment level is captured by LSTM. Simultaneously,
auditory features are extracted from Mel Frequency Cepstral Coefficients (MFCC) using
a separate VGG19 model. The spatial–temporal features extracted from visual and audio
methods are combined through a neural network based on attention.

Result and Limitation of Existence Methods

Deep learning methods, particularly convolutional neural networks (CNNs), have
achieved remarkable success in facial expression recognition. They have demonstrated
superior accuracy in extracting discriminative features from facial images, leading to
improved recognition performance. Despite their robustness to certain variations, deep
learning models may struggle to generalize well to unseen conditions, such as extreme
poses, low-resolution images, or non-frontal faces. This limitation can affect their perfor-
mance in real-world applications.

Analyzing dynamic textures involves complex algorithms for motion detection, track-
ing, and feature extraction. These processes can be computationally intensive and may
require sophisticated techniques such as optical flow estimation or spatio-temporal filtering,
leading to increased computational overhead.

Overcoming these limitations highlights ongoing challenges in the field that demand
special attention. Here are some possible reasons why the existing approaches may not be
robust enough:

Limited Dataset Size: The datasets used in these studies may not be large or diverse
enough to capture the full range of emotional expressions encountered in real-world scenarios.

Feature Representation: The features extracted from facial expressions or audio signals
may not effectively capture the underlying emotional cues, leading to suboptimal performance.

Addressing these challenges may require exploring novel methodologies, collecting
more extensive and diverse datasets, refining feature extraction techniques, and improving
model architectures. Additionally, concatenating these two examined models is the best so-
lution to enhance model generalization capabilities, and is a crucial step toward advancing
the state-of-the-art in facial expression recognition.

3. The Proposed Approach

Our proposed approach consists of three basic parts, as shown in Figure 1: a visual
feature extractor using deep learning techniques, a spatio-temporal feature extraction using
the combined HOG-HOF descriptor (integrating both HOG and HOF descriptors), and a
fusion algorithm.

The VGG19 model is chosen for its effectiveness in feature extraction from images. Its
deep architecture allows it to capture hierarchical representations of visual features, which
are crucial for recognizing facial expressions.

LSTM networks are well suited for modeling sequential data, making them suitable for
capturing temporal dependencies in video sequences. In the context of emotion recognition,
LSTM can learn the dynamics of facial expressions over time.

HOG-HOF descriptors are effective in capturing both spatial and temporal information
in video data. They provide a compact representation of motion patterns and texture
variations in facial expressions, which can complement the features extracted by deep
learning models.
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3.1. Deep Learning Part

We employ the same approach as in [33] for the deep learning section. They employed
the ResNet [8] structure for face detection, the VGG19 framework [9] for face analysis and
the LSTM model [10] to produce the most expressive vector, which had a length of 4096.

According to Chouhayebi et al. [33], 2 factors influenced the choice of the 16 most
emotional frames in the video: first, a review of every video in the database showed that,
out of a total of 16 frames, the most emotive frames were found between frame 26 and
42. Second, a comparison of the distinction between emotion and feeling revealed that
emotions are quick movements, whereas feelings can linger for a long time.

In light of these two considerations, we decided to decrease the computing duration
of each video by enhancing the expressiveness of the video. We opted for 16 frames show-
casing the highest expressiveness from each video in the dataset. This selection spanned
frames 26 to 42, a priori. First, the frontal region of the human face was recognized using
the ResNet model [8], which also recorded the expression in every video frame. The images
that ResNet had detected were then collected for examination by the VGG19 [9], which had
been previously trained using ImageNet [39]. Next, we took feature representations with a
size of 4096 from the last layer of this fully connected architecture (FC7) and stacked them
to create a feature set (16*4096). After that, a many-To-One LSTM [10] is used to process the
VGG19 features, producing only a 4096 descriptor vector. Next. the feature vector obtained
from the HOG-HOF descriptor [40] is combined with this vector.

3.1.1. ResNet

ResNet is a structure for deep learning that incorporates residual learning. The key
innovation of ResNet is the use of residual blocks, which contain shortcut connections allow-
ing for the direct flow of information from one layer to another. These shortcuts help to ad-
dress the vanishing gradient problem, enabling the training of very deep neural networks.

In the context of facial expression recognition, ResNet architecture is often employed
to identify and extract features from facial images, contributing to the overall recognition
performance. The model’s ability to capture intricate patterns and hierarchical representa-
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tions makes it suitable for complex tasks like facial expression analysis. Figure 2 shows the
basic block of a ResNet model.
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3.1.2. VGG19

VGG19 is a deep convolutional neural network architecture that has been widely used
for image classification tasks, including facial expression recognition. In our methodology,
we utilized the FC7 layer for the vector descriptor, comprising 4096-D elements. This
descriptor serves as the input for our LSTM model. Figure 3 shows the architecture of the
VGG19 model.
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3.1.3. LSTM

The details for the specific LSTM architecture include its ability to address the vanish-
ing gradient problem in traditional RNNs, allowing the capture of long-range dependencies
in sequential data. LSTM has memory cells with input, output, and forget gates, enabling
effective information retention and retrieval. The input gate controls the flow of new
information, the forget gate manages the removal of unnecessary information from the
cell, and the output gate regulates the information output. The equations governing the
behavior of an LSTM cell are as follows:

Input Gate
it = σ(Wix·xt + Wih·ht−1 + bi) (1)

where:
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• xt is the input at time step t
• ht−1 is the output of the previous time step.
• Wix, Wih, and bi are the weight matrix and bias vector for the input gate, respectively.
• σ is the sigmoid activation function.

Forget Gate
ft = σ

(
W f x·xt + W f h·ht−1 + b f

)
(2)

where:

• W f x, W f h and b f are the weight matrix and bias vector for the forget gate, respectively.

Cell State Update
ht = tanh(Wcx·xt + Wch·ht−1 + bc) (3)

where:

• Wcx, Wch and bc are the weight matrix and bias vector for updating the cell state.

Cell State Update

Ct = ft·Ct−1 + it·
∼
Ct (4)

where:

• Ct is the cell state from the previous time step.

Output Gate
ot = σ(Wox·xt + Woh·ht−1 + bo) (5)

where:

• Wox, Woh and bo are the weight matrix and bias vector for updating the cell state.

Hidden State Update
ht = Ot·tanh(Ct) (6)

The many-to-one architecture is often used in tasks like video classification, where
the goal is to classify the entire video based on the information contained in its frames.
Each frame is considered as a time step in the sequence, and the LSTM learns to capture
temporal dependencies and patterns across the frames. Figure 4 shows the architecture of
Many-to-One LSTM model.
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In the context of facial expression recognition, LSTM can effectively model the tempo-
ral dependencies between frames in a video sequence, allowing for nuanced understanding
of dynamic changes in facial expressions over time. This makes LSTM a suitable choice
for capturing the temporal aspects crucial for emotion recognition in sequential data
like videos.

3.2. HOG-HOF Part

In this paper, we combine HOF and HOG to capture both spatial and temporal
information, respectively. Figure 5 illustrates the trajectory description of HOG and
HOF descriptors.
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The 72-bin descriptor known as the Histogram of Oriented Gradients [13] describes
the local appearance. The authors suggest defining a pattern of cells nx × ny × nt in
the immediate space–time area (the default options: 3 × 3 × 2) and computing the 4-bin
histogram of directed gradients for each cell in the grid. The 90-bin descriptor, known
as the Histogram of Optical Flow [13], describes the local motion. The authors suggest
defining a pattern of cells nx × ny × nt (with the default values of 3 × 3 × 2) around
the covering space–time region and computing the 5-bin histogram of optical flow for
each cell in the grid. The HOF and HOG descriptors are combined to create the 162-bin
HOG-HOF descriptor.

The local spatio-temporal features aim at representing a video by detecting and de-
scribing small video volumes. Most approaches are extensions of successful methods for
images. For instance, for selecting regions that are robust to capturing conditions, Laptev
extends the Harris [41] cornerness criterion to videos. In a similar spirit, the Hessian
detection introduced by Willems et al. [42] is an extension of the well-known blob detection
in images. For descriptors, Kläser et al. [20] extend the successful Histogram of Oriented
Gradient [11] to video volumes by quantizing the gradient angles in 3D. It is also common
to extract HOF [22] or MBH [43], depending on the optical flow’s gradient.

3.2.1. HOF Descriptor

In this section we present the spatio-temporal feature descriptor, called HOF, which
captures the moving patterns by choosing regions in the video. These regions are the most
important points, Dlib [44], on the face. The process of extracting the HOF descriptor
involves the following steps:

1. Optical Flow Computation: Compute the optical flow between consecutive frames
of a video sequence. Optical flow represents the motion of objects by analyzing the
displacement of pixels between frames.

2. Dense Grids: Define dense grids over the optical flow field, covering the entire image
or region of interest. In our case, we use facial landmarks to track specific points
on the face. For example, facial landmarks could include points on the eyes, nose,
and mouth.

3. Histograms of Orientation: For each grid cell or facial landmark point, calculate
histograms of the orientation of optical flow. Divide the optical flow orientations into
bins and accumulate the counts of optical flow orientations within each bin.

4. Spatial Blocks: Organize the image or region of interest into spatial blocks, where
each block contains multiple grid cells or facial landmark points. This step introduces
spatial relationships into the descriptor.
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5. Histograms within Blocks: Compute histograms of optical flow orientations within
each spatial block. Similar to the grid cell histograms, quantize orientations into bins
and accumulate counts.

6. Concatenation: Concatenate the histograms from all spatial blocks merging into
just one feature vector. This feature vector represents the overall optical flow-based
representation of facial expression dynamics.

7. Normalization: Normalize the concatenated feature vector to enhance robustness
against variations in lighting and contrast and facial pose.

The HOF descriptor is particularly useful in capturing motion patterns in video
sequences and leverages the temporal information captured by optical flow to discern
subtle changes in facial expressions, making it suitable for dynamic facial expression
analysis in video sequences.

This histogram is based at the optical flow:
The optical flow approaches aim to estimate the motion between the two images at

all positions (in our case, the two successive frames of video) at times t and t + ∆t. The
optical flow equation is usually written as a single, two-variable equation. To aid in the flow
estimating process, all optical flow approaches include new criteria. Also, it characterizes
the apparent velocities of brightness patterns in an image, providing crucial insights into
the spatial organization and its rate of change [45]. Selected for its ability to reveal facial
expressions through movement direction and amplitude, optical flow serves as the scene
description in our study.

The Horn–Schunck (HS) optical method, as initially proposed P. Horn and G. Schunck [45],
is employed, integrating a global smoothness constraint to compute optical flow. The HS
method combines a data term assuming constancy in some image property with a spatial term
modeling the expected flow variation across the image [46].

Farneback’s method [47], named after Gunnar Farneback, is an algorithm used for
dense optical flow estimation. It is commonly employed in computer vision tasks to
calculate motion between frames in a video sequence. This method computes both the
magnitude and direction of motion at each pixel in the image, providing a dense flow field.
The algorithm involves polynomial expansion and is known for its efficiency in capturing
complex motion patterns in various computer vision applications [47].

In our work, the two-dimensional sequences of images’ [12] optical flow are generated
as a global energy functional

E =
∫ ∫ [(

Ixu + Iyv + It
)2

+ α
(
∥∇u∥2 + ∥∇v∥2

)]
dxdy (7)

In Equation (1): Ix, Iy, and It represent the derivatives of frame intensity values in the
y, x, and t dimensions, correspondingly. u and v represent the optical flow’s components,
and α acts as a regularization constant.

Given its dependence on neighboring values, the solution requires iteration when the
neighboring pixels are updated. Within an iterative structure, The expression for the optical
flow is [12]:

uk+1 = uk −
Ix

(
Ixuk + Iyvk + It

)
α2 + I2

x + I2
y

(8)

vk+1 = vk −
Iy

(
Ixuk + Iyvk + It

)
α2 + I2

x + I2
y

(9)

In this formulation, k is the iteration of the algorithm. For this study, a single time step
was considered, allowing computations based on just two adjacent images. In this paper,
we suggest HOF. Unlike the descriptor in [21], which considers differential optical flow, we
calculate our HOF in dense optical flow grid. The HOF descriptor is generated over dense
and overlapping grids of spatial blocks. Optical flow orientation features are extracted at a
fixed resolution and consolidated into a high-dimensional feature vector [48].
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The HOF descriptor in Figure 6 illustrates a 2 × 2 cell configuration, with our work
adopting a rectangular cell. Within this configuration, u and v fields, or horizontal and
vertical optical flows, contribute to n oriented bins in the 0◦–360◦ range. Each pixel
computes a weighted vote for an edge orientation histogram channel, considering the
optical flow element’s orientation that is centered on it. The orientation of the histogram is
determined by stacking these votes into orientation bins across small spatial regions, with
the optical flow magnitudes of the cell serving as voting weights.
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Each block’s HOF feature is computed, and the resulting unified vector referred to as
Fk for frame k is combined. The HOF feature is calculated within each block and then con-
catenated into a unified vector represented as Fk for frame k. As depicted in Figure 7, each
frame’s HOF creates a vector with the dimensions n-blocks × n-bins. For the 0◦–360◦ range,
the orientation bins are divided into nine equal parts. HOF computation involves an
overlapping fraction between two neighboring blocks. In Figure 7, the overlapping fraction
of two adjacent blocks is 50 percent. A block consists of bh × bw cells, where bh and bw
represent the number of cells in the y and x directions, respectively. Note that smaller cell
or block sizes may increase the computation time for the HOF feature.
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In this paper, the HOF feature vector has a length of 36 and we computed the optical
flow histograms for the most prominent Dlib [44] points across 16 frames (see Figure 8).
The resulting descriptor vector has a size of 3072, achieved by concatenating the histograms
from all the selected points.

Each histogram has a length of 12, so for each frame, we have 12 × 16 = 192, where 16 is
the numbers of selected points. And, the final length of the vector is 192 × 16 = 3072, where
16 is the number of frames. Our dense trajectory implementation utilizes the optical flow
method from [47], striking a favorable balance between speed and accuracy [43]. Extracting
the HOF descriptor for facial expression recognition involves computing the optical flow in
dense grids, using Farneback’s method, and generating histograms of flow orientations
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over spatial blocks. The orientation features are then aggregated into a high-dimensional
feature vector. The process is repeated for consecutive frames, resulting in a descriptor
vector for each frame. These vectors are concatenated to form a monolithic vector for
further analysis.
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3.2.2. HOG Descriptor

The initial descriptor employed in the feature extraction block is HOG (see Figure 9).
It can be considered one of the commonly used appearance-based descriptors. Dalal and
Triggs [11] introduced it, and it has been applied in the context of pedestrian detection. The
generation of this descriptor involves the following steps:

1 Gradient Computation: Compute the image’s gradient to identify edges and inten-
sity changes. This is typically achieved using convolution with specific filters like
Sobel filters.

Gx =
∂I
∂x

, Gy =
∂I
∂y

(10)

2 Gradient Magnitude and Orientation: Calculate the magnitude (M) and orientation of
the gradient at each pixel (θ). The magnitude represents the strength of the gradient,
while the orientation indicates the direction of the gradient.

M =
√

G2
x + G2

y (11)

θ = arctan2
(
Gy, Gy

)
(12)

3. Cell Division: Divide the image into cells, which are small regions that will be used to
accumulate gradient information. Typically, cells are square and can vary in size.

4. Histograms within Cells: Create a gradient orientations histogram for each cell. The
orientations are quantized into bins, and the histogram captures the distribution of
gradient orientations within the cell.

5. Block Normalization: Organize cells into blocks, which are larger regions consisting
of multiple cells. Blocks typically overlap, and within each block, normalize the
histograms to account for variations in lighting and contrast.

6. Concatenation: To create a single feature vector, concatenate each block’s normalized
histogram.

7. Final Normalization: Normalize the concatenated feature vector to ensure robustness
to varying illumination and contrast conditions.
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These steps collectively result in the HOG descriptor, a feature vector that captures
important information about the local gradient patterns in the image. This descriptor is
commonly used for facial expression recognition and other computer vision tasks.

In this section, we extract the most important points, Dlib [44], on the face and then
we apply the HOG descriptor to each facial chosen point. The resulting descriptor vector
has a size of 1024, achieved by concatenating the histograms from all the selected points.
Each histogram has a length of 8, so: For each frame we have 8 × 8 = 64, where 8 is the
number of selected points. The final length of the vector is 64 × 16 = 1024, where 16 is the
number of frames.

3.2.3. Combination of HOG and HOF

We combine HOG and HOF features to provide a more comprehensive representation
of facial expressions by capturing both spatial and temporal aspects and to create a hybrid
feature representation as shown in Figure 10. We concatenate the HOG and HOF vectors to
obtain a final vector descriptor with length of 4096. Here is a breakdown of the calculation
of the HOG-HOF algorithm:

Input:

• Video sequence V which contains N frames with the same height H and width W.
• Each frame contains D numbers of Dlib points, with the height y and width x.

HOG Descriptor:

• Calculate the gradient magnitude Gx and Gy and the orientation θ at each D in
the frame.

• For each point D, create a histogram of gradient orientations vector VHOGD . Typically,
each histogram has nine bins covering 0 to 180 degrees.

• Concatenate all normalized histograms VHOGD to form the HOG descriptor for the
frame: VHOGN .

HOF Descriptor:

• Calculate the optical flow HS between two consecutive frames N and N + 1 in a
video sequence.

• For each frame that contains D numbers of Dlib points, create a histogram of optical
flow directions vector VHOFD .
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• Concatenate all normalized histograms VHOFD to form the HOF descriptor for the
frame: VHOFN .

Output:

• Concatenate the HOG descriptor vector computed for the all frames VHOGall f rames with
the HOF descriptor vector computed from the optical flow between all consecutive
frames VHOFall f rames to create the HOG-HOF vector denoted as VHOG-HOF:

VHOG-HOF =VHOGall f rames + VHOFall f rames (13)

Length HOF vector is 3072, the HOG length vector is 1024, and the HOG-HOF length
vector is 3072 + 1024 = 4096.
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In summary, HOG and HOF can be complementary in capturing spatial and temporal
information, respectively, leading to a more robust facial expression recognition system,
especially when dealing with video sequences. The combination of these features allows the
model to understand both the static facial features and the dynamic changes in expressions
over time.

3.3. Fusion Part

In this part, we aim to combine two descriptors HOG and HOF to obtain good results.
We introduce two fusion methods that Chouhayebi et al. [33] has used. The initial method
involves a simple concatenation of the HOG-HOF vector and the LSTM vector, resulting in
a final vector with a length of 8192.

MCB Fusion

The second approach employs the multimodal compact bilinear pooling (MCB) algo-
rithm [49] to concatenate the two vectors.

The MCB module is a neural network component that is used to fuse information from
multiple modalities (e.g., vision and language) in a compact and effective way. This module
is particularly useful for multimodal tasks where information from different sources needs
to be combined for improved performance. The MCB module operates on the principle
of compact bilinear pooling. Bilinear pooling is a method used to capture second-order
statistics of feature vectors, and it has proven effective in various computer vision tasks.
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However, directly applying bilinear pooling to combine features from multiple modalities
can lead to a significant increase in the number of parameters, making it computation-
ally expensive.

The MCB module addresses this issue by introducing a compact bilinear pooling
strategy. It efficiently computes the outer product of the input feature vectors using tensor
factorization techniques, reducing the computational cost while maintaining the expressive
power of bilinear pooling. This allows the model to capture rich interactions between
different modalities in a more efficient manner. The key equation for MCB is:

z = W1·Vect(X1)⊙ W2·Vect(X2) (14)

where:

• X1 and X2 are the feature matrices from different sources,
• Vect() denotes vectorization of a matrix,
• W1 and W2 are projection matrices,
• ⊙ represents the element-wise product.

The MCB module has found applications in tasks such as emotion recognition and
other multimodal learning scenarios where the fusion of information from different modali-
ties is crucial for accurate predictions. The structure of the MCB module involves the LSTM
and the HOG-HOF vectors as its input. Utilizing the projection function for Count Sketch
for dimensionality reduction, the two different vectors are combined in the Fourier space,
resulting in the greater-order vector. Here is an outline of the algorithm for the multimodal
compact bilinear pooling operation:

Input:

• Input features from different modalities: let x1 and x2 be the input feature vectors
from two different modalities.

Random Projection:

• Randomly project the input feature vectors x1 and x2 into high-dimensional spaces
using random projection matrices W1 and W2. These matrices are randomly generated
and are shared across different samples.

• Let y1 = W1 ∗ x1 and y2 = W2 ∗ x2 be the projected feature vectors.

Element-wise Product:

• Compute the element-wise (Hadamard) product of the projected feature vectors y1
and y2:

y = y1 ⊙ y2 (15)

Compact Bilinear Pooling:

• Perform Compact Bilinear Pooling (CBP) on the element-wise product y.
• CBP is computed by taking the Fast Fourier Transform (FFT) of the element-wise

product y, followed by FFT−1 operation.
• The resulting compact bilinear pooled feature vector is denoted as z.

Output:

• The final output of the multimodal compact bilinear pooling operation is the compact
bilinear pooled feature vector z.

4. Experiment Studies and Result Analysis

This section examines the proposed method for concatenating the VGG19-LSTM
model with the HOG-HOF descriptor. We execute tests at least 3 times for the classification
vector. We will provide the average accuracy of the experiments.
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4.1. The Database Selected

The experiments were carried out utilizing the eNTERFACE05 [13] database (see
Figure 11), a dataset specifically designed for audio-visual data. This database has been
utilized in [33,38], allowing for a comparison of our results with previous studies.
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The eNTERFACE05 database is a facial expression database commonly used in the
field of facial expression recognition research. It was created as part of the eNTERFACE05
international challenge, which focused on facial expression (Angry, Disgusted, Happy,
Sad, Scared, and Surprised) analysis. The database contains 1290 video sequences of facial
expressions performed by multiple subjects in various scenarios. The video frame size is
720 × 576 × 3. This database contains 42 individuals. Among them, 81% were men and the
remaining 19% were women. A total of 31% wore glasses, while 17% of the individuals
had a beard. Each video sequence lasts nearly 4 s and is in RGB color. Researchers use this
database to develop and evaluate facial expression recognition algorithms.

Link for the eNTERFACE05 database: [50].

4.2. The Classifier Selected

After evaluating both the SVM and multilayer perceptron (MLP) classifiers, it was
observed that MLP requires significantly more time for training on a given dataset, and the
achieved results are comparatively less powerful. Given the importance of speed in our
context, the preferable choice is to utilize SVM.

The main application of SVM is in multiple classification tasks, where the objective
is to classify input data points into one of multiple categories. Additionally, SVM is a
versatile algorithm known for its effectiveness in high-dimensional spaces and robustness
in scenarios with a clear margin between classes. Here are some details about using SVMs
for facial expression recognition:

• Feature Vector: Extracted features are transformed into a feature vector, which serves
as input to the SVM classifier. This vector represents the unique characteristics of facial
expressions in the dataset.

• Training: SVMs are trained using a labeled dataset where each sample is associated
with a specific facial expression label. The SVM can identify the optimal hyperplane
for separating the various classes.

• Kernel Trick: SVMs frequently convert the input features into a space with more
dimensions by using the kernel approach, making it easier to find a hyperplane that
separates the classes.

• Cross-Validation: Cross-validation is essential to assess the SVM’s generalization
performance. It involves splitting the dataset into training and testing sets multiple
times to evaluate the model’s robustness.
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• Evaluation Metrics: Common evaluation metrics for facial expression recognition
using SVMs include accuracy, precision, recall, and F1 score.

Precision: Precision measures the accuracy of the positive predictions made by the
classifier. It is calculated as the ratio of true positive predictions to the total number of
positive predictions made by the classifier.

Precision =
True Positives

True Positives + False Positives
(16)

Recall (Sensitivity): Recall measures the ability of the classifier to correctly identify all
positive instances in the dataset. It is calculated as the ratio of true positive predictions to
the total number of actual positive instances in the dataset.

Recall =
True Positives

True Positives + False Negatives
(17)

F1 score: The F1 score is the harmonic mean of precision and recall. It provides a
balance between precision and recall, making it a useful metric for imbalanced datasets. It
is calculated as follows:

F1-score = 2 ∗ Precision ∗ Recall
Precision + Recall

(18)

4.3. Experimental Results and Analysis

To evaluate the performance of our FER system, we present the results on the eN-
TERFACE05 dataset. The two phases that comprise our models are extraction and fusion
of features.

Using the eNTERFACE05 dataset as a reference, we evaluated the accuracy of every
component in our suggested approach for FER during the first stage of feature extraction.
Our goal was to evaluate the accuracy of each model separately and identify the best
combination that provides the highest score.

We used two methods in the fusion stage: one used a simple vector concatenation and
the other used the MCB method. To choose the most effective approach, we compared the
results of each technique.

The SVM classifier was employed to train models for visual feature extraction, with
the approaches presented by Priyasad et al. [38] and Chouhayebi et al. [33] considered as
reference models.

Priyasad et al. [38] employed the ResNet and VGG19 architectures to extract facial
features, resulting in 4096-dimensional vectors, followed by the LSTM architecture to
integrate visual and acoustic features. Chouhayebi et al. [33] adopted the same visual
features as Priyasad et al. [38] and concatenated them with HOG-TOP features to obtain
the most expressive vector using the SVM classifier.

4.3.1. HOG-HOF Method Examination

To optimize the performance of HOG-HOF descriptor we employ the SVM classifier
with linear kernel using k-fold cross-validation to obtain an impressive score of 98.03%.

We use k-fold cross-validation with k = 10 to evaluate the performance of our pro-
posed method and its generalization capability, while also helping to mitigate the risk of
overfitting by providing a more reliable estimate of the model’s performance on unseen
data. The choice of k = 10 for k-fold cross-validation is based on the fact that our dataset is
large. Therefore, it is a common practice aimed at balancing computational efficiency and
obtaining reliable estimates of model performance. The cross-validation process in our case
involves splitting the dataset into N (10) parts, where N is typically chosen based on the
desired level of validation. Each part is then used iteratively for training and validation,
and the model’s performance is evaluated. Additionally, the model is tested separately on
a completely unseen dataset to assess its generalization ability.
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The accuracy for each emotion is detailed in Table 1, and the confusion matrix
is presented in Figure 12. This accuracy represents the mean obtained through k-fold
cross-validation.

Table 1. Score of HOG-HOF descriptor (Unit = %).

Emotion Precision Recall F1-Score

Angry 100.00 100.00 100.00
Disgusted 100.00 100.00 100.00

Happy 100.00 100.00 100.00
Sad 100.00 100.00 100.00

Surprised 100.00 92.30 96.00
Scared 85.71 100.00 92.30

Accuracy - - 98.03
Macro avg 97.61 98.71 98.05

Weighted avg 98.31 98.03 98.07
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Our algorithms’ execution time is linear in terms of the number of training images,
frames in a new video, pixels in a single image, and histogram size (number of spatial cells
multiplied by orientation bins). The reliance on the size of the filtering zone for each pixel
is logarithmic since sorting is required.

4.3.2. LSTM Architecture Examination

We evaluate the performance of the VGG19-LSTM algorithm and optimize its hyper
parameters to achieve better results by using SVM classifier with linear kernel utilizing
k-fold cross-validation as shown in Table 2. For the LSTM model, we selected the following
components: LSTM layer, dense layer, activation, and optimizer. The ReLU activation
function tends to generate more diverse and informative representations in the hidden
layers of the network compared to saturating activation functions like tanh or sigmoid.
The Adam optimizer is less sensitive to the choice of hyperparameters compared to other
optimization algorithms like SGD. It generally performs well across a wide range of tasks
and hyperparameter settings, making it a popular choice for neural network training. We
chose 2000 epochs because we observed through multiple training runs that the model
stabilizes after around 1800 epochs.
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Table 2. List of LSTM model hyperparameters.

Model Hyperparameter Name Value

LSTM layer 1 500
LSTM layer 2 350
LSTM layer 3 250
Dense layer 256

Activation Function Relu
Dense layer 4096

Activation Function Relu
Epochs 2000

Optimizer adam
DropOut ratio 0.2

Every model used in this method was tested separately before being integrated to
provide the most effective approach. Following the integration of the ResNet for face
detection, VGG19 architecture, and LSTM algorithm, the results of the LSTM approach
are presented, achieving a score of 98.30%, as illustrated in Table 3. The corresponding
confusion matrix is depicted in Figure 13. This accuracy represents the average obtained
using k-fold cross-validation.

Table 3. Score of ResNet, VGG19, and LSTM (Unit = %).

Emotion Precision Recall F1-Score

Angry 100.00 94.11 96.97
Disgusted 100.00 100.00 100.00

Happy 100.00 100.00 100.00
Sad 93.33 100.00 96.55

Surprised 100.00 100.00 100.00
Scared 100.00 100.00 100.00

Accuracy - - 98.30
Macro avg 98.88 99.02 98.92

Weighted avg 98.41 98.30 98.30
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4.3.3. Methods Vectors Merged

For optimal outcomes, we integrated the LSTM model-based approach with the HOG-
HOF descriptor-based approach, employing two distinct methods.



Computers 2024, 13, 101 20 of 25

In the initial fusion approach, a basic concatenation of two descriptor vectors was
employed to generate an 8192-size output vector. The efficacy of this method is showcased
in Table 4, utilizing the SVM classifier using k-fold cross-validation with k = 10. The
confusion matrix is displayed in Figure 14, where 98.24% is the average score obtained
using k-fold cross-validation.

Table 4. The score of the basic concatenation of the two vectors (Unit = %).

Emotion Precision Recall F1-Score

Angry 100.00 100.00 100.00
Disgusted 87.50 100.00 93.33

Happy 100.00 92.85 96.29
Sad 100.00 100.00 100.00

Scared 100.00 100.00 100.00
Surprised 100.00 100.00 100.00

Accuracy - - 98.24
Macro avg 97.91 98.81 98.27

Weighted avg 98.46 98.24 98.27
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In the second fusion method, the MCB method was employed with a vector size of
16,000. The choice of 16,000 as the size of the vector descriptor is based on MCB parameters.

Table 5 shows this method’s accuracy with the SVM classifier using k-fold cross-
validation with k = 10, and Figure 15 presents the confusion matrix with a 97.14% score.

Table 5. The score of the concatenation of the two vectors using MCB algorithm (Unit = %).

Emotion Precision Recall F1-Score

Angry 85.71 100.00 92.30
Disgusted 100.00 100.00 100.00

Happy 100.00 83.33 90.90
Sad 100.00 100.00 100.00

Scared 100.00 100.00 100.00
Surprised 100.00 100.00 100.00

Accuracy - - 97.14
Macro avg 97.61 97.22 97.20

Weighted avg 97.55 97.14 97.12
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This accuracy denotes the average acquired through k-fold cross-validation.
After evaluating all kernel types of the SVM classifier, assessing their performance

metrics, and computing the corresponding p-values (which indicate statistical significance
with a value of 0.03), we conclude that the linear kernel outperforms others for emotion
recognition classes.

After analyzing the results of all emotion recognition accuracies, especially for “Dis-
gusted”, “Sad”, and “Scared”, we obtained recognition accuracies above 0.98, while
“Happy”, “Surprised“, and “Angry” had relatively lower accuracies, although still above
0.88. This suggests that emotions such as “Surprised“ and “Angry“ may have subtle facial
expressions that are easily confused with other emotions, making them more challenging
to classify accurately.

Comparison analysis using State-of-the-Art methods:
We conducted a study to compare our method with other related works as shown in

Table 6.

Table 6. Proposed method comparison with other state-of-the-art approaches in terms of accuracy
function using the eNTERFACE05 database.

Method Accuracy

Chouhayebi et al. [33] 96.89%
Hu et al. [34] 89.65%

Priyasad et al. [35] 80.51%
Priyasad et al. [38] 97.75%
Proposed method 98.24%

The first reference we considered is proposed by Chouhayebi et al. [33]. They com-
bined two methods: the first one was based on VGG19 and LSTM models, and the second
one was based on the HOG-TOP algorithm for appearance features. The combination of
these methods was achieved using two different techniques (MCB and simple concate-
nation). They employed the SVM classifier using k-fold cross-validation on the same
eNTERFACE05 database.

In our comparative study, the second reference utilized was proposed by Hu et al. [34].
They provide an approach to emotion identification that combines visual input with an
attentional convolutional neural network’s bidirectional recurrent unit. To extract speech
characteristics, they first trained log-mel spectrograms in a neural network based on ResNet.
Second, voice characteristics are combined with static face appearance features that CNN
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collected. Geometric face traits are extracted using a sequence of closed recurrent units
equipped with attention mechanisms. After that, merged vocal appearance elements and
face geometric features are further combined to create hybrid features.

Priyasad et al. [35] propose a deep learning approach to integrate and leverage audio
and textual information for facial expression classification. Their methodology involves
extracting auditory data from raw audio. Subsequently, a deep convolutional neural
network is employed in their process.

Priyasad et al. [38] employed the LSTM architecture for extracting the visual features,
which were concatenated with acoustic features using the MFCC model. They utilized
basic concatenation of the two vectors and employed the SVM classifier using k-fold
cross-validation on the eNTERFACE05 database.

Lakshmi et al. [27] utilize the modified HOG and the LBP. The Viola–Jones face
detection method was used to detect the face region. A Butterworth high pass filter was
then used to enhance the discovered region and identify the eyes, nose, and mouth region.
Second, the suggested modified HOG and LBP feature descriptor is utilized to extract
features from the identified selected regions. The obtained characteristics of these three
areas are concatenated to obtain a vector descriptor by using CK+ dataset.

Upon reviewing existing methodologies, it becomes evident that traditional models
face limitations as they heavily depend on manually crafted features, potentially failing to
capture the intricate nuances of facial expressions or emotional cues within the dataset. Fur-
thermore, deep learning approaches may exhibit sensitivity to facial expression variations
induced by factors like lighting conditions, occlusions, head poses, and ethnic diversity,
thereby resulting in diminished performance across diverse scenarios. Hence, our proposal
advocates for the fusion of these two methodologies, constituting the primary contribution
of our approach. We employed a spatio-temporal descriptor vector, combining HOG and
HOF descriptors, alongside a descriptor vector derived from a pre-trained VGG-19 model
and LSTM. Our secondary contribution lies in utilizing a generalized descriptor vector,
integrating interactions from both descriptor vectors’ elements.

After comparing our proposed method with the other related works, we observe that
the combination of HOG-HOF and LSTM models offers a superior solution for emotion
recognition compared to existing methods with an impressive score of 98.24%. This under-
scores the effectiveness of our approach in addressing the challenges associated with this
task and highlights its potential for various real-world applications.

Our method outperforms the methods listed below. Table 7 presents a comprehensive
comparison of the several methods employed in our study. In conclusion, it can be said
that the strength of our novel method lies in the fusion of two different types of methods.
One is based on facial texture in a spatio-temporal space, while the other method focuses
on the use of the most relevant and recent methods for emotion recognition. The choice of
the fusion method has also played a crucial role in achieving a higher score.

Table 7. Comprehensive comparison of the various methods.

Method Accuracy

ResNet VGG19 LSTM 98.30%
HOG-HOF 98.03%

Fusion with basic concatenation 98.24%
Fusion with MCB algorithm 97.14%

Our approach achieved a significantly higher accuracy rate compared to existing meth-
ods. Specifically, we observed that our combined model outperformed other approaches in
terms of both accuracy and robustness in facial expression recognition tasks.

By combining manual features, such as HOG and motion descriptors like HOF, with
deep learning models like VGG-19 and LSTM, the proposed methodology addresses the
limitations of both traditional and deep learning approaches. The integration of these
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diverse techniques allows for a more comprehensive representation of facial expressions,
capturing both spatial and temporal dynamics effectively.

Moreover, the utilization of the MCB method for integrating the descriptor vectors fur-
ther enhances the model’s discriminative power and robustness. This approach enables the
extraction of rich features from the concatenated descriptor vectors, facilitating improved
classification performance.

Overall, the methodology proposed in this work represents a significant advancement
in facial expression recognition by combining the strengths of traditional and deep learning
approaches while mitigating their respective limitations. This integrated approach results
in a more robust and accurate system, demonstrating superior performance compared to
traditional algorithms alone.

In the future, our aim is for our proposed approach to seamlessly transition into
practical applications with tangible real-world effects, particularly in human–computer
interactions. For instance, within virtual assistant technology, the system could dynamically
adjust its responses according to the user’s emotional cues, fostering empathetic and
tailored interactions.

5. Conclusions

This research introduces a novel algorithm that merges two methodologies for facial
expression recognition. The initial method employs deep learning models to extract visual
features from video sequences. Specifically, the ResNet model is utilized for face extraction,
and the VGG19 model is employed to generate a vector serving as an input for the LSTM
(Many-To-One) model. This LSTM model constructs one descriptor vector of size 4096.
This vector is combined with a second descriptor vector extracted using the HOG-HOF
descriptor, which integrates appearance descriptor and motion descriptor HOF for spatial–
temporal video processing. The resulting combined vector is subjected to SVM classification,
utilizing two concatenation methods: MCB and simple concatenation. The results obtained
with a score of 98.24% using the eNTERFACE05 database indicate that our fusion of the
two methods yields better scores compared to state-of-the-art methods. We expect that
the results of this study will set the groundwork for advancements in emotion recognition
and related research. Integrating multiple modalities such as facial expressions, speech,
gestures, and physiological signals can lead to more comprehensive and accurate emotion
recognition systems. Future research could focus on developing sophisticated fusion
techniques to combine information from different modalities effectively and using several
datasets to improve our approach.
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