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Abstract: This study focuses on the optimal incentive schemes in a multi-agent moral hazard model,
where each agent has other-regarding preferences and an individual measure of output, with both
being observable by the principal. In particular, the two agents display homo moralis preferences.
I find that, contrary to the case with purely selfish preferences, tournaments can never be optimal
when agents are risk averse, and as the degree of morality increases, positive payments are made in
a larger number of output realizations. Furthermore, I extend the analysis to a dynamic setting, in
which a contract is initially offered to the agents, who then repeatedly choose which level of effort to
provide in each period. I show that the optimal incentive schemes in this case are similar to the ones
obtained in the static setting, but for the role of intertemporal discounting.

Keywords: moral hazard in teams; optimal contracts; homo moralis preferences

1. Introduction

While most of the traditional economic literature on moral hazard has focused on
agents’ heterogeneous skills [1,2] and task allocation [3,4], it is crucial to also take into
account social preferences in the context of incentive provision ([4] explore the notion
of a mission-oriented production of collective goods, emphasizing the role of matching
between the mission preferences of principals and agents, since the former economizes on
the need for high-powered incentives). As pointed out in [5], a considerable fraction of the
agents participating in their workplace experiment do not behave as selfishly as standard
theory would predict. Fehr and et al. [6,7] show that fairness concerns may drastically
impact contractual designs in principal agent environments. Dohmen et al. [8] survey
experimental evidence of reciprocity, both in stylized labor markets as well as in other
decision settings. The survey [9] finds evidence that explicit economic incentives can either
reinforce or weaken prosocial behavior, and that the latter is more common, due to explicit
incentives adversely affecting the individual’s other-regarding preferences.

Here, I study the optimal incentives schemes a principal can offer to a team of two
agents characterized by a novel class of other-regarding preferences, namely homo moralis
preferences. The concept of Kantian ethical rules in economic interactions was first in-
troduced by [10], while [11,12] build upon the ideas of assortativity and evolutionaty
stability presented in [13] to derive a class of preferences that would be favored by evo-
lution in settings with which individuals carrying rare mutant preferences get to interact
(recent experimental evidence supporting homo moralis preferences can be found in [14,15],
while [16] proposes a wider discussion on modeling prosocial preferences). Using a multi-
agent moral hazard environment, as first proposed in [17,18], I show that the optimal
contracts offered to the teams of agents have to balance three different aspects: the agents’
prosocial behavior, here characterized by their degree of morality, risk aversion and in-
centive provision (Section 2 explores in more depth the concept and the utility function
representing moral preferences). I also consider the possibility of repeated interactions
between the agents, as in [19], and show that the optimal incentive scheme in the dy-
namic setting largely maintains the structure of its static counterpart but for the effects of
discounting in the wages paid by the principal.
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More closely related to this paper are the theoretical contributions identifying the
effects of other-regarding preferences in contract design and incentives provision. Many of
those study inequity aversion, following the seminal work of [20]. While [21] considers
inequity-averse agents in tournaments, [22–24] look for the optimal incentive schemes
under such preferences. While the first focus on binary effort choices by the agent (as
in [20]), the latter two allow for continuous effort choice, and in [23], incomplete contracts
are considered. In general, the results in this literature show that team incentives may
outperform both individual and relative performance schemes when agents sufficiently
dislike inequity ([24] shows that similar results hold for status-seeking agents as well).

In a similar vein to [20] as well, [25] derives optimal incentive schemes for reciprocal
agents, a class of preferences first modeled in normal form games by [26] (a wider discus-
sion on different classes of prosocial preferences can be found in [16]). As a result, [25]
finds that the optimal incentive scheme depends on the interplay between risk aversion
and the degree of reciprocity. More precisely, a relative performance scheme, which in-
duces negative reciprocity, is optimal when agents are not very risk averse, while a joint
performance scheme inducing positive reciprocity is better when agents become more risk
averse. A different form of reciprocity between agents is altruism ([27] studies a model
where agents have heterogeneous degrees of altruism (and greed). Their construction
differs from [28] notion of altruism, because on the latter, it is the agents’ concern about
each other’s wellbeing rather than their concern about own social reputation that induces
prosocial behavior). Meanwhile, [29,30] study conditions under which explicit incentives
can improve or damage altruism between co-workers (see [31,32] for more on altruism). In
contrast to inequity aversion, and closer to the results in reciprocity, they find that both team
performance and relative performance schemes can reinforce altruism in the workplace.

Differently than the literature above, I find that in most cases, relative performance is
the optimal scheme for incentivising moral agents. In one particular case, team performance
is also optimal, but it is so because all other schemes are not available, since limited liability
constraints rule them out. Moreover, I also show that tournaments are never optimal,
in stark contrast to the studies of optimal incentive schemes with purely selfish individuals.

The choice of homo moralis preferences comes from the realization that, in all the liter-
ature listed above, other-regarding preferences are assumed based only on psychological
and experimental results. Although in most cases assuming a certain type of preferences
have an intuitive appeal, as in the intra-household models based on forms of altruism, a
theoretical foundation for the choice of one or other preference representation was lacking.
The missing link, then, is a specification of preferences that is robust in a general setting,
or one that evolves endogenously over time in a population. Alger and Weibull [11,12]
provide such a link. They show that under incomplete information (agents’ preferences
are privately observed) and assortative matching, homo moralis preferences emerge as the
evolutionarily stable ones, and that the degree of morality is given by the degree of assorta-
tivity of the matching process in which the individuals participate. Moreover, [11,12] argue
that the utility function representing homo moralis preferences is the only one that proves
to be robust against invasion in monomorphic populations in the class of continuous utility
functions. As described in their paper, these preferences can be understood as a convex
combination of the well-known selfish homo oeconomicus preferences and [33]’s concept
of Kantian morality.

The paper continues in the following way. Section 2 introduces the model and the
homo moralis utility function. Section 3 then analyses the problem faced by the principal in
the static setting, while Section 4 extends the results to the dynamic environment. Section 5
concludes. For ease of exposition, all proofs are collected in the Appendix A.

2. The Model

Consider a firm composed of one manager (principal) and two employees (agents),
denoted by i ∈ {A, B}. Each agent produces an observable output xi ∈ {xH , xL}, with
xH > xL, which is stochastically determined by the agent’s choice of either exerting effort
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or shirking, i.e., ei ∈ {0, 1}. This production technology is characterized by the probability
of achieving a high output conditional on the effort supplied:

Prob
(

xi = xH |ei = 1
)
= p ∈ (0, 1), (1)

Prob
(

xi = xH |ei = 0
)
= q ∈ (0, p). (2)

This formulation assumes that the observable outputs xA and xB depend only on the
corresponding agent’s choice of effort and are independently drawn, and the production
technology is symmetric. The cost of exerting effort is given by

C(ei) = cei, c > 0, i ∈ {A, B}.

The principal is assumed to be risk-neutral, and can use a remuneration scheme
w = (wA, wB) to compensate her employees, which possibly depends on the output
realizations xA and xB. Thus, the principal’s expected payoff can be written as

V(xA, xB, w) = ∑
i
E[xi − wi].

Each agent’s material payoff is assumed to be additively separable in wages and
effort, i.e.,

πi(wi, ei) = ui(wi)− C(ei).

For ease of exposition, I assume that employees A and B value wages identically:
uA(w) = uB(w) = w1−ρ, for ρ ∈ [0, 1), thus allowing one to examine the behavior under
risk neutrality (ρ = 0) as a limiting case of risk-averse agents (ρ ∈ (0, 1)). Therefore, their
material payoffs can be rewritten as

π(wi, ei) = w1−ρ
i − cei. (3)

For any pair of effort choices (eA, eB), the space of possible output realizations is
S = {(xH , xH), (xH , xL), (xL, xH), (xL, xL)}, where each element s ∈ S is an ordered pair
s = (xA, xB). The principal can offer compensation schemes determining wages after each
possible realization of output, namely

wi = (wiHH , wiHL, wiLH , wiLL),

where wiHH specifies, for instance, the wage received by agent i when both output real-
izations are high and wiHL denotes the same agent’s wage when his realized output is
high while his partner’s output realization is low. The agents’ expected material payoff,
conditional on efforts, is

E
[
π(wi, ei)|ei, ej

]
= P(ei)P(ej)w

1−ρ
iHH + P(ei)

[
1− P(ej)

]
w1−ρ

iHL

+ [1− P(ei)]P(ej)w
1−ρ
iLH + [1− P(ei)]

[
1− P(ej)

]
w1−ρ

iLL − cei,

for i, j ∈ {A, B}, j 6= i.
Up to this moment, the preferences of the employees have not been fully described. In

particular, I assume that the agents have homo moralis preferences (see [11,12]), represented
by the (expected) utility function

Ui(wi, ei, e−i; κi) = (1− κi)E[π(wi, ei)|ei, e−i] + κiE[π(wi, ei)|ei, ei], (4)

where κi ∈ [0, 1] denotes agent i’s degree of morality. Inspection of the above expression
shows that this specification is the convex combination between the usual representation of
selfish preferences (the first term) and agent i’s material payoff if agent j were to choose the
same action (second term). Moreover, the limiting cases are interesting: while taking κi = 0
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reduces the utility function to the standard selfish preferences, κi = 1 captures a situation
where agent i doesn’t behave strategically: indeed, the problem, in that case, reduces to a
single decision where j 6= i choice of effort has not effect on agent i’s utility.

Throughout the exposition, I assume that the difference xH − xL > 0 is large enough
for the principal to always prefer to induce both agents not to shirk. Furthermore, in order
to focus on incentives provision, I assume that the workers are already employed by the
firm, that contracts are bound by limited liability constraints and that preferences and costs
are common information. Thus, the only private information is the agents’ choices of effort.
Timing is as follows: the principal sets her preferred incentive schemes (possibly contingent
on both performance indicators (xA, xB)). The agents then simultaneously choose whether
or not to exert effort. Finally, (xA, xB) is realized and payments are made according to the
incentives schemes proposed by the employer.

Some remarks must be made. First, given any incentive scheme, agents A and B play
a static game with complete information. Not only do they know the proposed incentive
scheme, they also know their partner’s degree of morality, and thus his preferences. More-
over, since this is a one-shot game, it is irrelevant whether the agents can observe each
other’s choice of effort after the outputs are realized or not, and thus discussions about
commitment are outside the scope of this model. Second, assuming that the agents are
already employed by the firm somewhat relaxes the problem that will be solved by the
principal, since participation constraints will not be considered. I will consider, however,
limited liability on wages. Thus, if the outside option on the participation constraint would
be set to zero, then limited liability would imply the former.

3. The Principal’s Problem in the Static Framework

The principal’s problem is

maxw V(xA, xB, w)
s.t. Ui(wi, 1, 1; κi) ≥ Ui(wi, 0, 1; κi) (ICi)

wiHH , wiHL, wiLH , wiLL ≥ 0 (LLi)

for i ∈ {A, B}. Given the risk neutrality and the linearity of the expectation operator,
and assuming both agents will exert effort, the principal’s expected profits can be rewrit-
ten as.

V(xA, xB, w) = E[xA + xB]−
[

p2 ∑
i

wiHH + p(1− p)∑
i
(wiHL + wiLH) + (1− p)2 ∑

i
wiLL

]
.

Since the principal maximizes over the incentives schemes, the problem above is
equivalent to

minw p2 ∑i wiHH + p(1− p)∑i(wiHL + wiLH) + (1− p)2 ∑i wiLL
s.t. Ui(wi, 1, 1; κi) ≥ Ui(wi, 0, 1; κi) (ICi)

wiHH , wiHL, wiLH , wiLL ≥ 0 (LLi)

Let’s focus now on the incentive compatibility constraint. On the left-hand side,
both agents are exerting effort, so that E[π(wi, e∗i )|e∗i , e∗j ] = E[π(wi, e∗i )|e∗i , e∗i ]. Therefore,
one obtains

Ui(wi, 1, 1; κi) = E[π(wi, 1)|e∗i = 1, e∗j = 1]

= p2w1−ρ
iHH + p(1− p)w1−ρ

iHL + (1− p)pw1−ρ
iLH + (1− p)2w1−ρ

iLL − c,
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while the right-hand side writes

Ui(wi, 0, 1; κi) = (1− κi)
[
qpw1−ρ

iHH + q(1− p)w1−ρ
iHL + (1− q)pw1−ρ

iLH + (1− q)(1− p)w1−ρ
iLL

]
+ κi

[
q2w1−ρ

iHH + q(1− q)w1−ρ
iHL + (1− q)qw1−ρ

iLH + (1− q)2w1−ρ
iLL

]
.

Due the limited liability constraints and an implicit assumption of a normalized outside
option to zero, if q = 0 the principal can set wiLL = 0 and the incentive compatibility
constraints for the moral agents become identical to the one for a purely selfish agent.

Plugging in the above equations into the incentive compatibility constraint and rear-
ranging the terms around the wages yields

w1−ρ
iHH

[
p2 − (1− κi)qp− κiq2

]
+ w1−ρ

iHL [p(1− p)− (1− κi)q(1− p)− κiq(1− q)]

+ w1−ρ
iLH [(1− p)p− (1− κi)(1− q)p− κi(1− q)q]

+ w1−ρ
iLL

[
(1− p)2 − (1− κi)(1− q)(1− p)− κi(1− q)2

]
≥ c.

This form of writing the incentive compatibility constraint is very convenient to
observe how the degree of morality affects the incentives of agent i to exert effort. To
start, take the term multiplying wiHH , and suppose κi = 0. In this case, one obtains
p · p− q · p = (p− q) · p, which exactly describes the decrease in the probability of achieving
the output realization (xH , xH) that would be observed under selfish preferences: agent i
would take the action e−i = 1 as a given, and would only consider the effects caused by
his own shirking. On the other hand, for κi = 1, the term would become p · p− q · q =
(p− q) · (p + q) > (p− q) · p: everything else fixed, the principal would need a smaller
wage wiHH to incentivise agent i, since now agent i would evaluate his payoff as if both
him and his partner were shirking. Similar reasoning can be applied to the remaining
terms.

One interesting remark is in order at this point. Under standard homo oeconomicus
preferences, both agents are characterized by the same degree of morality κi = 0, and thus
each multiplicative term is identical for employees A and B. However, if κA 6= κB, these
terms may not be the same any longer, and the workers would behave as if they possess
heterogeneous beliefs (see [34] for moral hazard problems with heterogenous beliefs) about
the realizations of output. This would, therefore, give a rationale for different wages being
proposed (and accepted in the case where participation constraints are included in the
model) by agents facing the same disutility of effort and attitude towards risk. Observe,
however, the two approaches are radically different at heart: while [34] assumes agents
have heterogeneous beliefs about the probability of success, thus implying that at least one
of them have incorrect beliefs, in my model I assume both agents have correct beliefs about
the probability of success, but differ only on their degree of morality.

For ease of exposition, the analysis will be divided into two parts: first, the risk-neutral
case (ρ = 0) will be tackled. Then, I proceed to characterize the optimal incentive schemes
when the agents are risk averse (ρ ∈ (0, 1)).

3.1. Optimal Incentive Schemes for Risk-Neutral Agents (ρ = 0)

For now, focus is channeled towards risk-neutral agents (ρ = 0). Under this additional
assumption, the principal’s problem is a linear programming problem with five inequality
constraints: the incentive compatibility and the four limited liability constraints. The first
result states that the principal’s problem accepts three widely known solution candidates,
namely an individual incentive scheme, where the principal remunerates each agent i
according to his observable measure of output xi alone; a team incentive scheme, in
which the basis for remuneration is the sum of the individual observable measures; and a
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tournament scheme, such that agent i receives a bonus if his output measurement has the
highest value.

Lemma 1. When agents are risk neutral with respect to wealth and have homo moralis preferences,
the following two solution candidates implement ei = 1, ∀κi ∈ [0, 1], i ∈ {A, B}:
1. an individual incentive scheme, with

wiHH = wiHL =
c

p− q
> wiLH = wiLL = 0;

2. a team incentive scheme, such that

wiHH =
c

(p− q)(p + κiq)
> wiHL = wiLH = wILL = 0.

For κi <
1−p

q , a tournament scheme also implements ei = 1:

wiHL =
c

(p− q)(1− p− κiq)
> wiHH = wiLH = wiLL = 0.

Proof. all proofs are in the Appendix A.

Inspection of the remuneration structures reveals two interesting insights. First,
under the individual incentive schemes, the wage paid following a high realization of
the observable measure of output does not depend on the agents’ degrees of morality, in
contrast with the remaining schemes. Intuitively, this is a consequence of the independence
assumptions on the production technology and its stochastic measurement: together with
an incentive scheme that relies solely on individual performance; this environment reduces
to zero the effect of Kantian morality in the incentives provision; it is as if the employees
are purely selfish.

Second, the tournament is only feasible if agent i does not exhibit a high degree of
morality. The mechanism behind this is the asymmetric nature of this particular incentive
scheme: an employee can only receive the bonus if he outperforms his colleague, thus
conflicting the agent’s urge to do the right thing. However, if p + q ≤ 1, a tournament
is feasible for all κi ∈ [0, 1]. In this case, since the probability of realizing a high output
measure is sufficiently small, the incentives provided by the asymmetric scheme may
overpower the agents’ morality in order to induce both to exert effort.

In order to determine which scheme among the ones mentioned above is the most
profitable for the principal, one must simply compare the expected payments made under
each alternative structure.

Lemma 2. When agents are risk neutral with respect to wealth and have homo moralis preferences,
the principal is indifferent among the alternative schemes if κi = 0. If κi ∈ (0, 1], the principal
strictly prefers the team incentive scheme over the individual and tournament structures.

The statement considers two distinct cases: one for κ = 0 and another for κ > 0. In
the first case, the analysis boils down to standard homo oeconomicus preferences with
risk-neutral agents. Thus, since the agents are identical and risk-sharing is not an issue,
all three structures provide exactly the same expected payments to the employees and,
therefore, have the same expected cost for the principal. One concludes that the principal
is indifferent among the alternative compensation schemes.

The interesting case, however, lies in κ > 0. When the employees display a concern
with doing the right thing, the principal is strictly better off implementing a team incentive
scheme. Such a scheme implies that the desired outcome is a high output realization for
agents 1 and 2, which transforms exerting a high effort into being the right thing. Since
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both agents now display a positive degree of morality, the total expected cost of explicitly
incentivising the agents is reduced.

Although Lemma 2 rules out individual performance and tournaments as the optimal
incentive schemes (for κi > 0), it does not fully characterize the solution to the principal’s
problem. This is done in Proposition 1 below.

Proposition 1. When agents are risk neutral with respect to wealth and have homo moralis
preferences, the optimal incentive scheme for the principal is team performance.

Proposition 1 strengthens Lemma 2: team incentives are the best scheme a principal
can use to incentivise a team of moral and risk-neutral agents, among all schemes that
satisfy the incentive compatibility and limited liability constraints.

The proof of Proposition 1 is constructed in four steps. First, I show that any optimal
incentive scheme always has wiLL = 0 for i ∈ {A, B}. Then, it is easy to show that the
incentive compatibility constraint must be satisfied with equality. The third step uses
Lemma 2, thus eliminating any incentive scheme such that wiHL > 0. Then, the fourth
and last step must only consider schemes with wiHH , wiLH ≥ 0; finally, I show that the
principal’s expected transfers to the agents are minimized with a team incentive scheme
for any κi ∈ [0, 1].

Closer inspection of the optimal incentive scheme shows that the principal is better off
with teams of highly moral agents. The mechanism behind this is that a larger degree of
morality slackens the incentive compatibility constraint, thus demanding a smaller transfer
from the employer to the employees. This is stated formally below.

Corollary 1. Under the optimal incentive scheme with risk-neutral agents (team performance), the
principal’s expected profit is strictly increasing in the agents’ degrees of morality.

3.2. Optimal Incentive Schemes for Risk-Averse Agents (ρ ∈ (0, 1))

Studying the risk-neutral case allows an understanding of the effects that homo
moralis preferences have on designing the optimal incentive scheme, without having to
take into consideration the trade-off between incentive provision and risk sharing. In
particular, the agents’ urge to do the right thing makes team performance scheme the most
profitable for the principal in that case. In this section, the risk neutrality assumption is
relaxed, and the optimal incentive scheme will have to balance morality, incentive provision
and risk aversion.

The assumption on a functional form for the utility function over wealth, namely
u(w) = w1−ρ for ρ ∈ [0, 1), comes in handy in this section, since the results under risk
neutrality can be treated as a particular case of this more general framework. Thus, at
least for sufficiently high degrees of morality and low risk aversion, one expects team
performance to be the optimal incentive scheme. The analysis below aims to specify the
conditions for that claim to hold.

First, it is noteworthy that the usual incentive schemes (team, individual performance
and tournaments) can be used by the principal to elicit effort. However, one other scheme
must also be considered here: relative performance. In such a scheme, payments to agent i
are made whenever his output realization is high, but it differs from an individual incentive
scheme in allowing different wages following good or bad realizations of output from
agent j. Under risk neutrality, both schemes are identical because of the linearity of the
utility function. However, under risk aversion, the concavity of u allows the principal to
induce high effort by offering such a compensation scheme, since now any scheme must
balance the trade-off between incentive provision and risk sharing.

Lemma 3. When agents are risk averse with respect to wealth and have homo moralis preferences,
the following incentive schemes implement ei = 1 for i ∈ {A, B}:
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1. an individual incentive scheme, for any κi ∈ [0, 1], with

wiHH = wIHL =

(
c

p− q

) 1
1−ρ

> wiLH = wiLL = 0;

2. a team incentive scheme, for any κi ∈ [0, 1], such that

wiHH =

(
c

(p− q)(p + κiq)

) 1
1−ρ

> wiHL = wiLH = wILL = 0;

3. a tournament scheme, for κi <
1−p

q , in which

wiHL =

(
c

(p− q)(1− p− κiq)

) 1
1−ρ

> wiHH = wiLH = wiLL = 0;

4. a relative performance scheme, for κi <
1−p

q

wiHH =

(
c

(p− q)(p + κiq) + A(κi, ρ)1−ρ(p− q)(1− p− κiq)

) 1
1−ρ

≥

wiHL = wiHH · A(κi, ρ) > wiLH = wiLL = 0

where A(κi, ρ) =
(

p(1−p−κiq)
(1−p)(p+κiq)

) 1
ρ ∈ [0, 1].

For the first three schemes, taking ρ = 0 yields exactly the same expressions shown in
Lemma 1, which characterized such schemes for risk-neutral agents. Now, taking the limit
as ρ → 0 on the relative performance scheme yields the same expression as in the team
performance: lacking the need for risk sharing, both schemes are identical. Once again, if
q = 0, all the incentive schemes above become independent of the prosociality degree κ,
since the principal sets wiLL = 0 in equilibrium and therefore the incentive compatibility
constraint for the homo moralis agent becomes identical to the constraint for a purely
selfish one.

Before characterizing the optimal incentive scheme for the principal, the following
intermediate results deserves a few remarks.

Lemma 4. For any ρ ∈ (0, 1) and κi ∈ [0, 1], i = 1, 2 , the principal prefers an individual
incentive scheme over a tournament.

The intuition for Lemma 4 is very simple: since a tournament imposes more risk on the
agent than an individual incentive scheme, it must remunerate the agent for the increase in
the riskiness of the contract. However, this compensation for risk is not profitable for the
principal, for any degree of morality of the agent. Moreover, if the degree of morality is
sufficiently high, such a scheme does not even satisfy the incentive compatibility constraint.

In contrast to the risk-neutral case, the optimality of a team performance scheme no
longer holds for all values of κi, p and q. In particular, when compared to the individual
performance scheme, the principal will only prefer the former if the agents’ degrees of
morality are very high, or if their coefficient of risk aversion is sufficiently low.

Lemma 5. The principal strictly prefers team performance over individual performance schemes if
κi > κ(ρ) = p(1−pρ)

qpρ .

Again, observing this result extends the findings under risk neutrality: for ρ = 0, the
right-hand side of the necessary and sufficient condition becomes 0, and thus any positive
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degree of morality will imply the optimality of team incentives over individual performance
as was seen before. However, the right-hand side is strictly increasing in ρ, which implies
that only a very high degree of morality can offset an increase in the degree of risk aversion
in order for the principal to profit from the team incentive scheme. As ρ→ 1, the condition
becomes κi > 1−p

q , which can never be satisfied if p + q ≤ 1. Counterintuitively, as
the employee becomes more risk averse, the principal can benefit from a high degree
of morality by offering the agent a contract associating positive payments with a larger
number of possible output realizations. On the other hand, if the agent is not very risk
averse but has a very high degree of morality, remunerating solely on the case where both
agents are successful in obtaining the high output is optimal given the beliefs held by the
moral agent.

Lemmas 4 and 5 rank the principal’s preferences over team, individual and tournament
schemes, but refrain from comparing them to relative performance schemes. Proposition
2 below strengthens the comparison, by determining the optimal incentive scheme for
the principal depending on the probabilities of attaining the high output, the agent’s risk
aversion and degree of morality.

Proposition 2. Suppose agents are risk averse with respect to wealth and have homo moralis
preferences. Then, for any ρ ∈ (0, 1):

1. If p + q > 1 and

• κ ∈
[
0, 1−p

q

]
: a relative performance scheme, with wiHH , wiHL ≥ 0 and wiLH =

wiLL = 0, is optimal;
• κ ∈

[
1−p

q , 1
]
: a team performance scheme, with wiHH ≥ 0 and wiHL = wiLH =

wiLL = 0, is optimal.

2. If p + q ≤ 1 and

• κ ∈
[
0, p

1−q

]
: a relative performance scheme, with wiHH , wiHL ≥ 0 and wiLH =

wiLL = 0, is optimal;
• κ ∈

[
p

1−q , 1
]
: a performance scheme with wiHH , wiHL, wiLH ≥ 0 and wiLL = 0 is

optimal.

The interplay between risk aversion and morality leads to the optimality of relative
performance schemes in most cases: it is profitable for the principal to offer compensation
schemes that induce positive payments in as many output realizations as possible. One
case, however, does the exact opposite by proposing an incentive scheme where the only
positive payment comes only if both agents are successful in their tasks: if p + q > 1 and
κi ≥

1−p
q , the principal can profit by exploring the agent’s high degree of morality and,

thus, belief in the realization of high outcomes to concentrate transfer to that particular
realization instead of promising positive transfers, even when outputs are low.

Corollary 2. Under the optimal incentive scheme with risk-averse agents, the principal’s expected
profit is non-decreasing in the agents’ degrees of morality.

As was the case under risk neutrality, the principal benefits from hiring agents with
large degrees of morality, since they will need less explicit incentives embedded in the
optimal compensation scheme in order to exert effort. However, the interplay of employees’
morality and risk sharing demands compensation schemes that spread out payments more
evenly across the possible realizations of output, in particular when the probability of
realizing a high output is not very large (i.e., when p + q ≤ 1).

4. Repeated Interactions

In what follows, I consider a repeated setting where the agents are expected to either
exert effort (e = 1) or shirk (e = 0) in each period. As in [19], this arrangement is open-
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ended and can be terminated at the end of each period t = 0, 1, . . . with probability
1− δ ∈ (0, 1), where δ can also be thought of as the common discount factor for all three
parties. A history at time t is a sequence of effort choices made by the employees until
period t − 1, and thus a strategy profile is a sequence of functions mapping from any
possible history at each period into actions (more precisely, into a probability distribution
over effort choices).

In this section, I will show that the optimal incentive schemes derived from the
static model and stated in Proposition 2 are also capable of providing the incentives for
both agents to exert effort in the repeated setting. Firstly, note that a dynamic incentive
compatibility constraint, for any incentive scheme w∗, will be written as

Ui(w∗, 1, 1; κi) ≥ (1− δ)Ui(w∗, 0, 1; κi) + δmin{Ui(w∗, 0, 1; κi), Ui(w∗, 0, 0; κi)}. (5)

While the left-hand side of inequality 5 yields the average present-discounted ex-
pected utility if both agents exert effort, the right-hand side represents the average present-
discounted expected utility if one agent shirks and is sub-sequentially punished with the
worst equilibrium payoff, which can be either Ui(w∗, 0, 1; κi) or Ui(w∗, 0, 0; κi) depending
on the incentive scheme implemented by the principal (this point is explored further in [19],
by showing that relative performance schemes in which π(w, 0, 1) < π(w, 0, 0) will not be
implemented by a profit maximizing principal in a repeated setting with purely selfish
agents. The incentive compatibility constraint in inequality 5 reflects the findings of [19] in
the setting with homo moralis agents).

Since 1 > p > q > 0 by assumption, and together with the limited liability constraints,
it is the case that Ui(w∗, 0, 1; κi) ≥ Ui(w∗, 0, 0; κi) under the three optimal incentive schemes
in Proposition 2, so the relevant incentive constraint is

Ui(w∗, 1, 1; κi) ≥ (1− δ)Ui(w∗, 0, 1; κi) + δUi(w∗, 0, 0; κi), (6)

which holds whenever the static incentive compatibility constraint is satisfied; indeed, for
any of optimal static schemes and δ ∈ [0, 1],

Ui(w∗, 1, 1; κi) ≥ Ui(w∗, 0, 1; κi)

= (1− δ)Ui(w∗, 0, 1; κi) + δUi(w∗, 0, 1; κi)

≥ (1− δ)Ui(w∗, 0, 1; κi) + δUi(w∗, 0, 0; κi).

Moreover, one can easily check that Ui(w, 1, 1; κi) ≥ Ui(w, 0, 0; κi), so collusion in
shirking is deterred by use of any of the three optimal incentive schemes in Proposition 2.
However, the argument built until now does not imply that e = 0 is a symmetric Nash
equilibrium of the stage-game. If it is not, then the trigger-strategy here considered does
not induce both agents to exert effort in the repeated game. Such an issue does not arise if
Ui(w∗, 0, 0; κi) ≥ Ui(w∗, 1, 0; κi), which can be written as

q2w1−ρ
iHH + q(1− q)w1−ρ

iHL + (1− q)qw1−ρ
iLH ≥

(1− κi)
[

pqw1−ρ
iHH + p(1− q)w1−ρ

iHL + (1− p)qw1−ρ
iLH

]
+ κi

[
p2w1−ρ

iHH + p(1− p)w1−ρ
iHL + (1− p)pw1−ρ

iLH

]
− c.

Let c(w∗, κi) denote the value of c that satisfies the condition above with equality for
some optimal scheme w∗ and degree of morality κi. I can now state the following result.

Proposition 3. Consider an incentive scheme w∗ characterized in Proposition 2. If c ≥ max{c(w∗,
κA), c(w∗, κB), 0}, then the static optimal incentive scheme w∗ induces both agents to cooperate
in the repeated setting.
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An important point of Proposition 3 is that it holds for any value of the discount factor
δ. That is, as long as the cost of exerting effort is sufficiently high to avoid e = 1 being a
(weakly) dominant strategy for any of the employees, the optimal static incentive schemes
of Proposition 2 also generate implicit incentives deterring shirking in the dynamic case
irrespective of how patient the agents are. This is a consequence of the dynamic incentive
compatibility constraint 6 being automatically satisfied by the schedules respecting its static
version. Therefore, tournaments and individual performance schemes can also sustain
effort in the dynamic game.

Corollary 3. Tournaments (wTourn) and individual performance scheme (wInd) induce both agents
to exert effort in the repeated setting if c ≥ max{c(w, κA), c(w, κB), 0}.

Now, I want to focus on the more general principal’s problem

minw p2wiHH + p(1− p)(wiHL + wiLH) + (1− p)2wiLL
s.t. Ui(w∗, 1, 1; κi) ≥ (1− δ)Ui(w∗, 0, 1; κi)

+δmin{Ui(w∗, 0, 1; κi), Ui(w∗, 0, 0; κi)} (DICi)
wiHH , wiHL, wiLHwiLL ≥ 0 (LLi)

If Ui(w∗, 0, 1; κi) ≤ Ui(w∗, 0, 0; κi), the principal’s problem is identical to the one in
the static case, then the optimal incentive schemes described in Proposition 2 apply to the
repeated setting. The more interesting case happens if Ui(w∗, 0, 1; κi) > Ui(w∗, 0, 0; κi):
for a large discount factor δ, the unique optimal incentive scheme will be either a team
incentive scheme or a complete incentive scheme if p + q < 1 or p + q > 1, respectively. If,
however, p + q = 1, then a relative performance scheme is uniquely optimal. The formal
statement is given below.

Proposition 4. Let κ(δ) and κ(δ) be such that

κ(0) =
1− p

q
, κ(0) =

p
1− q

,

and

∂κ(δ)

∂δ


> 0 if p + q < 1
= 0 if p + q = 1
< 0 if p + q > 1

,
∂κ(δ)

∂δ


< 0 if p + q < 1
= 0 if p + q = 1
> 0 if p + q > 1

.

Then, for any ρ ∈ (0, 1) and δ ∈ (0, 1), the optimal incentive scheme for a risk-averse agent
characterized by homo moralis preferences is:

1. if p + q > 1 and

• κ ∈ [0, κ(δ)): a relative performance scheme, with wiHH , wiHL > 0 and wiLH =
wiLL = 0;

• κ ∈ [κ(δ), 1]: a team performance scheme, with wiHH > 0 and wiHL = wiLH =
wiLL = 0.

2. if p + q < 1 and

• κ ∈ [0, κ(δ)]: a relative performance scheme, with wiHH , wiHL > 0 and wiLH =
wiLL = 0;

• κ ∈ (κ(δ), 1]: a performance scheme with wiHH , wiHL, wiLH > 0 and wiLL = 0.

3. if p+ q = 1, then κ(δ) = κ(δ) = 1 and a relative performance scheme, with wiHH , wiHL > 0
and wiLH = wiLL = 0, is optimal.

An increase in the discount factor has two effects. The first one is the shifts in the
thresholds κ(δ) and κ(δ). As δ approaches one, the values of the thresholds escape the
interval [0, 1] that characterizes the degree of morality of the agents, and thus only one
incentive scheme is optimal for each case (in the proof of Proposition 4 in the Appendix A,
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I show that the limits go to plus and minus infinity depending on whether p + q > 1 or
p + q < 1).

The second effect is that an increase in the discount factor decreases the wage that
must be paid to the agents, in particular if both output measures are high. This is true
because the incentive schemes satisfying the dynamic incentive compatibility constraint
carry implicit incentives for both agents to exert effort, by the existing threat of everlasting
punishment in case of an unilateral deviation. Therefore, the principal benefits rest on how
moral and patient his employees are, as intuition suggests.

5. Concluding Remarks

Studying optimal incentive schemes with other-regarding preferences highlights the
fact that the traditional trade-off between risk sharing and incentive provision is not the
only one to influence the characterization of optimal contracts, and thus, may provide a
better understanding of why the contracts observed in reality are not as high-powered as
the ones predicted in the theory. In this line, [20,23,25], among others, explore the effects
that altruism, inequity aversion and reciprocity have on compensation schemes.

Using the recent results on the evolution of preferences provided by [11,12], I study the
problem of optimal incentive provision when agents display other-regarding preferences
and different attitudes toward risk. In particular, I have shown that the optimal incentive
scheme for moral agents may exhibit more risk than for selfish agents, in the sense that
compensation is spread among more possible outcomes rather than aggregated around
only one agent’s output realization, as a consequence of the implicit incentives generated
by morality. Furthermore, in contrast to [20,25], I show that tournaments are never optimal
for positive degrees of morality.

Following [19], I extend the analysis to a dynamic environment and show that the
optimal incentive schemes derived in the static case are also optimal when the agents are
engaged in repeated interactions. The only difference between the former and the latter is
intertemporal discounting, which affects the amount but not the underlying structure of
the compensation schemes in the dynamic setting.
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Appendix A. Proofs

Appendix A.1. Proof of Lemma 1

As a starting point, I claim that any optimal contract must satisfy the incentive com-
patibility constraint with equality, and must be such that wiLL = 0. To see this, I rewrite the
(ICi) constraint assuming ρ = 0 as follows:

wiHH [p + κiq] + wiHL[(1− p)− κiq]− wiLH [p− κi(1− q)]− wiLL[(1− p) + κi(1− q)] ≥ c
p− q

.

Note that for any 0 < q < p < 1 and κi, wiLL is multiplied by a strictly negative term,
while wiHH is multiplied by a strictly positive term. For wiHL, the term multiplying it is
strictly positive for κi <

1−p
q (and negative otherwise), and wiLH is multiplied by a strictly

positive term whenever κi >
p

1−q (and negative otherwise).
Therefore, suppose, by contradiction, that wi = (wiHH , wiHL, wiLH , wiLL) is an optimal

contract that satisfies the (ICi) with some slack and also satisfies the limited liability (non-
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negativity) constraints. If wi is such that wiLH > 0, the principal can offer a new contract
w′i = (wiHH , wiHL, wiLH , 0) which doesn’t violate any of the constraints and make him
better off. Indeed, note that

wiHH [p + κiq] + wiHL[(1− p)− κiq]− wiLH [p− κi(1− q)] >

wiHH [p + κiq] + wiHL[(1− p)− κiq]− wiLH [p− κi(1− q)]− wiLL[(1− p) + κi(1− q)],

and

p2wiHH + p(1− p)(wiHL + wiLH) < p2wiHH + p(1− p)(wiHL + wiLH) + (1− p)2wiLL.

Thus, any optimal contract must have wiLL = 0. Moreover, a similar argument shows
that wiHL = 0 and wiLH = 0 whenever their multiplying terms are strictly negative, i.e.,
whenever κi ≥

1−p
q and κi ≤

p
1−q , respectively.

Now, see that the principal can reduce the expected transfers to the agents by offering
a contract w′′i = (wiHH − ε1, wiHL − ε2, wiLH − ε3, 0) where ε1 > 0 and

ε2

{
> 0, if κi <

1−p
q

= 0, otherwise.

and

ε3

{
> 0, if κi >

p
1−q

= 0, otherwise.

For ε1, ε2, ε3 ≈ 0, the incentive compatibility constraint is still satisfied, while

p2(wiHH − ε1) + p(1− p)[(wiHL − ε2) + (wiLH − ε3)] < p2wiHH + p(1− p)(wiHL +wiLH).

Thus, the principal reduces wiHH , wiHL and wiLH , when the latter are not already zero,
until the incentive compatibility constraint is satisfied with equality.

Given the argument above, attention can be restricted to incentives schemes such that
wiHH , wiHL, wiLH ≥ 0 and wiLL = 0. Thus, it is easy to see the three common incentive
schemes, namely individual incentive scheme, team incentive scheme and tournament
scheme, satisfy the conditions above. I analyze each in turn.

First, consider the individual incentive scheme, such that wiHH = wiHL = wiH , wiLH = 0.
Substituting the first equality in (ICi) yields

wiH

[
p2 − (1− κi)qp− κiq2 + p(1− p)− (1− κi)q(1− p)− κiq(1− q)

]
− c = 0

wiH =
c

p− q
> 0,

since p > q by assumption.
A team incentive scheme would have wiHH ≥ 0, wiHL = wiLH = 0. By force of (ICi),

one obtains
wiHH =

c
p2 − (1− κi)qp− κiq2 =

c
(p− q)(p + κiq)

> 0.

A tournament scheme consists of wiHL ≥ 0, wiHH = wiLH = 0. Again, using the
incentive compatibility constraint yields

wiHL =
c

p(1− p)− (1− κi)q(1− p)− κiq(1− q)
=

c
(p− q)(1− p− κiq)

.

Observe that wiHL > 0 here if, and only if, 1− p− κiq > 0, i.e., κi <
1−p

q . Therefore, a
tournament is a candidate solution if, and only if, agent i’s degree of morality is not very
high.
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Appendix A.2. Proof of Lemma 2

The proof follows directly from the comparison of expected payments. For ease of
exposition, they are written:

1. Individual incentive scheme: ∑i
[
p2 + p(1− p)

]
wiH = 2p c

p−q ;

2. Team incentive scheme: p2 ∑i wiHH = p2 ∑i
c

(p−q)(p+κiq)
;

3. Tournament: p(1− p)∑i wiHL = p(1− p)∑i
c

(p−q)(1−p−κiq)
, for κi <

1−p
q .

First, compare the individual incentive scheme against the team incentive scheme. For
κi = 0, both generate the same expected payment for the principal. However, for κi > 0,
one has pc

(p− q)
· p

p + κiq
<

pc
(p− q)

,

since p
p+κiq

< 1. Therefore, for all κi ∈ [0, 1] and i ∈ {A, B}, the principal is weakly better
off implementing a team incentives scheme.

Now, it is only left to compare a team incentives scheme with a tournament. To do
so, suppose κi < 1−p

q ; otherwise, the latter scheme does not satisfy the non-negativity
constraints. Then, one can see that

p2c
(pq)(p+κiq)

≤ p(1−p)c
(p−q)(1−p−κiq)

⇔
p

p+κiq
≤ 1−p

1−p−κiq
⇔

p− p2 − κi pq ≤ p + κiq− p2 − κi pq ⇔
κiq ≥ 0,

which is always satisfied, since κi ∈ [0, 1] and q ∈ (0, 1) by assumption. Therefore, a team
incentives scheme is also weakly preferred by a principal over a tournament scheme.

Appendix A.3. Proof of Proposition 1

Building on the proof of Lemma 1, I restrict attention to schemes in which wiLL = 0.
As a first step, I show that it is never optimal for the principal to offer a contract with
wiHL > 0 (given that κi <

1−p
q ). Indeed, suppose wi = (wiHH , wiHL, wiLH , 0) satisfy the

(ICi) with equality and the limited liability constraints; now, consider the alternative
scheme w′i = (w′iHH , 0, w′iLH , 0) such that

w′iLH = wiLH

w′iHH = wiHH +
1− p− κiq

p + κiq
wiHL.

Note that this scheme also satisfies the incentive compatibility constraint with equality.
Indeed,

[p + κiq]w′iHH − [p− κi(1− q)]w′iLH

= [p + κiq]
(

wiHH +
1− p− κiq

p + κiq
wiHL

)
− [p− κi(1− q)]wiLH

= [p + κiq]wiHH + [1− p− κiq]wiHL − [p− κi(1− q)]wiLH

=
c

p− q
.

Now, observe the principal’s expected transfers under w′i are less or equal than under
wi if, and only if
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p2w′iHH + p(1− p)w′iLH ≤ p2wiHH + p(1− p)(wiHL + wiLH) ⇔
p2wiHH + p2 1−p−κiq

p+κiq
wiHL + p(1− p)wiLH ≤ p2wiHH + p(1− p)(wiHL + wiLH) ⇔

p2wiHH + p(1− p)(wiHL + wiLH) ≤ p(1− p) ⇔
(p + κiq)(1− p) ≥ p(1− p− κiq) ⇔

κiq ≥ 0,

which is always satisfied, since κi ∈ [0, 1] and q ∈ (0, 1) by assumption (equality will only
hold for κi = 0).

Therefore, any optimal contract must have wiHL = wiLL = 0, which rules out individ-
ual performance and tournament schemes. Note, however, a team incentive scheme may
still be optimal. Therefore, the optimal incentive schemes must be such that

wiHH = max
{

0,
1

p + κiq

(
c

p− q
+ [p− κi(1− q)]wiLH

)}
wiLH ∈

[
0,

c
(p− q)(κi(1− q)− p)

]
,

for κi >
p

1−q .
Given the contract described above, the principal’s problem can be equivalently

written as

minwiLH p2 1
p + κiq

(
c

p− q
+ [p− κi(1− q)]wiLH

)
+ p(1− p)wiLH

=
p2c

(p− q)(p + κiq)
+

[
p2 p− κi(1− q)

p + κiq
+ p(1− p)

]
wiLH

=
p2c

(p− q)(p + κiq)
+

[
p− p2κi

p + κiq

]
wiLH ,

where I assume wiLH ≥ 0. Observe that it is optimal for the principal to choose wiLH > 0 if

p− p2κi
p+κiq

< 0 ⇔
p + κiq < pκi ⇔

κi > p
p−q .

However, since 0 < q < p < 1, the last inequality demands κi > 1, violating the
assumption about the agents’ degrees of morality. Thus, the principal optimally chooses
the team incentives scheme, given by wopt

i = (wopt
iHH , 0, 0, 0), with

wopt
iHH =

c
(p− q)(p + κiq)

> 0,

for all κi ∈ [0, 1], i ∈ {A, B} and 0 < q < p < 1.

Appendix A.4. Proof of Corollary 1

Simply take the derivative of wiHH under a team incentive scheme with respect to κi,
and note its sign is strictly negative.

Appendix A.5. Proof of Lemma 3

Consider the principal’s problem described in the main text. The KKT conditions are
necessary and sufficient to characterize the candidate solutions, and are given by

p2 − µi(1− ρ)w−ρ
iHH [(p− q)(p + κiq)]− λiHH = 0 (A1)

p(1− p)− µi(1− ρ)w−ρ
iHL[(p− q)(1− p− κiq)]− λiHL = 0 (A2)



Games 2021, 12, 28 16 of 22

(1− p)p− µi(1− ρ)w−ρ
iLH [−(p− q)(p− κi(1− q))]− λiLH = 0 (A3)

(1− p)2 − µi(1− ρ)w−ρ
iLL[−(p− q)(1− p + κi(1− q))]− λiLL = 0 (A4)

wiHH(p + κiq) + wiHL(1− p− κiq)
−wiLH(p− κi(1− q))− wiLL((1− p) + κi(1− q)) ≥ c

p−q
(A5)

µi{wiHH(p + κiq) + wiHL(1− p− κiq)
−wiLH(p− κi(1− q))− wiLL((1− p) + κi(1− q))− c

p−q

}
= 0

(A6)

wiHH ≥ 0 (A7)

wiHL ≥ 0 (A8)

wiLH ≥ 0 (A9)

wiLL ≥ 0 (A10)

λiHHwiHH = 0 (A11)

λiHLwiHL = 0 (A12)

λiLHwiLH = 0 (A13)

λiLLwiLL = 0 (A14)

λiHH ≥ 0 (A15)

λiHL ≥ 0 (A16)

λiLH ≥ 0 (A17)

λiLL ≥ 0 (A18)

µi ≥ 0 (A19)

for all i ∈ {1, 2}, where µi is the Lagrange multiplier associated with the incentive compati-
bility constraint, while λis are the ones associated with the non-negativity constraint.

As was the case under risk aversion, (ICi) must bind. If that was not the case, µi = 0
would imply through Equations (A1)–(A4) that λiHH , λiHL, λiLH , λiLL > 0, and thus, by
force of the complementary slackness conditions (A11)–(A14), that wiHH = wiHL = wiLH =
wiLL = 0. However, substituting into (A5), one obtains 0 ≥ c

p−q > 0, a contradiction.
An argument similar to the one used in the risk-neutral case could be employed here

as well, and would fit the more general case of a utility function of wealth satisfying u′ > 0,
u′′ ≤ 0, u(0) = 0.

The first three incentive schemes described in the text are obtained by using
Equation (A5), the incentive compatibility constraint, with equality and considering each
case in turn:

1. Individual incentive scheme: wiHH = wiHL > 0 = wiLH = wiLL;
2. Team incentive scheme: wiHH > 0 = wiHL = wiLH = wiLL
3. Tournament scheme: wiHL > 0 = wiHH = wiLH = wiLL

For the relative performance scheme, assume 1− p− κiq > 0 and compute the ratio
of Equations (A1) and (A2),

p2

p(1−p) =
µi(1−ρ)w−ρ

iHH(p−q)(p+κiq)

µi(1−ρ)w−ρ
iHL(p−q)(1−p−κiq)

⇔(
wiHL
wiHH

)ρ
= p(1−p−κiq)

(1−p)(p+κiq)
⇔

wiHL = wiHH

(
p(1− p− κiq)
(1− p)(p + κiq)

) 1
ρ

︸ ︷︷ ︸
=A(κi ,ρ)
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Since I assume 1− p− κiq > 0, κi ∈ [0, 1] and 0 < q < p < 1, note that A(κi, ρ) > 0.
Moreover, A(0, ρ) = 1 and

∂A(κi, ρ)

∂κi
∝ −pq(1− p)(p + κiq)− q(1− p)p(1− p− κiq) < 0,

so that A(κi, ρ) ∈ (0, 1] for all κi ∈ [0, 1] and ρ ∈ (0, 1). Plugging wiHH , wiHL =
wiHH A(κi, ρ) and wiLH = wiLL = 0 in (A5) yields the result, taking into consideration
the non-negativity constraint as well.

Appendix A.6. Proof of Lemma 4

Suppose 1− p− κiq > 0, so that a tournament is a candidate solution to the principal’s
problem. For ρ ∈ (0, 1), the principal prefers a tournament over an individual performance
scheme if, and only if, the expected transfers under the former are smaller than under the
latter, that is, if

p(1− p)
(

c
(p−q)(1−p−κiq)

) 1
1−ρ

< [p2 + p(1− p)]
(

c
p−q

) 1
1−ρ ⇔

(1− p)1−ρ c
(p−q)(1−p−κiq)

< c
p−q ⇔

κi <
1−p

q [1− (1− p)−ρ]

Since κi ∈ [0, 1] by assumption, the inequality above holds only if 1− (1− p)−ρ ≥ 0,
which is equivalent to

1 ≥ 1
(1− p)ρ > 1,

a contradiction.

Appendix A.7. Proof of Lemma 5

The principal’s expected payments under team incentives are smaller than under
individual performance if

p2
(

c
(p−q)(p+κiq)

) 1
1−ρ

< [p2 + p(1− p)]
(

c
p−q

) 1
1−ρ ⇔

p1−ρ c
(p−q)(p+κiq)

< c
p−q ⇔

κiq > p1−ρ − 1 ⇔

κi >
p
q ·

1− pρ

pρ︸ ︷︷ ︸
=κ(ρ)

.

Appendix A.8. Proof of Proposition 2

Using the KKT conditions obtained in the proof of Lemma 3, I will look for the optimal
incentive scheme. As argued before, such a scheme must satisfy the incentive compatibility
constraint with equality (i.e. µi > 0 for all i ∈ {1, 2}). Moreover, it must be such that
wiLL = 0. Indeed, on equation (A4), note that −(p− q)[(1− p) + κi(1− q)] < 0 for all
0 < q < p < 1 and κi ∈ [0, 1]; therefore, if wiLL > 0, the complementary slackness
condition implies that λiLL = 0, and thus the left-hand side of Equation (4) is strictly
positive, contradicting the first-order condition.

A similar argument can be used on Equations (A2) and (A3): whenever the term
multiplying the wage is negative, a solution must have the nonnegativity constraint binding.
Therefore,

κi ≥
1−p

q ⇒ wiHL = 0, (A20)

and
κi ≤

p
1−q ⇒ wiLH = 0. (A21)



Games 2021, 12, 28 18 of 22

One can easily check that

1− p
q

< 1 <
p

1− q
⇔ p + q > 1,

1− p
q
≥ 1 ≥ p

1− q
⇔ p + q ≤ 1,

so the analysis can be conveniently divided in two cases, namely p + q > 1 and p + q ≤ 1.
Suppose first that p + q > 1. If κi ∈

[
1−p

q , 1
]
, conditions (A20) and (A21) imply that

wiHL = wiLH = 0, and the only solution candidate is the team incentive scheme described
in Lemma 3. On the other hand, for κi ∈

[
0, 1−p

q

)
, the two conditions above imply that

wiHH , wiHL ≥ 0 and wiLH = wiLL = 0, so the four incentive schemes in Lemma 3 are
candidate solutions.

It is easy to see that the relative performance scheme performs at least as good as any
of the other three schemes in this case. Indeed, let C =

{
w ∈ R4

+ : wiHH , wiHL ≥ 0, wiLH =

wiLL = 0} denote the set of contracts than can be offered if p + q > 1 and κi ∈
[
0, 1−p

q

)
. In

a similar fashion, let

CTeam =
{

w ∈ R4
+ : wiHH ≥ 0, wiHL = wiLH = wiLL = 0

}
C Ind =

{
w ∈ R4

+ : wiHH = wiHL ≥ 0, wiLH = wiLL = 0
}

CTour =
{

w ∈ R4
+ : wiHL ≥ 0, wiHH = wiLH = wiLL = 0

}
CRel =

{
w ∈ R4

+ : wiHH , wiHL ≥ 0, wiLH = wiLL = 0
}

,

denote the set of contracts satisfying the conditions for the performance schemes described
in Lemma 3. One can readily note that CTeam, C Ind, CTour ⊂ C and CRel = C. Therefore,
team, individual or tournament schemes add more constraints to the set of contracts under
which the principal can maximize his profits, and must not yield a strictly higher profit
than the one obtained under the more relaxed constraint set C.

If p + q ≤ 1 and κ < p
1−q , the optimal scheme is the same as in the previous para-

graph, i.e., the relative performance scheme with wiHH , wiHL ≥ 0 and wiLH = wiLL = 0.
However, if p + q ≤ 1 and κ ∈

[
p

1−q , 1
]
, the principal can maximize over the set C̃ ={

w ∈ R4
+ : wiHH , wiHL, wiLH ≥ 0, wiLL = 0

}
. Now, the contract sets defined by the four

schemes presented above are strict subsets of C̃ and cannot, thus, yield a strictly higher
payoff to the principal.

Appendix A.9. Proof of Corollary 3

Follows from the observation that the proposed incentive schemes satisfy the static in-
centive compatibility constraint and, thus, the dynamic version considered in Proposition 3.

Appendix A.10. Proof of Proposition 4

The proof follows closely the argument developed in Lemma 3 and Proposition 2.
Suppose that Ui(w∗, 0, 1; κi) > Ui(w∗, 0, 0; κi). The principal’s problem becomes

minw p2wiHH + p(1− p)(wiHL + wiLH) + (1− p)2wiLL

s.t. p2w1−ρ
iHH + p(1− p)(w1−ρ

iHL + w1−ρ
iLH ) + (1− p)2w1−ρ

iLL ≥
(1− δ)

[
(1− κi)(qpw1−ρ

iHH + q(1− p)w1−ρ
iHL + (1− q)pw1−ρ

iLH + (1− q)(1− p)w1−ρ
iLL )

+κi(q2w1−ρ
iHH + q(1− q)(w1−ρ

iHL + w1−ρ
iLH ) + (1− q)2w1−ρ

iLL )
]

+δ(q2w1−ρ
iHH + q(1− q)(w1−ρ

iHL + w1−ρ
iLH ) + (1− q)2w1−ρ

iLL ) (DICi)
wiHH , wiHL, wiLHwiLL ≥ 0 (LLi)

whose KKT conditions are given by
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p2 − λiHH

−µi(1− ρ)w−ρ
iHH [p

2 − (1− δ)((1− κi)pq + κiq2)− δq2] = 0
(A22)

p(1− p)− λiHL

−µi(1− ρ)w−ρ
iHL[p(1− p)− (1− δ)((1− κi)q(1− p) + κiq(1− q))− δq(1− q)] = 0

(A23)

(1− p)p− λiLH

−µi(1− ρ)w−ρ
iLH [p(1− p)− (1− δ)((1− κi)(1− q)p + κiq(1− q))− δq(1− q)] = 0

(A24)

(1− p)2 − λiLL

−µi(1− ρ)w−ρ
iLL[(1− p)2 − (1− δ)((1− κi)(1− q)(1− p) + κi(1− q)2)− δ(1− q)2] = 0

(A25)

p2w1−ρ
iHH + p(1− p)(w1−ρ

iHL + w1−ρ
iLH ) + (1− p)2w1−ρ

iLL ≥
(1− δ)

[
(1− κi)(qpw1−ρ

iHH + q(1− p)w1−ρ
iHL + (1− q)pw1−ρ

iLH + (1− q)(1− p)w1−ρ
iLL )

+κi(q2w1−ρ
iHH + q(1− q)(w1−ρ

iHL + w1−ρ
iLH ) + (1− q)2w1−ρ

iLL )
]

+δ(q2w1−ρ
iHH + q(1− q)(w1−ρ

iHL + w1−ρ
iLH ) + (1− q)2w1−ρ

iLL )

(A26)

µi

{
p2w1−ρ

iHH + p(1− p)(w1−ρ
iHL + w1−ρ

iLH ) + (1− p)2w1−ρ
iLL

(1− δ)
[
(1− κi)(qpw1−ρ

iHH + q(1− p)w1−ρ
iHL + (1− q)pw1−ρ

iLH + (1− q)(1− p)w1−ρ
iLL )

+κi(q2w1−ρ
iHH + q(1− q)(w1−ρ

iHL + w1−ρ
iLH ) + (1− q)2w1−ρ

iLL )
]

+δ(q2w1−ρ
iHH + q(1− q)(w1−ρ

iHL + w1−ρ
iLH ) + (1− q)2w1−ρ

iLL )
}
= 0

(A27)

wiHH ≥ 0 (A28)

wiHL ≥ 0 (A29)

wiLH ≥ 0 (A30)

wiLL ≥ 0 (A31)

λiHHwiHH = 0 (A32)

λiHLwiHL = 0 (A33)

λiLHwiLH = 0 (A34)

λiLLwiLL = 0 (A35)

λiHH ≥ 0 (A36)

λiHL ≥ 0 (A37)

λiLH ≥ 0 (A38)

λiLL ≥ 0 (A39)

µi ≥ 0 (A40)

By assumption, 1 > p > q > 0, and thus

(1− δ)
[
(1− κi)(1− q)(1− p) + κi(1− q)2

]
+ δ(1− q)2

> (1− δ)
[
(1− κi)(1− q)(1− q) + κi(1− q)2

]
+ δ(1− q)2

= (1− q)2

> (1− p)2,

so Equation (A25) can only be satisfied if wiLL = 0. Otherwise, the complementary
slackness condition (A35) would imply λiLL = 0 and Equation (A25) would be violated
for any µi ≥ 0. Moreover, there exists no solution such that λiHH , λiHL, λiLH > 0: if that
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was true, then wiHH = wiHL = wiLH = wiLL = 0, and (A26) would be reduced to −c ≥ 0,
a contradiction.

Notice that wiHH > 0 or wiHL > 0 or wiLH > 0, only if µi > 0 and the terms in brackets
in Equations (A22)–(A24), respectively, are strictly positive. Thus, in any solution, the
dynamic incentive compatibility constraint must be binding.

In Equation (A22), it is easy to see that (1− δ)((1− κi)pq + κiq2) + δq2 < (1− δ)((1−
κi)pp + κiq2) + δq2 < (1− δ)((1− κi)pq + κi p2) + δp2 = p2, so that wiHH > 0 for any
values of δ and κi. In Equation (A23), p(1− p) > (1− δ)((1− κi)q(1− p) + κiq(1− q)) +
δq(1− q) if

κi < κ(δ) =
p(1− p)− δq(1− q)

(1− δ)q(p− q)
− 1− p

p− q
,

and, in Equation (A24), p(1− p) > (1− δ)((1− κi)(1− q)p + κiq(1− q)) + δq(1− q) if

κi > κ(δ) =
δq(1− q)− p(1− p)
(1− δ)(1− q)(p− q)

+
p

p− q
.

Notice that
κ(0) =

1− p
q

, κ(0) =
p

1− q
,

and

∂κ(δ)

∂δ


> 0 if p + q < 1
= 0 if p + q = 1
< 0 if p + q > 1

,
∂κ(δ)

∂δ


< 0 if p + q < 1
= 0 if p + q = 1
> 0 if p + q > 1

.

Moreover,

limδ→1κ(δ) =

{
+∞ if p + q < 1
−∞ if p + q > 1

, limδ→1κ(δ) =

{
−∞ if p + q < 1
+∞ if p + q > 1

.

As was the case in Proposition 2, if p + q > 1, then κ(0) > 1 > κ(0) > 0. Thus, for
κi ≥ κ(δ), a team performance scheme wTeam

i = (wTeam
iHH , 0, 0, 0) such that

w∗iHH =

(
c

p2 − (1− δ)q[(1− κi)q + κiq]− δq2

) 1
1−ρ

is optimal. For κi < κ(δ), the relative performance scheme wRel
i = (wRel

iHH , wRel
iHL, 0, 0) is

optimal, with

wRel
iHL = wRel

iHH ×
(

p
1− p

· p(1− p)− (1− δ)q[(1− κi)(1− p) + κi(1− q)]− δq(1− q)
p2 − (1− δ)q[(1− κi)p + κiq]− δq2

) 1
ρ

︸ ︷︷ ︸
=A(κi ,δ,ρ)

,

wRel
iHH =

(
c

p[p + (1− p)A]− (1− δ)q{(1− κi)[p + (1− p)A] + κi[q + (1− q)A]} − δq[q + (1− q)A])

) 1
1−ρ

.

If p + q < 1, then 0 < κ(0) < 1 < κ(0). For κi ≤ κ(δ), the optimal incentive scheme is
the relative performance described in the last paragraph. On the other hand, for κi > κ(δ),
the optimal incentive scheme is wComp

i = (wComp
iHH , wComp

iHL , wComp
iLH , 0) such that
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wComp
iLH = wComp

iHH ×
(

p
1− p

· p(1− p)− (1− δ)(1− q)[(1− κi)(1− p) + κi(1− q)]− δ(1− q)2

p2 − (1− δ)q[(1− κi)p + κiq]− δq2

) 1
ρ

︸ ︷︷ ︸
=B(κi ,δ,ρ)

,

wComp
iHL = wComp

iHH ×
(

p
1− p

· p(1− p)− (1− δ)q[(1− κi)(1− p) + κi(1− q)]− δq(1− q)
p2 − (1− δ)q[(1− κi)q + κiq]− δq2

) 1
ρ

︸ ︷︷ ︸
=A(κi ,δ,ρ)

,

wComp
iHH =

(
c

D(κi, δ, ρ)

) 1
1−ρ

,

where

D(κi, δ, ρ) = p[p + (1− p)(A+ B)]
− (1− δ){(1− κi)[pq + q(1− p)A+ (1− q)pB] + κiq[q + (1− q)(A+ B)]}
− δq[q + (1− q)(A+ B)].
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